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ABSTRACT

Job satistaction in call centers offers a multi-disciplinary approach covering such disciplines as
Opcrations Rescarch and Management, Mathematics and Statistics, Forecasting and Modeling,
Industrial Engincering, Information Technology, Human Resource Management, Psychology, and
Sociology. In Mathematics and Statistics context, rescarchers focuses on cfficient call center
operation and eptimal staffing using mathematical modeling and queuing theory. Call centers are
identificd by a variety of names: contact center, customer service center, customer interaction center,
and call center. A call center is basically a communications link between a company and its
customers. It is through the call center that customers give feedback on products and services, the
nctwork and suggestions on what can be improved as well as appreciation for the service provided as
a company. This study expands the use of statistical models - Ordinal Regression Models to an
extensive spectrum of thoughts and links various factors affecting job satisfaction. The rescarcher
investigated the relationship between job satisfaction and factors leading to job dissatisfaction. The
study found that there many factors affecting job satisfaction among employee on call centers these
arc communications within the organization, relationship with coworkers, benefit package which arc
equitable , salary incrcase and supervision in the organization , recognition through promotion |, fair

payment for the work , reward given to employee and sense of pride in doing my job .
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CHAPTER ONE:

INTRODUCTION
1.1 Background to the Study

Job satisfaction in call centers offers a multi-disciplinary approach covering such disciplines as
Operations Rescarch and Management, Mathematics and Statistics, Forecasting and Modcling,
Industrial Engineering, Information Technology, Human Resource Management, Psychology, and
Sociology. In Mathematics and Statistics context, rescarchers focuses on efficient call center
operation and optimal staffing using mathematical modeling and queuing theory. This study focuses

on statistical modeling of job satisfaction in call centers.

Call centers are identified by a variety of names: contact center, customer scrvice center, customer
intcraction center, and call center. A call center is basically a communications link between a
company and its customers. [t is through the call center that customers give feedback on products and
scrvices, the network and suggestions on what can be improved as well as  appreciation for the
scrvice provided as a company. According to Gilmore (2001) a call centers is typically a physical
location, or a virtual opcration within a company, where Call Centre Representatives, CCRs often
make and receive calls. Inbound calls from customers are primarily concerned with service and
support 1ssues, while telemarketing, debt collection, and fundraising account for the majority of
outbound calls. CCRs represent the organization and have the potential to directly influence the

customers. Thus, CCRs are an integral part of any call center.

In order to procure employment as CCR, one has to have excellent communication and people skills.
Being multi-lingual is an advantage if you want to apply for positions at an international call center.
Most CCRs are required to work shifts and are required to spend long hours in front of the computer
screen. CCRs deal with a huge volume of customer complaints; hence they need to be able to remain

calm under very pressurized circumstances.

Being a direct link to the customers, CCRs have to be highly motivated and satisficd with a high level

of commitment to the organization to effectively carry out their responsibilities. Often they are
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graded lowly as compared to other staff in multi-departmental organizations. As a result they are

frustrated and dissatisfied.

The organization chosen for this study (Company A) is a major telecommunications provider in
Kenya. This company has toll-free telephone numbers and houses more than 1000 call center agents.
The company uses a variety of communications technology such as e-mail, web pages (social media)
and telephones as main modes of interaction with its customers. Customers prefer voicing their
concerns mainly over the telephone with some becoming more verbally aggressive than they would
in other modes of interaction. Thus, call center agents ends up facing the wrath of this customers.
Besides, their work is demanding, repetitive and often stressful. Other issues arising from call center
agents includes meager pay, job security, social simulation, opportunities for promotion, recognition
and appreciation, and opportunity to use one's abilities. These factors are known to causc job

dissatisfaction.

The most widely accepted definition of job satisfaction was presented by Locke (1976} as cited by
Friday & Friday (2003), who defined job satisfaction as “a pleasurable or positive emotional state
resulting from the appraisal of one’s job or job experiences”. Additionally, job satisfaction can be
defincd as the “extent to which a person derives pleasure from a job™ (Muchinsky, 1993) or the
differcnce between a desired outcome a person receives and the desired outcome the person believes

he or she ought to receive (Grobler, et al, 2002).

Job satisfaction is a function of satisfaction with diffcrent aspects of job, i.e. supervision, pay, works
itself, co-workers, promotion, etc., and of the particular weighting or importance onc attaches to these
respective components.  According to Mueller & Kim (2008) there are two types of job satisfaction
which are based on the level of employees' feclings regarding their jobs. The first, and most studied,
is global job satisfaction, which refers to employees’ overall feelings about their jobs. The sccond is
job facet satisfaction, which refers to feelings about specific job aspects, such as salary, benefits, and

the quality of relationships with one's co-workers.

This study uses ordinal regression method to model the relationship between the ordinal outcome

variable (different levels of job satisfaction) and the explanatory variables (demographics). The
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outcome variable for job satisfaction will be measured on an ordered, categorical, and four-point
Likert scale— ‘disagree very much’, *disagree moderately’, *disagree slightly’, *agree slightly”,
‘agree moderately’, and ‘agree very much’. Explanatory variables will include demographics -

gender, marital status, education level, age, work schedule and years of service.

Job satisfaction is measured by using a self-reported rating scale. Questionnaires are administered to
the employces. Interviews can also be conducted but are time consuming. The questions used to
investigate job satisfaction in surveys use a range of specific questions regarding individual facets
rclated to work like salary, advancement, co-workers, cducation and job security. The answers to
individual’s attitudes and opinions arc usually expressed through an ordered set of categorics - a
rating scale. A Likert scale (Likert 1932) provides a verbal description of ordered response levels (for
cxample: 5 levels- strongly disagree, disagree, neutral, agree, and strongly agree; 4 levels - ‘very
dissatisfied’, ‘dissatisficd’, ‘satisfied’, and ‘very satisfied’). There is no agreement on the optimal
number of response categorics that should be adopted; Krosnick and Fabrigar (1997) favor a seven
point scale while Cummins and Gullone (2000) state that using an expanded scale is desirable for the
subjective quality of life measurement and that the appropriate scale format may be a 10-point, end-
defined scale. In general, if too few scale points are provided respondents will not be able to
differentiate among their feclings towards the topic while too many catcgories may introduce

rounding and difficulty to distinguish between adjacent response classes.

According to Spector (1997) the easicst way to measure job satisfaction is by using onc of the
existing scales as they have already been tried and tested and their reliability and validity alrcady
established. However, there is no onc best measure of job satisfaction (Muchinsky, 1993) and the
rescarcher therefore should use the one that measures the facets of job satisfaction relevant to the
study.

The most common job satisfaction measurement scales are Job Descriptive Index, Job in General

Scale, Minnesota Satisfaction Questionnaire, Carcer Satisfaction Mecasurc and Job Satisfaction

Survey.

Job Descriptive Index (JDI1): The Job Descriptive Index (JDI) is one such scale used in job

satisfaction surveys. It was originally developed by Smith, Kendall and Hulin (1969) and later
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revised by Smith (1985) and has been widely used and rescarched for over 40 years. It is extremely
casy to usc with all types of respondents and one of the most popular job satisfaction survey
instruments (DeMeuse 1985; Zedeck 1987). The JDI measures five specific facets of job satisfaction
namely, satisfaction with work itself, supervision, pay, promotions and co-workers. Fach individual
facet comprises of cither 9 or 18 items. The test-re-test reliability of 0.57 for this scale was reached
- after a 16-month interval and rescarchers felt this score was high enough “to justify the JDI in
longitudinal studies because satisfaction can change over time” (Muchinsky, 1993, p. 297). However,
JDI uses only 5 factors only. In addition, the rescarcher deemed the questioning to be too long and

complex to be answered easily by the respondents.

Job in General Scale (JIG): JIG is similar to JDI. The IDI, introduced 1969 by Smith, Kendall, &
Hulin, was modificd in 1985 by the DI Research Group. In 1996, the JDI Research Group improved
this method. The criteria for selecting the final 18 items were high factor loadings on the first
principal factor, and high item-total correlations. JIG is quick and casy to use, but docs not give

information regarding specific factors affecting job satisfaction.

Minnesota Satisfaction Questionnaire (MSQ): According to Muchinsky (1993), MSQ is the
second most popular scale. It was developed by Weiss, Dawis, England and Lofquist tn 1967, The
long form of this survey is made up of 100 questions based on 20 sub scales which measure
satisfaction with “ability, utilization, achievement, activity, advancement, authority, company
policiecs and practices, compensation, co-workers, creativity, indcpendence, moral valucs,
rccognition, responsibility, sccurity, social service, social status, supervision-human rclations,
supervision-technical variety, and working conditions” (Fields, 2002, p.7). There is a short version
of the MSQ which consists of 20 items. The short form can be completed in about 5 minutes while
the long form can be completed in 15 to 20 minutes. Although both the short and long forms provide
job satisfaction estimates, the long form provides much more information for the short additional
administration time required. While the MSQ is more time consuming than the JDI, four of its scales
corresponds with that of the JDI (Muchinsky, 1993). MSQ is reliable, casy to use and understand;
offers valid measure of job satisfaction and it is applicable to any organization as well as applicable
for managers, supervisors, and employees. However, it is very long and as a conscquence time
consuming when collecting and analyzing data for a rescarch project, and not really meaningful to

have information on each of the 20 different facets of satisfaction.

EY
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Carcer Satisfaction Measure: It was developed by Greenhaus, Parasuraman, and Wormley in
1990. This is a measure of carcer success, as opposed to job satistaction, thus climinated. It assesses

general satisfaction with career outcome, but also satisfaction with carcer progress (Fields, 2002).

Job Satisfaction Survey - JSS: It was developed by Spector in 1985 and measures nine facets of job
satisfaction along with an overall assessment arriving at a score. The job facets include pay,
promotion, supervision, benefits, contingent rewards, operating procedures, co-workers, nature of
work and communication. Each of the 9 subscale produces an individual facet score by combining
responses to its 4 items, thus cquating to a total of 36 questions. It consist other questions like age
and gender for casc in segmentation if required. This study adopted this scale and more of JSS is

discussed under methodology and the questionnaire appended in appendix 2.

1.2 Statement of the Problem

While there has been generally some rescarch on job satisfaction in call centers, there lacks intensive
research on this topic in its relation to Kenyan context. The Information generated by these studics
has realistic inference for both the organization and the individuals. Organizations arc always faced
with challenge of high operating costs while the employecs strive to get quality life. Hence job

satisfaction is both critical and desired. It is this gap in knowledge that this study sceks to address.

1.4 Significance of the Study

One of the major assets of an organization is the people that it employs. This is because an cffective
organization aims to involve good work performers. The finding of the study would help the call
center managc‘:mcnt to make informed strategic decision on job satisfaction. In addition, this study
will add to the existing knowledge on application of statistical models in analysis of job satisfaction

as well as forming a foundation for further research on job satisfaction.

1.5 Objectives of the Study
The main objective is to study job satisfaction in context to call centers.

The specific objectives are: -



¢ Toinvestigate the explanatory factors influencing job satisfaction in call centers

e To model the satisfaction of call center representatives using Ordinal Regression

1.6 Disposition of the Report

This report is divided into five chapters. In the first chapter the background of the sclected rescarch
~area is presented followed by the statement of the problem and ends with significance of the study
and study objectives. In chapter two previews of studics related to the topic will be presented.
Mcthodology is comprehensively detailed in chapter three. Chapter four presents the analysis of data

gathered though questionnaire. Lastly in chapter five conclusion, recommendations and arcas for

further research,



CHAPTER TWO:

LITERATURE REVIEW

Different statistical methods such as descriptive statistics, chi-square, lincar regression, multilevel
modeling, and ordinal regression techniques have been commonly found in the literature to analyze
satisfaction qucstionnaires to study satisfaction in relation to various explanatory variables. These

mcthods investigate the association between the explanatory variables and the outcome variable.

Descriptive statistics commonly used in relation to satisfaction are means, modes, percentages, and
frequency counts. They detect either high or low levels of satisfaction. According to a student
satisfaction survey conducted by Noel-Levitz Company (Cooney, 2000) respondents rated highest
satisfaction on responsiveness to diverse populations, registration effectiveness, and academic
services, while rating the lowest satisfaction on admissions and financial aid, academic advising, and
campus support services. Another research to study job satisfaction among the employees of state
bank of India in Coimbatore city, Sukumar (2000) assigned three levels of satisfaction namely high,
medium and low and classified those who had obtained up to 30 counts under low satisfaction
category, respondents with 30 — 45 counts were classified under medium satisfaction category and
those with more than 45 counts were classified under high satisfaction category. The satisfaction
levels based on percentage counts were High 23%, Medium 54% and Low 23%. Descriptive statistics
only detect the most and the lcast satisfactory items but docs not give the degree of association.
Ravikumar (1985) in a study on job satisfaction among workers in Chemical Unit interviewed 60
workers on the basis of s¢x, age, educational qualification, experience, monthly income, marital

status and family income. He adopted percentage method of tabulation to find job satisfaction.

Regression methods (such as linear, logistic, and ordinal regression), Chi-squarc and multilevel
modeling techniques arc generally utilized to investigate the association between multiple
explanatory variables (e.g. partial quality attributes) and dependent variable (c.g., overall quality of
service). These methods also permit rescarchers to estimate the magnitude of the cffect of the

explanatory variables on the outcome variable. If rescarchers wish to study the effect of explanatory



variables on all levels of the ordered categorical outcome, an ordinal regression method must be

appropriately choscn to obtain the valid results (Chau-Kuang & Hughes, 2004).

According to a study Student Retention and Satisfuction Bailey, ct al (1998) used cross tabulation and
chi-square techniques to predict college student retention based on satisfaction, A strong relationship
between student satisfaction and retention was found on 40 of the 68 questions (59%). Richard and
Francisco (2009) used rcgression analysis to cxamine the variance in the employee satisfaction
dependent variable uniqucly cxplained by independent variable constructs. The study employed
backward multiple regression method to test the study hypotheses. This process for variable sclection
identifies the set of variables that explain most of the variability in the dependent variable. Backward
elimination starts with the full model (including all variables) and scquentially removes independent
variables from the model if the significance level of the partial correlation F-value is less than 0.10.
The procedurc stops when there are no variables in the equation with an F-valuc less than 0.10
(Freund & Wilson, 2003). Regression results indicated that there were strong relationships between
the dependent variable (Employee Satisfaction) and the six independent variables for both females
and males. Regression model coefficients for all independent antecedent variables in both models

were also significant at p<0.001,

Using a multilevel modeling technique to analyze survey data, one study (Umbach and Porter, 2001)
examined the impact that different departments have on student satisfaction in a large research
university. The research finding revealed that characteristics of departments such as size, faculty
contact with students, research emphasis, and proportion of female students had a signiftcant impact
on education satisfaction within major. A study on Graduates’ Job Satisfaction (Leonardo and Carla,
'2005) using Multilevel Analysis fitted a model by using maximum' likelihood with adaptive
numerical integration. The study fitted five univariate ordinal probit variance component models first
and the between proportion of variance was significantly different from zero for all items. Sccondly
the estimation of the matrix of product-moment correlations among the latent variables was done and
whose entries are all significant. Then an exploratory maximum likelihood factor analysis was
performed on this matrix. The results of this analysis suggest the presence of two factors: a culrural

factor (labeled Factor 1), that explains chiefly the Consistency-Professionalism-Interests



corrclations, and a status factor (labeled Facror 2), explaining mainly the FEarning-Carcer

correlation.

A study by Hummel and Lichtenberg (2001) was used to estimate the probabilities of the four ordinal
categorics (“worse™, “can’t tell”, “better”, and “much better”) of client improvement in a counscling
center. The research findings showed that the five explanatory variables significantly associated with
the probability of an outcome category. These variables included previous experience as a client;
readiness to change; level of symptomatic and interpersonal distress; pre-counscling clinical status;

and the number of counseling sessions in which a client might be involved.

However, compared to these study methods, the ordinal regression method seems to be the most
suitable and practical technique to analyze the effects of multiple explanatory variables on the ordinal
outcome that cannot be assumed as continuous measure and normal distribution (Chau-Kuang &
Hughes, 2004). Rescarchers do not need to alter an ordinal outcome as binary or dichotomous
measure for logistic regression analysis, which may lead to the loss of inherent information. The

ordinal regression method 1s discussed in depth in chapter threc.



CHAPTER THREE:

METHODS

3.1 Sampling and Sample

The rescarcher used the idea of sampling to collect some of the clements of the population. The
rationale for using this sampling method is due to lower cost, greater accuracy of results, speedy data
collection and availability of population sclection. In this sampling design, sampling clements are
randomly selected and the probability of being selected is determined ahead by the rescarcher. If

properly executed, the sample selected is representative of the population.

Two hundred and fifty questionnaires were dispatched and the response rate was 86% (215
questionnaires). They were randomly distributed to the agents working in three shifts - Morning,
afternoon and night shifts. The total populace in the studied call center 1500. Participation was on
voluntary basis. Participants were provided with a written explanation outlining the purpose of the
study. To protect confidentiality and anonymity, respondents were not be required to provide their

namecs.

3.2 Measuring Instruments

The Job Satisfaction Survey (JSS)

This study used an existing job satisfaction questionnaire - The Job Satisfaction Survey — JSS
(Appendix 2). Job Satisfaction Survey covers major facets of satisfaction. It covers 9 facets of job
and has also been used a sufficient nurr.xbcr of times to provide norms (Michelle 2000). It also saved
the researcher the additional cost and time of developing a scale from scratch. However, JSS is
limited to only those facets that the developers choose to place in their instruments. This study thus
made adjustments to the JSS questionnaire to include more specific arcas of satisfaction or

dissatisfaction as pertaining to call center job satisfaction.

The reliability of the JSS can be evaluated in terms of intemnal consistency rchiability and test-retest
reliability. The former refers to how well the items of a scale relate to each other and for that, the JSS

scores range between 0.60 and 0.91. According to Spector (1997), the accepted minimum standard is
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0.70. Test-retest reliability “reficcts the stability of the scale over time™ (Spector, 1997, p-11)and in
this arca the JSS scores range between (.37 and 0.74, which is relatively stable since the time-span

was cighteen months and during this time several major changes occurred (Table 2.1 and 2.2).

Table 1: Internal Consistency Reliability for the Job Satisfaction Survey

Internal Consistency Reliability by P.
Subscale Spector?®
Cocfficient Test-Retest
Alpha Reliability
Pay 0.75 0.45
Promotion 0.73 0.62
Supervision 0.82 0.55
Bcenefits 0.73 0.37
Contingent rewards 0.76 0.59
Operating procedures 0.62 0.74
Coworkers 0.60 0.64
Nature of work 0.78 0.54
Communication 0.71 0.65
Total 0.91 0.71
Sample size 2,870

(a)Test — retest reliability was assessed over an 18 month time span, sample size was 2870 (Spector,
1997).

Table 2: Total norms for the Job Satisfaction Survey

Total Norms by P. Spector?
Subscale Mecan Std. Deviation
Pay 11.8 2.6
Promotion 12.0 1.9
Supervision 19.2 . 1.5
Benefits 14.2 2.2
Contingent rcwards 13.7 2.0
Operating procedures 13.5 2.2
Coworkers 18.3 1.1
Nature of work 19.2 1.3
Communication 14.4 1.8
Total 136.5 12.1

(b) Norms based on 8113 individuals from 52 samples (Spector, 1997).

11



Validity on the other hand “‘concerns our interpretation of what a scale actually assesses: That is, does
our job satisfaction scale assess people’s feelings concemning their jobs” (Spector, 1997, p.6). Five of
the JSS scales correlate well with the corresponding sub-scales of the JDI and these correlations
range from 0.6] for co-workers to 0.80 for supervision. The JSS has been used in South Africa
(Westaway, Wessie, Viljoen, Booysen and Wolmarans, 1996) and in Africa (Okpara, 2002) as an
acceptable scalc for measuring job satisfaction. Westaway ct al. (1996) concluded that the JSS was a
uscful measure of job satisfaction. Since the scales of the JSS correlates well with those of the JDI it
can be deduced that the JSS is also an acceptable scale to use for measuring job satisfaction in South

Africa. Therefore the researcher is able to usc the JSS in the present study.

Job satisfaction is usually measured using a self-reported rating scale. The questions used to
investigate job satisfaction in surveys can be referred to the overall job satisfaction, or use a range of
specific questions regarding individual facets related to work, like pay, promotion, co-workers,
education/job mismatches and job security, to study different aspects that can influence the global on-
the-job satisfaction. In general, questions on individual’s attitudes and opinions try to mcasure an
underlying continuous latent variable, but for practical reasons the answer is usually expressed
through an ordered set of categories, presented as a rating scale. In particular, with respect to
questions where the respondent is asked to provide hisher agreement to a statement the usual
reference is the Likert scale (Likert 1932) that provides a verbal description of ordered responsc
levels (for example: strongly disagree, disagree, ncither agrec nor disagree, agree, strongly agree).

The scale used to measure job satisfaction may be also coded as a numerical rating.

According to Cranny et al., 1992; Ellingson et al., 1998 cited in Moshavi &Terborg, 2002 study on
satisfaction and performance demographic variables of age, race and gender should be included as
controls. In addition, demographic variables influence job satisfaction (Moshavi &Terborg, 2002)

and thus the study will include demographic profile of agents.

The questionnaire consisted of two parts, namely Demographic Information (which included: age,
gender, marital status, educational degree, years of service, working schedule) and job satisfaction

instrument constituted of a six-point Likert scale with 36 statements.

-
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3.3 Empirical models for job satisfaction

3.3.1 Generalized Linear Model

Generalized lincar models (GLMs) extend ordinary regression models to encompass non-normal
responsc distributions and modeling functions of the mean. Three components specify a generalized
lincar model: A random component identifies the response variable ¥ and its probability distribution;
a systematic component specifics explanatory variables used in a lincar predictor function; and a fink

Sunction specifies the function of E(¥) that the modcl equates to the systematic component.

Components of Generalized Linear Models

The random component of a GLM consists of a responsc variable Y with independent
observations (yy, ... yy) from a distribution in the natural exponential family. This family has
probability density function or mass function of form

f(yi; 6) = a(6) b(y;) exply; Q(6:)] (3.1)
Scveral important distributions are special cases, including the Poisson and binomial. The value of

the parameter 8; may vary for i = 1, ..., N depending on values of explanatory variables, The term

Q(8;) is called the natural parameter.

The systematic component of a GLM relates a vector (74, ..., Ty) to the explanatory variables through
a linear model. Let X;; denote the value of predictor j (j = 1,2,...,p) for subject i. Then

1= %iBiXy, i=12,.N (3.2)
This lincar combination of cxplanatory variables is called the linear predictor. Usually, one X;; = 1

for all i, for the coefficient of an intercept (often denoted by a in the model)

The third component of a GLM is a link function that connccts the random and systematic
components. Let y; = E (V;),i = 1,2,...N. The model links y; to 1; by t; = g(3;) where the link
function g is a monotonic, differentiable function. Thus, g linksE (Y;) to explanatory variables

through the formula
g(ﬂl) = Zjﬂjxij. i= 1,2,N (33)
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The link function g(u) = u called the identity link, has 1; = p; . It specifies a linear model for the
mean itself. This is the link function for ordinary regression with nonnally distributed Y. The link

function that transforms the mean to the natural parameter is called the canonical link,

3.3.2 Ordinal Regression model

The ordinal logistic model is onc of many models subsumed under the rubric of generalized lincar
models for ordinal data. Generalized linear models are a very powerful class of models, which can be
used to answer a wide range of statistical questions.
The basic form of the generalized lincar model is:

link(yi;) = 9; = [ Bixia + BoXia + -+ + Puxix]] (3.4)
Where link()) is the link function, y;; is the cumulative probability for the j**category for the i*
case, ;is the threshold for the j'"category, kis the number of regression coefficients,
P1. B2, ..., Brare the regression coefficients and x;1, X;3, ..., Xjcare values of the predictors for the

ith

" casec.

The ordinal regression model may be written in the form as follows if the logit link is applicd.

fly,00] = tog|2225] (3.5)

1—}’1-(1)

_ Prsyi0] _ o
_log[—-——P(byle) =9, + X (3.6)

(04+8X)
Where j=1,2,...,k—1, and y,-(x) = W, where j indexes the cut-off points for all
+e

categories (k) of the outcome varable. If multiple explanatory variables are applied to the ordinal

regression model, 3, X, is replaced by the linear combination of 81X, + 8, X, + -+ + B,X,

The function f [yj (x)] is called the link function that connects the systematic components (i.c. ¥; +
BX) of the linecar modcl. The ¥; represents a separate intercept or threshold for cach cumulative
probability. The threshold (%) and the regression coefficient (f8) are unknown parameters to be
estimated by means of the maximum likelihood method.
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Important notes on the generalized linear model are:

This model is based on the notion that there is some latent continuous outcome variable, and
that the ordinal outcome variable arises from discretizing the underlying continuum into
ordered groups. The cut-off values that define the categories are estimated by the thresholds.

In some cases, there is good theoretical justification for assuming such an underlying

- distribution. However, even in cases in which there is no theoretical concept that links to the

latent variable, the model can still perform quite well and give valid results.

The thresholds or constants in the model (corresponding to the intercept in lincar regression
modecls) depend only on which category’s probability is being predicted. Values of the

predictor (independent) variables do not affect this part of the model

The prediction part of the model depends only on the predictors and is independent of the
outcome category. These first two propertics imply that the results were a sct of parallel lines

or planes-one for each category of the outcome variable.

Rather than predicting the actual cumulative probabilitics, the model predicts a function of
thosc values. This function is called the link function, and you choose the form of the link
function when you build the model. This allows you to choose a link function based on the

problem under consideration to optimize your results

There are threce major components in ordinal regression model, namely Location Component, Scale

Component and Link Function. The Location Component ts the portion of the equation that includes

the coefficients and predictor variables. It uses the predictor variables to calculate predicted

probabilities of membership in the categories for cach case.

The Scale Component is an optional modification to the basic model to account for differences in

variability for different values of the predictor variables. For example, if certain groups have more

variability than others in their ratings, a scale component is used to account for this improved the

model. The model with a scale component follows the form below

-
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[lnk(yj) = Oy"lﬁlxr*ﬁzxz*”'*ﬂkxkl (3.7)

exXplryzy 412,441,027,
Where ; is the cumulative probability for the j*™* category, 6;is the threshold for the j* category,
B1, B2, ., B arc the regression cocfficients, xy, X5, ..., X, are the predictor varables, and kis the

number of predictors.

The Link function is a transformation of the cumulative probabilitics that allows estimation of the
modcl. It is the function of the probabilities that results in a linear model in the parameters and
defincs what goes to the left side of the equation. It is also the link between the random component
on the lcft side of the cquation and the systematic component on the right. Five different link
functions arc available in the Ordinal Regression procedure, namely Logit, Complementary log-log,

Negative log-log, Probit and Cauchit (inverse Cauchy).

Table 3.3: The Five Different Link Functions

Function Form Typical application
Logit In ( Y ) Evenly distributed
1-y categorics

Complementary log-log In(=In (1 -vy)) Higher catcgories more
probable

Negative log-log —=In (=In (y)) Lower categorics more
probable

Probit 0~ (y) Analyses  with  explicit
normally distributed latent
variable

Cauchit (inverse Cauchy) tan(m(y — 0.5)) Outcome with many
extreme values

Probit and logit models are reasonable choices when the changes in the cumulative probabilities are
gradual. If there are abrupt changes, other link functions should be used. The complementary log-log
link may be a good model when the cumulative probabilitics increase from 0 fairly slowly and then
rapidly approach 1. If the opposite is true, namely that the cumulative probability for lower scores is
high and the approach to 1 is slow, the negative log-log link may describe the data. If the
complementary log-log model describes the probability of an event occurring, the log-log model

describes the probability of the event not occurring. There 15 no clear-cut method to distinguish the
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preference of using different link functions. However, the logit link is gencrally suitable for
analyzing the ordered categorical data evenly distributed among all categories. The clog-log link may
be used to analyze the ordered categorical data when higher categories are more probable. In ordinal
regression analysis, we used the Clog-log link function to build our model that is generally suitable
for analyzing the ordered categorical data with higher categories more probable among all categorices.

(SPSS, Inc., 2002).

3.3.3 Complimentary Log-log (Clog-log) Link Function

Clog-log link function was used to build the modecls as it is suitable for analyzing the ordered
categorical data with higher categories more probable among all categories. Clog-log link function
was used in SPSS statistical package for ordinal regression modeling because the data that was
gathered for analysis had dependent ordinal variable with cqual categories. The Clog-log link

function is of the form;
PlY=y;/X]
f[y,-(x)] = log {—log[l —y,-(x)]} = log [I’IY_;%} =a; + X (3.8)

_ 40

andy;(x)=1-e
wherej = 1,2,...,k - 1 and j indexes the cut-off points for all categories of the outcome variable.
When multiple explanatory variables arc involved in the ordinal regression model, the linear
combination of X, + ,X; + - + By Xy 1s substituted for BX. The term complementary function

comes froml —y;(x). Thus, the name of the complementary log-log link function is derived

from log {—log[1 — y,(x)]}.

Since the ordinal Clog-log model is nonlinear, transformation should be on the dependent variable,
which equals to the lincar form of @; + #X. The ordinal regression model with the Cloglog link is
called the continuation ratio model because it is a ratio of the two conditional probabilitics, for
example, P(Y =y;[X)to (Y >y;[X) . The model with the clog-log link is also called the
proportional hazard model because the relationship between the explanatory vanablcs and the ordinal

outcome is independent of the category (Chau-Kuang & Hughes, 2004).

The coefficients in the ordinal regression model depict how much the Clog-log changes basced on the

values®of the predictor variables. Statistical fittings that were analyzed are; pararheter estimates table

-
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with location vanable that gives the coefticient for the independent variable for the specified Jink
function in ordinal regression, factor summary table that depicts that the general question ordinal
scale distribution in percentage on respondents, model fitting information table that checks the
presence of a relationship between the dependent variable and combination of independent variables
was based on the statistical significance of the final model, goodness of fit information table with
Pearson chi-square test that gives the information about how many predicted cell frequencies differ
from obscrved frequencics, Test of parallel lines that was designed to make judgment concemning the

model adequacy.

The essential features of the ordinal regression model regardless of any link function may be bricfly
described. First, the outcome variable of intcrest is a grouped and ordered category that may be
regrouped from an unobserved continuous latent variable (Scott, et al., 1997). However, it is not clear
whether the ordinal outcome is cqually spaced. Sccond, the ordinal regression analysis employs a
link function to describe the effect of the explanatory variables on ordered categorical outcome in
such a way that the assumptions of normality and constant variance are not required (McCullagh &
Nelder, 1989). Third, the model assumes that the relationship between the explanatory variables and
the ordinal outcome is independent of the category because the regression cocfficient does not
depend on the categorics of the outcome variable. In other words, the model assumes that the
corresponding regression cocfficients in the link function are equal for each cut-off point (Bender and
Benner, 2000). Hence, the violation of the model assumption ‘parallel lines’ has to be verified
carcfully by the test of parallel lines (SPSS, Inc., 2002). The 36 explanatory vartables were
interrelated and classified into the five pre-determined factors, namely; communication, supervision,

rewards, promotion and salary

3.4 Measures of Fit

There is no convincing evidence that selection of a model that maximizes the value of a given
measure necessarily results in a model that is optimal in any sensc other than the model having a
larger (or smaller value) of that measure (Long & Freese 2001). However, it is still helpful to see any

differences in their level of goodness of fit, and hence provide us some guidelines in choosing an
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appropriate model. This study usces four scalar measures of model fit: Pscudo R-Square, Cox & Snell,

and Nagelkerke.

Pscudo R-Square

In ordinal regression models, these measures were based on likelihood ratios rather than raw
residuals. There are several measures intended to mimic the R-squared analysis, but none of them are
an R-squarcd. The interpretation is not the same, but they can be interpreted as an approximate
variance in the outcome. Three different mcthods will used to estimate the coefficient of
determination. McFadden's, the ratio of the likelihoods suggests the level of improvement over the
intercept model that is model without predictors offered by the full model that is the model with
predictors. A likelihood falls between 0 and 1, so the log of a likelihood is less than or cqual to zero.
If a model has a very low likelihood, then the log of the likelihood will have a larger magnitude than
the log of a more likely model. Thus, a small ratio of log likelihoods indicates that the full model is a
far better fit than the intercept model. If comparing two models on the same data; McFadden's
would be higher for the model with the greater likelihood.

Inf (Mpue)
R? = ——— 39
InL (Ml'mercept) ( )

-~

Where My, = Model with predictors, Myercepe = model without predictors and L =

Estimated likelihood

Cox & Snell
L{M) is the conditional probability of the dependent variable given the independent variables. If there

are n observations in the dataset sample, then L(M)is the product of n such probabilities. Thus,
taking the n'"root of the product L(M)provides an estimate of the likelihood of cach dependent

L (M; .
(—'"'"EKQ} statistic

value. Cox & Snell's presents the R-squared as a transformation of the —2 ln{ T )
u

that is used to determine the convergence of a logistic regression. If the full model predicts the

. P4 . .
outcome perfectly and has a likelihood of 1, Cox & Snell's is then 1 — L(Miptercept) /n which is less
than one.

2/
L(M; terce, t) n
21— “intercept) 3.10
R 1 { L (Mpyu) } ( )
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Nagelkerke

To achieve this, the Cox & Sncll R-squared is divided by its maximum possible value, 1 —
L(fv!um.,,ce,,!)z/"l then, if the full model perfectly predicts the outcome and has a likelihood of 1,
Nagelkerke R-squared = 1.

1_{’-‘7:‘::"«)2!)]2/"
— Fult . (3'1 l )

R? ) )
1-L (Mintercept) /n

3.5 Model Assumptions

Parallel Lines

One of the assumptions underlying ordinal regression is that the relationship between each pair of
outcome groups is the same. In other words, ordinal regression assumes that the coefficients that
describe the relationship between, say, the lowest versus all higher categories of the response variable
are the same as those that describe the relationship between the next lowest category and all higher
categories, etc. This is called the proportional odds assumption or the parallel regression assumption.
Because the relationship between all pairs of groups is the same, there is only one sct of cocfficients.
Thus, in order to assess the appropriateness of the model proportional odds assumption is normally

cvaluated (O'Connell, 2000).

Adequate Cell Count

As per the rule of thumb, 80% of cells must have more than 5 counts. No cell should have zero count
as it is considered as a missing value and excluded from the study. The large percentage of cells with
missing data could lead to a decrease of actual sample size from the model construction or an
inaccurate Chi-square test for the model fitting, since the model goodness-of-fit is usually dependent

of chi-square test. The chi-square test normally depends on the sample size (Agresti, 2002).

3.7 Data validity
To ensure validity of the study, questionnaire will be pre-tested before starting actual data collection

and data will be collected within one weck, within which no major cvent is expected to change the

respondents’ opinion.
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3.8 Data Analysis
After collecting the data, the process of analysis will begin. Statistical tools of Microsoft excel, SPSS
and R will be used for data input and analysis. The Spearman Rank Correlation matrix will be used to

show the corrclation followed by the p-value (level of significance) and whether the correlation is

different from zcero.
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CHAPTER FOUR:

RESULTS

4.1 Exploratory Data Analysis

The following chapter presents data analysis and the results attained. The chapter has three sections,
demographic information that gives the respondent general information, descriptive analysis on job

satisfaction survey and the model for modeling job satisfaction.
4.2 Demographic Information

Figure 4-1: Gender of the Respondent

m Married;
34%

B Not
Married;
66%

There were a total of 113 female respondents (52.6%) and a total of 102 malc respondents (47.4%).
This is an indication that both genders were involved in the study in almost equal proportion and thus
the study was free from gender biasness.

Figure 4-2: Marital Status of the Respondent

W Married;
34%

[
Married;
66%

On the respondents’ marital status, the study found that two thirds of the respondents (66.0%) were
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not married whercas only a third (34.0%) was married

Figure 4-3: Education Level of the Respondent

5-6 Year;

P

Py
o

< 1Year; 3%
3-4 Year; ’

P
53%  \'

1-2 Year;
31%

In terms of education levels, 126 respondents (58.6%) had at least attained bachelor’s degree, 69
(32.1%) hold at lcast a diploma, while those with at least a certificate and Masters were 13 (6%) and
7 (3.3%) respectively. This is an indication that all the respondents had attained tertiary level of

education,.

Figure 4-4: Distribution of Respondent by Age

40-44 Years;
1%

30-34 Years; f -
38% ‘

61%
Majority of the respondent (61 4%) were aged between 25-29 years while less than 1% were over 40

years.
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Figure 4-5: Schedule of Work

Afternoon;
44%

Day; 38% . Night; 18%

On the respondent schedule, the study found that 38.6% of the respondents indicated that they
worked during day hours, 43.7% of the respondent indicated that they work in the afternoon whereas
17.7% of the respondent indicated that they worked during night shifts, this an indication that

respondent were well distributed in all work schedules.

Figure 4-6: Years of Service in the Organization

5-6 Year; 13%

<1Year; 3%
3-4 Year; 53%

1-2 Year; 31%

From the findings on the respondent years of service with their organization, the study found that
53% indicated 3 to 4 years, 31.2% of the respondents indicated 1 to 2 years, 12.6% of the respondent
indicated 5 to 6 years whereas 3.3% of the respondent indicated less than one ycar, this is an
indication that most of the respondent had worked in their organization long enough to understand it

and give credible information to the study.
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4.3 Descriptive analysis on Job Satisfaction Survey

Table 4.4: Level of Agreement on Job Satisfaction

[ Job Satisfaction Survey

The goals of this organization are not
| clear to me.

g |2 |52 8|2 5
> pr 175! _{::u =2 ;C)‘ E-;
sle |g(|a |22 |_ |2
AlA (A2 (L[5 |9
I feel I am being paid a fair amount for { 3 11 62 (59 [70 |10 | 3.99 { 1.066
the work I do.
There is really too little chance for |20 | 74 66 127 |28 (0 2.86 | 1.161
promotion on my job.
My supervisor is quite competent in | 0O 5 28 158 {86 {38 )} 458 | 1.00]
doing his/her job.
I am not satisfied with the benefits 1{ 10 | 18 30 |52 74130 | 417 | 1334
receive.
When | do a good job, I receive the | 9 22 27 (43 |78 |36 | 424 | 1.376
recognition for it that I should receive,
Many of our rules and procedures make | 74 (117 |20 (4 0 |0 1.80 | .754
doing a good job difficult.
I like the people | work with. 0 0 0 0 35 | 180 ] 584 | 370
I sometimes feel my job is meaningless. | 176 | 39 0 0 0 |0 1.18 | .386
Communications seecm good within this | 0 0 0 0 15 1200 593 | .255
organization.
Raises are too few and far between. 0 14 83 |68 |50 10 3.72 | 896
Those who do well on the job stand a | 0 12 77 161 (49 |16 | 391 | 1.050
fair chance of being promoted.
My supervisor is unfair to me. 19] | 24 0 0 0 |0 .11 | 316
The benefits we receive are as good as | 0 0 0 0 24 1191 | 589 | 316
most other organizations offer.
I do not feel that the work 1 do is| 164 | 33 9 9 0 [0 1.36 | 754
appreciated.
My efforts to do a good job are seldom | 209 | 6 ¢ (0 {0 |0 1.03 | .165
blocked by red tape.
I find I have to work harder at my job | 215 | 0 0 0 0 (0 1.00 ! .000
because of the incompetence of people |
work with.
I like doing the things 1 do at work. 0 6 94 | 104|11 |0 3.56 | .638
2150 0 10 JO 40 ) 1.00 | .000

-
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: 1 feel unapprectated by the organization | 201 | 3 7 4 1o T 0 1.13 | 543
l;\'hcn I think about what they pay me. ! '
| People get ahead as fast here as they do | O 9 62 [ 13111310 3169 | 649
t in other places. |
My supervisor shows too little interest | 212 [ 3 0 |0 0 10 101 | 118
in the feelings of subordinates.
[The benefit package we have here is | O 0 0 0 24 1191 580 | 316
| cquitable.
There are few rewards for those who | 86 | 63 33 114 [7 [12 220 | 1.403
work here.
[ have too much to do at work. 0 9 67 13019 |0 3.65 | .631
I enjoy my coworkers. 0 0 0 0 23 1192 ) 589 | 310
I often fecl that 1 do not know what is [ 153 | 37 25 |0 0 (0 1.40 | .690
going on with the organization.
I feel a sensc of pride in doing my job. [ 0 11 64 (12211 |7 3.72 { 778
[ feel satisfied with my chances for | O 0 28 128 (67 192 | 504 | 1.041
salary increases.
There are benefits we do not have | 4 20 65 139 |83 14 388 | 1.137
which we should have.
[ like my supervisor. 189 ( 17 9 0 0 10 1.16 | 470
[ have too much paperwork. 21510 0 0 0 (0 1.00 | .000
I don't feel my efforts are rewarded the | 0 0 38 (14631 |0 397 | 567
way they should be.
I am satisfied with my chances for | O 73 90 |15 |37 )0 3.07 | 1.047
romotion.
There is too much bickering and | 215 (0 0 0 0 |0 1.00 | .000
fighting at work.
My job 1s enjoyable. 0 0 128177 {10 |0 3.45 | 585
Work assignments are not fully|215(0 0 0 0 |0 1.00 | .000
explained.

From the findings on the respondent level of agreement on vartous aspect of job satisfaction, the
study found that they agreed very much that communications scem good within this organization as
shown by mean of 5.93, they enjoy their coworkers, the benefit package they have here is equitable
and the benefits they receive are as good as most other organizations offer as shown by mean of 5.89
in each case and they like the people they work with as shown by mean of 5.84, respondent
moderately agreed that they feel satisfied with their chances for salary increases as shown by mean
of 5.04 and my supervisor is quite competent in doing his’/her job as shown by mean of 4.58,

respondent slightly agreed that when they do a good job, they teceive the recognition for it that they

-
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should receive as shown by mean of 4.24, they are not satisfied with the beneits they receive as
shown by mean of 4.17, they feel am being paid a fair amount for the work they do as shown by
mean of 3.99, they don't feel my cfforts are rewarded the way they should be as shown by mean of
3.97, Those who do well on the job stand a fair chance of being promoted as shown by mean of 3.91,
there arc bencfits we do not have which we should have as shown by mean of 3.88, they feel a sensc
of pride in doing my job and raises arc too few and far between as shown by mean 3.72 in each case
» people get ahcad as fast here as they do in other places as shown by mean 3.69, they have too much
to do at work as shown by mean of 3.65, they like doing the things they do at work as shown by
mcan of 3.56, respondent slightly disagreed that their job is enjoyable as shown by mean of 3.45,
they are satisfied with my chances for promotion as shown by mean of 3.07 and there is really too
little chance for promotion on my job as shown by mean of 2.84, respondent moderately disagreed
that there are few rewards for those who work here as shown by mean of 2.20 and Many of our rulcs
and procedures make doing a good job difficult as shown by mean of 1.80, respondent disagreed very
much that the often fecl that I do not know what is going on with the organization as shown by mean
of 1.40, they do not fcel that the work they do is appreciated as shown by mean of 1.36, they
sometimes feel my job is meaningless as shown by mean of 1.18, they like their supervisor as shown
by mean of 1.16, they fecl unappreciated by the organization when they think about what they pay
them as shown by mea of 1.13, their supervisor is unfair to them as shown by mean of 1,11, they
efforts to do a good job are seldom blocked by red tape as shown by mean of 1.03, their supervisor
shows too little interest in the feelings of subordinates as shown by mean of 1.01, work assignments
arc not fully explained, there is too much bickering and fighting at work, they have too much
paperwork, the goals of this organization are not clear to me and they find they find they have to
work harder at my job because of the incompetence of people 1 work with as shown by mean 1.0.

This information was supported by low standard deviation and indication respondent had similar

opinions.
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4.4 Model for Modeling Job Satisfaction

Table 4.5: Case Processing Summary Table

S

B N Marginal
Percentage
Satistaction Agree moderately 23 10.7%
= Agrce very much 102 89.3%
Factors Disagree slightly 38 17.7%
Agrec slightly 146 67.9%
Agrce moderately 3] 14.4%
Valid 215 100.0%
Missing 0
Total 215

From this table on the Case Processing Summary table, we see the number and percentage of cascs in
each level of the response variable. These numbers look fine, but we would be concerned if one level

had very few cases in it. In all the 215 observations in our data set that were used for analysis.

Table 4.6: Model Fitting Information

Model -2 Log Likelihood Chi-Square df Sig.
Intercept Only 12.519
| Final 10.937 1.582 34 043

The results from model fitting in the section provide results of ordinal logistic regression versus
reduced model (intercept) with complimentary log-log link function. The presence of a relationship
between the dependent variable and combination of independent variablcs is based on the statistical
significance of the final model. From the table, the -2LL of the model with only intercept is 1.582
while the -2LL of the model with intercept and independent variables is 0.000. That is the difference
(Chi-square statistics) is 12.519 -10.937 = 1.582 which is significant at 0.05 since P=0.043 < 0.05.

We can conclude that there is the association between the dependent and independent variable(s) in

complimentary Log-log link function
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Table 4.7: Goodness-of-Fit

L/_k Chi-Square 1 df . Sy

(rw,’ 65.471 s 010

The table tests for consistency between the observed daty

and the fitted model. The null hypothesis
states that the observed data are consistent with the fitted maodel. The null hypothesis is aceepted and

one concludes that the observed data were consistent with the estimated values tn the htted model

since the P-value was significance p = 0.019 and 0.044 >0.05. Using complementary Log- loyp Link

function.

Table 4.8: Pseudo R-Square

on and Snell a7 '
Wagelkerke . 61s |
McFadden ,m] ]

In ordinal regression models, these measures were based on likelihood ratios rather than raw
restduals. There are several measures intended to mimic the R-squared analysis, but none of them are
an R-squared. The interpretation is not the same, but they can be interpreted as an approximate
variance in the outcome. The three different methods were used to estimate the cocfficient of
determination. McFadden's r-squared (McFadden, 1974) is based on the fog-likelihood kernels for the

intercept-only model and the full estimated model. Cox and Snell's r-squared (Cox and Sncll, 1989)

is a generalization of the usual measure designed to apply when maximum likehhood estimation s

used, as with ordinal regression. However, with categorical outcomes, it has a theoretical maximum

value of less than 1.0. For this reason, Nagelkerke (Nagelkerke, 1991) propased a maditication that

allows the index to take values in the full zero-to-one range.
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Table 1.9: Parameter Estimates

Estimate Std. Wald df Sig. 95%s Confidence
Error Interval
Lower Upper
_ | Bound Bound
Threshol | [satisfaction = 5] -1.910 536 12.703 214 | 000 -.859 -.859
d
Tocation | {factors=3] -236 696 114 214 | 735 [ 1129 1.129
: [factors=4] 416 609 466 045 [ 1610 1.610
: [factors=5] 0* ' '

In the Parameter Estimates table we see the coefficients, their standard errors, the Wald test and
associated p-values (Sig.), and the 95% confidence interval of the cocfficients. All the value for
factors affecting job satisfaction were statistically significant, this implics that a onc unit increase in
factors affecting job satisfaction (going from 3 to 5), we expect a 0.416 increase in job satisfaction ,
given all of the other variables in the model are held constant. Test of parallel lines was designed to
make judgment conceming the model adequacy. SPSS tests the proportional odds assumption that is
commonly referred to as the test of parallel lines. The model null hypothesis states that the slope
cocfficients in the model are the same across the response categories. Since the significance P-
Value=0.735 > 0.05 indicated that there was no significant difference for the corresponding slope

coefficients across the response categories, suggesting that the model assumption of parallel.

4.5 Regression Analysis

Table 4.10: Modcl Summary

{-Model R R Square Adjusted R Square Std. Error of the
Estimate
I .816° .666 630 48897

Adjusted R? which is termed as the coefficient of determination telis us how job satisfaction varies
with communication, supervision, rewards, promotion and salary. According to the findings in table
above, the value of adjusted R* is 0.630. This implies that, there was a variation of 63% of job
satisfaction with changes in communication, supervision, rewards, promotion and salary at a
confidence level of 95%. R is the correlation coefficient which shows that therc was a strong
correlation between the study variable as shown by the correlation coefficient of 0.816.

-
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Table 4.11: Regression Coefficients

Model Un-standardized Standardized t Sig.
Coclticients Cocflicients
B Std. Error Beta

] (Constant) 4.553 513 8.883 000
Communication 094 0063 102 1.495 136
Supervision 0069 074 065 942 347
Reward 084 055 J05 1.527 128
Promotion 055 053 071 1.050 .295
Salary 054 097 038 557 578

From the finding in table the established regression equation was

Y =4.553 + 0.094 X; + 0.069 X; + 0.084X;+ 0.055 X4+ 0.054 X5

From the above regression model, holding communication, supervision, rewards, promotion and
salary to constant zcro job satisfaction would be at would be at 4.553. It was established that a unit
increase in communication would cause an increase in job satisfaction by a factor of 0.094, unit
incrcase in supervision would lead to increase in job satisfaction by a factor of 0.069, also a unit
increase in rewards would cause an increase in job satisfaction by factors of 0.084, unit increase in
promotion would causc an incrcase in job satisfaction by factors of 0.055, further unit increase in
salary would lead to increase in job satisfaction by factor of 0.054. This shows that there is a positive

relationship job satisfaction and communication, supervision, rewards, promotion and salary.
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CHAPTER FIVE:
CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

This study demonstrates the use of ordinal regression statistical technique to model Jjob satisfaction
among employees. This is a statistical tool that used when the outcome is categorical with a natural
ordering. Ordinal regression allows for predicted probabilitics of success to be calculated for cach

level of the response.

Clog-log link became the best model based on the screening criteria the credibility of model
assumption, the fitting statistics i.e. fitting Information, goodness of fit information, and the stability
of parameter estimation. Therefore, needless to say, major rescarch findings and implications should
be drawn from the best model. The explanatory variable related to the satisfaction of faculty
involvement is Service delivery at the department office it was identified in the best model. Job
satisfaction significantly contributes to the probability of employees expressing satisfaction with the
generally on salary, communication and other factors. Clearly, the ordinal regression modeling is a
unique statistical technique in that the ordinal outcome variable is frequently encountered in the ficld
of educational research and the model assumption of parallel lines is easily assumed and verified.
From the findings the study found that there many factors affecting job satisfaction among cmployce

on call centers these are communications within the organization, relationship with coworkers,

benefit package which are equitable , salary increcase and supervision in the organization ,

recognition through promotion , fair payment for the work , reward given to employce and sensc of

pride in doing my job .

From the findings on the regression analysis the study found, there was a variation of 63% of job
satisfaction with changes in communication, supervision, rewards, promotion and salary. The study
also revealed that there was a strong correlation between job satisfaction with changes in
communication, supervision, rewards, promotion and salary. The study found that job satisfaction has

a positive relationship with communication, supervision, rewards, promotion and salary. From the

-
-~
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rescarch one can conclude that it is important to keep job satisfaction high so as to reduce turnover

levels in call centers.

Evidence has been presented showing that high levels of job satisfaction correspond with high levels
of customer satisfaction. Call centers contribute largely to a company’s success through the
acquisition and retention of customers. Since the data presented shows a relationship between job
satisfaction and customer satisfaction, it follows that it is important for a company to ensure that their
employces are satisfied in their jobs. This then indicates that employees who are satisfied in their jobs

are more likely to serve customers well, which is imperative in call centers especially.

5.2 Limitations

One limitation of this study was that the sample group was quite small (n=215). With such a small
sample group, it is difficult to generalize the results to the entire population which, in this case was
1500 CCRs. Some caution therefore needs to be taken in interpreting the results. Increasing the size

of the sample group could yield more statistically significant results.

Another possible limitation is that it only surveyed one organization. By conducting a larger study

that incorporates a few more organizations, the researcher could avoid this limitation and assist in

making the results more generalizable.

In addition, job satisfaction is a very complex concept since definitions cannot be refined to certain
variables listed by the researcher. Any attempt to definc these variables would not be not easy as cach
individual has their own perception of what satisfaction means to them. Therefore, determining what

exactly satisfies employees can be considered to be somewhat subjective.

5.2 Recommendations

Since the study has shown that there is a strong correlation between job satisfaction with changes in
communication, supervision, rewards, promotion and salary, an individual can understand the
importance of job satisfaction in companies. If organizations focus on increasing the level of job
satisfaction of their employees, they could potentially reduce the level of turnover and increase the

levels of performance and customer satisfaction within their company. In so doing, organizations will

increase their overall productivity and performance.
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APPENDICES: | : e
Appendix 1: Cover letter

Research Study

Dear Call Center Representative:

I am a student at the School of Mathematics in the University of Nairobi pursuing a Masters of
Science degree in Social Statistics. One of the requirements of the course is to conduct a rescarch
study on a topics related to main course of study. I am currently doing rescarch on “Modeling of Job
Satisfaction among Call Center Agents: Ordinal Regression Models” and would be grateful if you
would assist me by completing the attached questionnaires.

Please complete the attached questionnaires carefully:
The Job Satisfaction Survey- 36 questions
The demographic profile of Call Center Representatives — please note that the information

required here is purely for statistical purposes.

The results of the questionnaires will be used purely for academic purposes and will not impact your
current jobs in any way or form. All information obtained will be trcated with the strictest

confidence.

Please hand in the completed questionnaires to research assistants. If you have any queries please do
not hesitate to contact me.

I appreciate your feedback and thank you for taking the time to share your opinions with me.
Sincerely,

Njoroge, P. W.
Student - School of Mathematics, University of Nairobi
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Appendix 2: Questionnaire

Demographic Information

Kindly complete the information below for statistical purposes.

Instructions:

1. You are not required to state your name

2. Mark the applicable blocks with an X or N

Gender
Marital Status

Education Level

Age:

Working schedule:

Years of Service:

Male
Married

Certificate
Diploma
Degree
Masters
PhD

<25 Years
25-29 Years
30-34 Years
35-39 Years
40-44 Years
>45 Years

Day
Afternoon
Night

< 1Year
1-2 Year
3-4 Year
5-6 Year
7-8 Year
>8 Year

—

- — p— — —

39

Female
Not Married

[ ]
[ 1]



Appendix 2b: Job Satisfaction Survey Questionnaire

[ JOB SATISFACTION SURVEY
Paul E. Spector
Department of Psychology

University of South Florida § ‘_‘; X ~
Copyright Paul E. Spector 1994, All rights reserved 7 £ ;_'__’,‘ _ i 9
AEEIEIEIE:

Please circle one number for each Question that comes >l Z2| @ & 3 5
closest to Reflecting your opinion about it sl8|g|w| =] >

] | Ifeel I am being paid a fair amount for the work I do. I 12 (3 {4 |5 |6

2 | There is really too little chance for promotion on my job. 1 |2 |3 |4 |5 |6

3 | My supervisor is quite competent in doing his/her job. i |2 [3 |4 [5 |6

4 | I am not satisfied with the benefits I receive. 1 12 [3 [4 |5 |6
When [ do a good job, I receive the recognition for it that |

5 | should receive, 1 |2 |3 |4 |S |6
Many of our rules and procedures make doing a good job

6 | difficult. 1 |2 |3 |4 |5 |6

7 | I like the people I work with. 1 (2 [3 (4 |5 |6

8 | I sometimes feel my job is meaningless. 1 12 |3 [4 |5 |6

9 | Communications seem good within this organization. 1 |2 |3 [4 |5 |6

10 | Raises are too few and far between. 1 |2 3 [4 |5 {6
Those who do well on the job stand a fair chance of being

11 | promoted. I 12 |3 |4 |5 |6

12 | My supervisor is unfair to me. 1 [2 |3 |4 [5 |6
The benefits we receive are as good as most other

13 | organizations offer. 1 [2 {3 [4 |5 |6

14 | I do not feel that the work I do is appreciated. 1 |2 [3 [4 |5 |6
My efforts to do a good job are seldom blocked by red

15 | tape. 1 12 |3 14 |5 16
I find I have to work harder at my job because of the

16 | incompetence of people I work with. 1 12 [3 [4 |5 16

17 | I like doing the things I do at work. 1 [2 (3 |4 |5 |6

18 | The goals of this organization are not clear to me. 1 |2 |3 [4 |5 |6
I feel unappreciated by the organization when I think about

19 | what they pay me. 1 |2 [3 14 (5 |6

20 | People get ahead as fast here as they do in other places. 1 |2 |3 [4 |5 |6
My supervisor shows too little interest in the feclings of

21 | subordinates. 1 {2 [3 [4 |5 |6

22 | The benefit package we have here is equitable. 1 |2 |3 [4 |5 |6

23 | There are few rewards for those who work here. 1 |2 3 (4 |5 |6

24 | I have too much to do at work. ) 1 [2 [3 |4 5 |6
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25 | 1 enjoy my coworkers. I 12 13 14 15 16
[ often feel that 1 do not know what is going on with the |
26 | organization. 1 12 13 (4 15 |6
27 { I feel a sense of pride in doing my job. I |2 (3 [4 [5 |6
28 i | feel satisfied with my chances for salary increases. 1 |12 (3 |4 15 |6
29 ! There are benefits we do not have which weshould have. |1 (2 13 [4 |5 |6
30 | I like my supervisor. 1 {2 13 [4 [5 |6
31 { I have too much paperwork. P 12 (3 |4 |5 |6
I don't feel my efforts are rewarded the way they should
32 | be. I |2 |3 |4 15 |6
33 | I am satisfied with my chances for promotion. I [2 [3 |4 |5 |6
34 | There is too much bickering and fighting at work. 1 |2 |3 (4 [5 |6
35 ; My job 1s enjoyable. I 12 [3 (4 [5 |6
1 36 | Work assi gnments are not fully explained. 1 |2 [3 |4 |5 |6
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