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ABSTRACT
A conflict is neither good (functional) nor bad (dysfunctional). The distinction
m—__ B —
depends on the type of conflict, one’s attitude and reaction to it thereby making it
constructive or destructive. The absence a clear measuring strategy or framework,
against which it can be evaluated, makes it even harder to differentiate between
good and bad conflict. It is however accepted that if the result of a conflict is

positive, then the conflict is considered “good” and if the result is negative, then

the conflict is “bad”.

The formal models and quantitative analysis to explain how strategic actor’s
behaviour in a conflict setting are rare even-though model-based approaches are
becoming more commonly used by statisticians and other scientists. These
approaches to a great extent rely on fundamental or empirical models that are

frequently described by systems of differential equations.

The underlying objective of this research was to develop conflict modelling and
resolution models applicable to a dynamic state using ordinary differential
equations (ODE) with integrated logistic model. Solutions to the ODEs were

obtained by the application of Laplace transformation.

This research assumes that a conflict can be described by two main variables;
control variables and state variables which reflect on the structural causes of a
conflict. It is further assumed that a conflict can be described by a Bernoull
distribution with parameter y; and that conflicts exist over a span of time with

interplaying variables that can be dynamically modelled and the initial or



boundary conditions can be estimated in a dynamic state. In developing the
models, the Game theory and Bayesian theorem are used as the underlying
theoretical concepts. The Game theory and Bayesian theorem are used with the

assumption that conflicts can be described using statistical distributions.

This research shows that modelling of a conflict requires accurate estimation of
control variables (initial conditions) defined by a Bayesian probability distribution
and the variables are independently and identically distributed (i.i.d). The
developed model uses Baye’s rule of probability distribution and the Game

theory. In a dynamic state; the initial conditions are estimated as posteriori

conditions by the model.

Using the developed model for the estimation of initial conditions, a logistic
conflict prediction model that gives the trend a conflict is likely to take at time tr
has been developed. The model is derived from the solution of an exponential

growth model and it integrates the initial conditions estimation model as one the

parameters.

A statistical model for conflict resolution using the concept of Bargaining Game
Theory has also been developed. The model assumes that in a conflict there are
two parties with Opposing opinions where one makes an offer with a probability
of acceptance or rejection. The Ultimatum Game Theory has been used to
introduce constraints on the offers made by the parties, consequently increasing
the minimum threshold on the demands associated with any offers. It provides an

in-built mechanism through which a conflict resolution model guides a

vi



negotiation by ensuring that any offer made is constrained with a higher
likelihood of acceptance. The model compels the parties involved in a conflict to
establish the demands from the other party and integrating them in any offer

proposed hence boosting the chances of resolving a conflict.
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NOTATIONS AND ABBREVIATIONS
N: Total number of parties involved in a conflict

Aj: Strategy action profile

a;: Action chosen

[n: Real-valued tradeoff fuhction

Plx): l?robability function

E(x): Expectation of x ;
Lg: Laplace transformation

L;": Inverse Laplace transformation
¥(t): Trend function

R;: Public reservation/Information

9% Pﬂ;/ate information

S;: Strategy chosen by player i

L: Log iikelihood

Q": Ultimate prize

Li.d: Identically independent distribution
fiy: Density function

Fi(*): Cumulative distribution function
H: Mean

0;: Variance

u;: Utility function

ANC: African National Congress
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Chapter one

INTRODUCTION

1.0.Background of conflict
Conflict is a general social form that isn’t limited to just overtly violent situations,

it is more than that; it doesn’t necessarily tear the society apart. In fact, it mi ght be
one of the most important ways that society holds itself together and to a certain
extent it forms a greater part of the long history in a society.

The close relationship that exists between society and conflict has been illustrated
in a preface of the work of Karl Marx (1818-1883) by Ryanzanskaya (1 971). Karl
Marx (1818-1883) pointed to the fact that conflict is part of the society when he
explains the concepts of class and the dialectics of economic capitalism. Karl
Marx (1818-1883) further argued capitalism would produce its own grave-diggers
by creating the conditions under which class consciousness and a failing economy

-

would come into existence. At this point, the differentiated configuration of

society and class-based grouping experiences will trigger the working class

rebellion.

The Marxist approach to conflict emphasizes on a materialist interpretation of
history which is a dialectical method of analysis and critical stance toward
existing social stratifications with the objective of a political program of
revolution or at least reform. Work is thus considered very central to the

Materialist view held by the Marxist since they presume that work is a key

determinant of the social life the people live. Karl Marx believed that everything



of substance in a society was a creation of hum‘an labour. According to him
working men and women are angled in creating the conditions for their existence,
On the other hand, Weber (1947) notes that conflict conditions do not entirely
depend on the cconomy as thought by Karl Marx (1818-1883), but on the
economy and the state, Underlying Weber’s thoughts was legitimization. Weber
(1947} argues that without legitimization, a conflict was bound to occur. The
complexity of class as seen by Weber (1947) in contrast to Karl Marx (1818-
1883) presented other inherent factors that contributed to social inequalities which
manifested themselves in status and social gathering.

Sorokin (1957) views conflict as a manifestation of rapid transition between
different systems of organized relationships and as such, conflict and violence
appear to be "permanently working forces, inherently connected with the essence
of social life itself, which do not permit either a complete elimination or the
unlimited growth of disturbances",

Underlying the understanding in the various views held by various scholars about

conflict is that conflict, society and people are intertwined since conflict shapes

the life of people in a society.

1.1. Conflict definition

Theoretical approaches to understanding and defining conflicts are as diverse as

the fields themselves. For instance, Economists approach conflict from the game-

theory and dccision-making, Psychologists explore interpersonal conflicts, and

Sociologists take status and class conflicts as the focal point, while Political-

scientists focus on intra-national and international conflicts.



-~

According to Singer and Small (1972), conflicts are defined as violent disputes in

which at least one of the combatant parties is a state, and there are at least 100

battle-deaths. In this context on] y combatants are covered excluding the civilian

victims.

force between the military forces of two of more goixemments, or of one government and
at least one organized armed Eroup, resulting in the battle-related deaths of at least 1000

People in any single calendar year and in which the incompatibility concerns control of

government or territory.

1.1.Conflict Theory
Conflict theory tries to scientifically explain how conflict manifests itself in a
society in terms of how it starts, progresses and the effects that accompany it, The
central concerng of conflict theory are the unequal distribution of scarce resources
and power, The conceptualization of what these resources are might be different
for each theorist, but most conflict theorists follow Weber’s three systems of
classification and subdivision, that is; class, status, and power, Of the three
Systems, power is Seen as the central nerve in a society. This is in contrast with
the notion held by functionalists who see a society as a system defined by a

cohesive set of norms.



LL.1. Variation in Perception of Conflict Theory
Conflict is perceived by Coser( 1956) and Dahrendorf( 1959) to be part of human
life and affects every facet of human life and society. On hig thoughts
Dahre 1dorf{1959), argues that conflict ig 5 normal part of how we structure
Society and create social order, In thig way, he argues that it ig power that defineg
and enforces the guiding principles of the society and that power is the only
primary résource in g society. In his thinking conflict can be experienced with

different intensities, Coser also notes that in daily lives and relationships there 18

unequal distribytjop of scarce resources. These resources as identified by Weber
( 1947) include class, Status, and power. For instance, working class pers

given sector may not share the Same social interests as g working class person in a

distinctively different sector,

POsitions of thege IWo people may significantly determine the class interests. In

this case the main Source of conflict s the covariance of the systems of



Stratification. On one hand the general populace may perceive that the same group

in a given class controls access to all three resources and this will skew the

The identification of what the 1ssues and

Causes are ip a political conflict will facilitate the achievement of conflict



could arise. They include control over resources, inclinations, beliefs, values, or
the type of the association. On the other hand, Singer (1996) identifies the conflict
causes and issues ag territory, ideology, dynastic legitimacy, religion, language,

ethniciyy, self—determination, Iesources, markets, dominance, equality, and

revenge,

"o

On their part Pfetsch and Rohloff (2000) have identified conflict issues between
the states to be territory, secession, decolonization, autonomy, system of
governince, nationg] power and international power, regional predominance,
I€sources and other salient issues. In this study, the conflict issues have been

considered ag State variables and control variables.

of conﬂict in the social-political make-up and structure of society, and considers

that the goals at stake can be thoroughly compatible. On the contrary, the

subjectivist point of view focuses primarily on the perceived incompatibility of

8oals and differences,



conflict typology, and distinguish between them as:
L. Conflict episodes: which refers to isolated incompatibility articulation

related to g particular 1ssue;

i.
111,
iv.

Power conflict: which implies that the communication of disaccord is no

longer marked by demarcation from the ‘other’, but subordination, and

possibly extinction of the ‘other’,

Stages are further classified ag nonviolent conflicts (latent conflict, manifested

conflict) ang violent conflicts (crisis, severe crisis and war).

1.4.1, Non-Vlolent Conflict



employed by parties in their struggle to resolve their incompatible differences
over issues. This implies that parties do not use force against each other,

Sando'e (1998) describes non-violent conflict as 4 situation in which at least two
panieg, or their representatives, pursue their perceived incompatible goals by

deflating each other's Capability directly or indirectly.

as such and expressed as demands. On the other hand, the manifest conflict is
defined ag 5 phase when apprehersions are present but are articulated by ways
below the threshold of violence. Diez, et a (2004), have given conditions under

which a latent conflict can be turned into a manifest conflict.

1.4.1.1, Examples of Non. Violent Conflicts

Gandhi wag the greatest €Xponent of the doctrine of non-violence in modern

times, Gandhi’s ideas advocated for the transformation of individual ethics Into a



colon‘ial regime for the removal of iniquitous curbys and disabilities from which
India;l immigrants in Natal axlid Transvaal suffered. In 1906 a stage was reached in
Gandhi's agitation when a ney technique of fighting social and political injustice
Was introduced. This technique was called satyagraha (holding on to truth).
Gandhi believed that this was the method without hatred and violence. By 1914,
he had Succeeded in reaching an agreement with the South A frican government on
the Sa’yagrahq approach in addressing issues that affected the Indian immigrants,
Gand};i’s believe in non-violence as g means of solving conflict is best illustrated

in his remarks when in 1931 he said “ will not purchase my country's freedom at

the cost of non-violence”.



withdraw consent from
er from them. Therefore i

in turn gives room for maximum

10



it. To connect two popular sayings, if “violence begets violence” then “the only

way to peace, is peace itself!” Otherwise we become willing co-creators of our

Violencé-wrecked System. As Gandhj said, “Every citizen silently, but neyer the

less certainly, sustajng the government of the day in ways of which he has no

knowledge. Every citizen, therefore, renders himself responsible for every act of

his government. Violence breeds violence...Pure goals can never justify impure or

Violent action...They say the means are after al] just means. | would say meang

are after a]] everything. As the means, so the end....If we take care of the means

We are bound to reach the end sooner or later”,

1.4.2. Violent Conflicts

11



conflict from the structural point of view. They argue that conflicts are as a regult

of environment in which the actors to a conflict owe theijr existence. This

Tepresents the manner in which the society is organized and how power is shared

and exercised.

conflict ip Somalia and the conflict in Sudan) or externa] conflicts involving non-

domestic parties (for example, Somalia-lithiopia conflict), The external conflict

12



and elsewhere. The Somalia conflict that hag lasted for two decades and claimed

Mmany life ang destroyed livelihood, is an cxample of a conflict caused by

Structuraj issues. The Structural issyes May manifest themselyes in social,

politica] and socjo-

13



accessing them makes it difficy]y and prolongs the period taken to resolve most

Tesource-baseq conflicts, Rogg (2003, 2004).

€g0s createq. This case Scenario ig common and grave when g society is made to

Was noted widely to he one of the possible

Causes of Post-election violent conilicts in Kenya,

Some violent conflicts Jike in Zimbabwe are derived from resource distributions.



can be used in conflict settlement. Burton (1968), fronts the idea of considering

human-needs in conflict resolution in his human-n

15



conflict has both positive ang negative potential Kriesberg (1998). Due to thig

factory (initia] conditions) that lezd ¢ a conflict is critjcal.

1.7, Mathematica) Modelling of Conflict

Hargreayes and Yanjg (1995) describe game theory ag being underpinned by three

key assumptions aboy¢ the parties in conflict. These assumptions are that the

Focus modelling on rules and utilitjes deduced from a-priori knowledge of

the conflict,
. Uge knowledge of game theory, or

1ii. Combine modelling and knowledge of game theory,

16



distributionga] politics. In general, it is importang 0 understand the effects of

[ Poole (1995), Werner (1999), However,
process that generates the empirica] data, and

leavmg out the choicc-based Path by which these variables influence decisions, [t

17



inferences when the Strategic data generating  process i ignored during

estim,tion, Signorino (1999, 2002).

Statistca] methods, Signorino and Kristopher (2006). A statistical tool that

suppoi't theoretica] consistency,



Y players are to be made and the rationale on the

choices to pe made among different options available to them is important. Game

theory hag been argued to be the mogt rational approach to this kind of Situation
von Neumann gpqg Morgenstern (1944). The game theory needs also to be

TeSponsive to the dynamisms of the society and thus g NE€W approach called

dynamic games has beep developed to deal with dynamic conflict situations,

Other approaches Jike differentia]

dynamic System provides g stabilization

19



ion might not he available, verifiable and reliable.

The varioys Variables ip , conflict sometimes are difficult 1o rise

QUantitativcly. This to g large extent leads to abstraction of variables so as to

20



capture them Quantitatively, For instance, Richardson’s model abstracts “politics
witho it Personalities”, with Sta.e authoritics ag black boxes and decisions ag

hidden in the budget,

21



L12. Basic Assumptions for the Research

The Study wag conducted under the followin

L.

& assumptions;

Conflicts eXist over 4 Span of time with interplaying Variables that can pe

dynamically modelled.

22



inform the modelling process. Thus, negotiation will be seen as {he
. Process of producing fundamental change in a dispute. The change may

be in the way the particg understand themselves, their conflict, their
relationship, or their situation, Change can occur at the level of issues,

actors, rules, structure or context,

- Individualg to a conflict can be modelled as individua] entities or as g

group.

23



Chapter Two

| LITERATURE REVIEW

2.0. Introduction to Game Theory

is good for one, might turn to pe bad for



played on Personal Jeve], where the weapons are words, and the tradeoffs are

80od or bad feelings. In the recent past, game theorists have tried to understand

.. The cloge connection between

L.

ii.

1ii.

uilibrium concept, in 5.1.1 a4 model that

25



Parties, 'Relaxing this assumption jirovideg a shift in the Strategy employed in the

8ame ag described in section .

Selten (1975) Proposes a means of relax;

“trcmbling hand perfection”. The

trembling,

26



restrictive assumption through a shift on the limit of the equilibrium when the

mistake Probability tends to zero,

hese aspects requires additional tradeoffs

depend op the chosen Strategy. Guth (1995) has demonstrated how g

behaviory] theory that uses  dynamic reasoning process in the ultimatum

bargaining games work. Slonim and Roth (1998) have investigated how

ultimatyp, games can pe used to explain the interaction between rejection

frequencieg and financig] stakes.

-

A statistica] model for quantificat:

Ication of choice ip a theoretica] game setting

ffs has been given by McKelvey and Palfrey

999) argue

behavior g dependent on the extent to which it

27



with the Nash equilibrium, T



tions of Sociql Theory, Sociologists applying
limits of rationality and onp developing

needed for maintaining trust and solidarity

29



2.3.Game Trees

Selectiong for one branch at each node with the final outcome expected to be the

ariables a, b,
mand ;s determined by a

Player cannot distinguish



8ame progression. In a confljct Set-up, they wil] give an indication of the direction

a conflict jg taking and Possible intervention thati‘may accompany the demandgs

i1,

1ii.

iv. Demandg €an be divideg Into subsets, calleq Information gets where each
S€t containg demands that cannot be distinguished by the Player dye to
lack of nformatioy (reservation values)

V- Each Node is labejeq according to the demands in the information e

Vi.  The fina] outcome feépresents the terminal pojn¢ (Apex) of the tree

g A functiop called the tradeoff functiop defines the linear Strategic function
Oor each player
Viii,

1€ rules and tradeoff functions of all

31



2 gain = — Y loss

2 gain + Zloss = (2.1)

Cooperztion among playerg Complicates the theory, and is outside the scope of

this Study,

2.5.2, Uncertainty Game

and the coin, such as the center of



gravity, and refine thege Measurements oyer Iepeated triy]s, By doing $0, you

could construct g Probability distribution ‘Which increasingly reduces your

unceriainty, Ag You approach vertainty, yoy would always predic( the same

Outeo ne whep the same priors are observed. This ig called a pure Strategy in a

conﬂi,:t.

25.3, Matching Pennies Game



2 gain + Lloss #( (2.2)

2. 6. Equilibrium Points jn o Game

An optima] Strategy in the context of game theory allows g player to maximize

S arisk, it is then better for the Opponent to algo

adopt 5 on-equilibriyp, Strategy, Glimcher (2003).

Multip]e equilibriym points can

sed 10 provide S€ts of actiong (o be take;

ilize the available information 10 make Predictions.

34



To be ¢ble to present the mathematicy] models of game theory, we wi] stait by

deﬁning the varioyg terminologies used in game theory.
'vha, e Ty ﬂ‘,f‘ '€ '-“)
Supposg we let the number of players be denoted by 1 ang identify the Flayer;

with the integers | to n. Then we can denote the et of players by N=(172

called decision theory. For instaznce,

Puzzles are €Xamples of one-person games ag are various sequentia] Oplimization
Problen:s foung in operation

person James”,

They include;
a) The eXtensiye form,
b) The Strategic form

€) The coalitionga] form.



other ig Captured. Most of the movements are random moveg associated with

Probabilities of the outcomes,

“Person games of perfect informatjon with same set

it &Ssumes that for each, Playeri € N 4

terming] histories exist,

X, ) 18 not a terminal

» ¥). We refer 1o subsequences of

36



the set of actions q for which (5, a)isa history;
Bogomolnaia and Jackson (2002) have provided the following definition of 4

coalitipnal form of game theory: A coalition formatiop game G is a pair
(N, =i EN) where N is a finj

element, anqg =;isa reflexive

€ ends with each player
fluence the fina) outcome

veloped g model that provides



player 2 chooses a; € A,, etc. and

pPlayer » chooses an € A, where a; répresents the action chosen and 4 ;

fePresents the actiop Space. Then we denote the tradeoff to Player j, forj = | B0

-+ 1, by ﬁ'(al, @2, a,) and ca]] it the tradeoff function for player ;.

Considering the above cage the strategic form of a game i then defined by the

relation.ships:

a) The Set, N= /1, . nj, ofplayers,

b) The S€quence, 4; +» An, of action Space of the players,

) The Sequence, £, e R fn(ay, ay, -, ay), of real-valued

tadeoff functions of the players,

If the SUtn of the tradeo g to the

38



2.8. Bayesian Decision Theory

Bayes,an Decision Theor
i

that qantifies the tradeoffs between varioyg decisio

Yy has been uged as a fundamenta] statistical approach

Costs that accompany suchy decisions, It firgt assumes that a]] probabilities are

(2.9)

39



and wants to trade 9 for ¢,

40



I it s — [apple if P(apple) > P(orange) 2's
P = {orange if Papple) < P(orange) =

where Plapple) is the probabilily of there being an apple on the belt.
In this vase, P (apple) = ¢

|
2.8.2. Decision Rules for Using Bayesian Decision Theory in Cages

[nvolving Two Variables 4



classified ag an apple. Using Baye’s formula, we cap fepresent the probjem as;

' P(w/x) = P(X/Wi)P(Wt)/P(x)

the contro) Variables ip 4 conflict Cnvironment.

So, if vou observe g certain x for 4 random fryit on the conveyer belt, then by

calculatingP (wapp /x) and P(worg /x) we wo

Decision — {w“”p of P (Wavl’/ x) » P(W"rg/ x) (2.7)
_ Worg if P(Worg/x) > P(Wapp/x) :

useiul to know the average pmbal)ilily of error
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Probabilitics, Which implieg that

P(error) = [p(x)min[P(wam,lx),P(worglx)” (2.10)

e L) @ 11)

fori = 10

But nowy P(x) can be calculated using the Law of Total Probabilities go that

Insic losses such as betting on lossing a dice.



a collective individual, Ag this is not always

“»Pnand can first approach the optimization

problen; using the €xpected value piven by:

E(x) = T pix, (2.13)

This €ssentially gives g weighted sy of values produced by each

Outcomg e ety 8 However, there is 5 problem with using the unmodified

eXpected valye. For instance, considering a cage of a wager on 5 coin flip, where
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Neumann anqg Morgenstern (1944):

S Person is indifferent towards tyq Wwagers, they are Interchangeable i 5
Compound Wager.,
V. Iftwo Wwagers share identica] preferred outcomes, the wager with a higher
probablhty of Occurring s preferred h
V.

» there exists g linear

tween Outcomes, where y ig the first Outcome's ytj)jt
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attack the other side Taylor (1983b). Principa]ly, We assume that;

L cach unit on each side is withijn Weapon range of 4]] units on the other

ii.

iii, -aware of the location and condition of

all enemy units gq that when , target is killed, fire may be immediately

shifted to 5 new target;

iv,

By Symmetry

ionshi for the attrition of Red units, namely,
p 4
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Hencé,i dividing one €quation by the other we haye db/dr = kyr/k,b.

Intcgra_ting both sides of this equation

Now Suppose we define the non-dimensiong] Variables x = 1 _ r/7y andy =

b/by. We also define the non-dimensiong] “Lanchester number:” J, = kerd /k, bé

eter,” by which W€ mean that batiles

Same valye of will evolve in a similar way,

From ¢ ¢ eXpression (2.14) aboye we have

S 2{ ; 2} { 35

). % 8

v be i1 (bo ¢ i1 (ro } 2. 15)
Thus,

0= {127 el
or

L71(1 ' o 2B B 2(1 - x)x = x(2 - x),

2.17)
(1-y2y Lx(2 - ),

from Wwhich jt follows that

y={1- 2Lx (1 ) 2 2. 18)
A first-g der €Xpansion of (he €Xpression (2 18) is of the form
y~1~lx(1—-2-)31~lx (2. 19)
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x(t) ¢» sX(s) — x(0), >

Where () 2 %x(t) > andx (t) ig any differentiab]e function that approacheg

2810 as ¢ goeg to infinity, I Operator Notation,

Li{x) = SX(s) — x(0).

(2.21)
Proof
This follows immediately from inte gration by parts:
L{x} a I % @)e ~Std,
=x(t)e bad % j:o x(t) (—S)e““dt, (2.22)

=5X(s) — x(0).
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Corollnry: Integration T, heorem (Smith (2007))

Ly {fotx(f)dr} & iii) (2.23)

Theorem 2.3, (Initial vajye theorem Franklin et 5 1993,

continu’sus  tjme form of the initia] value of the function f(t) given

lim i ; :
by: tl_r,no f@ = sh_,moo SF(S) can be determined from Its Laplace transform, as;

li
S:r:o SF(s) = f(0+) . (2.24)
Proof
By the c!eﬁnition of the Laplace transform E
df -, Bt af
L{E}_SF(S)- 70)- Je = (225)
0
l}
Conmder When 5 — oo and rewrite a5
: PPN ot <
0 4 0 dt 0" dt
(2.26)

lim : [ A
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hes 0 (zero) because ¢ St —, O when

it mEg

& Ditovonsial 25)
£ 2,30



2.10.1.1. Application of Differentiation theorem

Singh et a] (2009) have used the method of Laplace transform by converting

Taking Laplace transform of the quation (2.31), we have;

LG~ Mg, = 1py

Or

L]~ meng) = 1y

Or

8 ~ 54,(0) - 4, (0) — Mg = -2
Or

B & 2 ) 4(0)
Let

9(0) = 1, ang 4x(0) =,

Then €quation (2.32) becomes

qux 3 qux = ~Ptlis24is

s

Or

J, = Las?+ls-p
» S(s2-pM2)

51

(2. 33)



Using partial fractions we get

1152"'[25") E F G
e ——— —_— — Pe—
S(s?-m2) s " S+M + 5-G

Giving
P b 1 P Wi P
M2’ B IM - Sz and G 2+2M 2M?2

Now, taking inverge Laplace transform 0f (2.35) we get;

g = %+ Ly cosh My + ;—zsinh My — %Cosh My

B/ b . p
0= Lot coshM+;smhM = yzcosh M

And when Y=-1 we have

p
0= mz tlicosh(-p) 4 %sinh(—M) - %COSh(-M)

Or
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(2. 35)
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(2.37)



0= %+ ly cosh M - :—:sinh M %cosh M (2.38)

Solving (2. 37) and (2. 38) we get

P p
B i,
1

M2 M2 cosh M and lz kil

Putting values of lyand L, from above in equation (2.38) we get

P cosh my
= 4]z \}
T M2 { coshm

which is the solution of differentia) €quation.
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models to g great extent rely on fundamental o empirical models (hat are

frcquently described by systems of differential equations,

Plays ¢, central role in solving many conflicts and thus the masterly of the concept

of bargaining is very important, Banks (1990); Huth and Todd (2002), London

(2002), Powel (1987, 1996), Omwenga (2010).

Variables 4y considered they direct]y influence
individual/group demands made in a conflict

environment.
Undcrstanding the intcrplaying factors in

Morcuvcr,
conflict i Very important in solving the
conflict ang modelling any conflict.

In the likclihood that the factors are not
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known, a reliable model that uses the a-priori conditions or beljef can be used to

predict them,

a
Predictiye model for modelling a conflict in 5 dynamic state.
3.1 Ordmary Differentiq) Equation Models (ODE)
a). A Linear Model:
As diScusscd in section 1.8, a conflict situation/or Cnvironment i best described
by a dynamic System due to the dynamism of the society in which it occurs

1zed with great dynamism;: 4



conflict is begt described using a dynamical System. In the dynamic System which

uses continuous time formulation, it ig assumed that the absolute change with

respect to time of the series is equal to a constant, that is, the 5

dy i i
=9 y0)=9 3. 1)

(3. 49)
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Then,: applying inverse Laplace transform, we get,

6 9 -
= -1 o 9.4 205
=i+ (g 69
By applying the initia] conditions on Cquation (3.5) we get
Y =6+ gt (3. 6)

which ig the linear model in time, Thus, we can view the estimation of the

Parameters ip (3.1) as fitting the solution (3.60)toa discrete data set.

b). Exponentia] Model:

nflict situation can be modelled using an €Xponential mode] iy, a

dynamic System represented by;

d
=0y, (0) = g,

ynamics. The pew €Xponential mode] now

becomes

= . y

" @y(l ‘}Tt) ; (3.8)
thrc )



To solve (3.8), we rewrite the equation into the form

e l) 3.9
ar Dy = ny,' (3.9)
which is a Bernoulli equation,
Dividing (3.9) by y’gives;
- —ZQ =1 o (2)

YE ey =(2), (3. 10)

Since letting W) = yima the non-linear Bermnou)j into 1* order lineay

System, we let; 1y = yre - gyl (since a=2 for the case above),

From the above relationship, we have,

e o
= y = 0.1 1)
Substit iting (3.1 1) in (3. 10), we get
)
du 0
ac“bu‘?t (3.12)

solve equation (3.12), we get

L %i-(?)u]:LL%]

£ I0
From (3.13), we get

[sti - u(0)] + g7 = 2
Yes

’

Or
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i =0
(s + (?)u u(0) = e

But u(O) = -1—, hence we rewrite (3.14) as;

0

| = 1 . l
(S+¢)u-3—yts,
Or

T

(s + Du = E o e ?°
Then,
u= 4 o \1.,

Yes(s+9) O(s+9)
Or

Or
P ) [ e ] 1[ 1
Yel9s  OGs+9)| T g (s+(2))]

B l [l LIS ] i i [ ;
Yels  (s+9) 0 L(s+p))
Tﬂkmg mverse Laplace’s transformation o, €quation (3.20), gives
e & e a1 1
Sl e
Ve s (s+@) M 0 L (s+0)) |’
Or

@3.

14)

(3.15)

(3.

“

%5

@3.

3

(3.

(3.

16)

17)

18)

19)

20)

21)



Or

1 L 1 1
U=~_, ”‘[——-],

s e 0 il
U= ~y—1t —e~Pt [%J,
U= t(o;f;)e_m ; (3. 24)
Or
u 9+(y;—tz)e—¢t : (3. 25)

Since, u(t) v s = ()= - » WE can write the genera] solution equation (3.25) as;
y u

6
y(t) = m A (3. 26)

When 7=, ¥(0) is the initia] conditions and Y,1s the thresholg condition for the

OCcurrence of 3 conflict at time .

3.2. Dynamic Representation of the System Models

As discussed in section 3. 1, above

corresponding time dynamics equations

y Le, €quations yged o describe how



Unattainable for some relatively more complicated dynamics and the only method

of estimation may be the dynamic approach,
In static System, the initial data point is used as the initial condition of the
differential equation, while in the dynamic option; the injja] condition(s) ig

estimated as an additional parameter. The nice thing about this procedure is that

the dynamics are written as they occur in the model equations. [t ig Very important

10 understand the difference between the static and dynamic options when fitting

dynamic models to data.

odel we have developed can be used for the estimation of the initial

conditions for both static and dynamic Systems.

) which must be understood and quantified to Successfully model and

solve any conflict.
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the estimation of types in a Bayesian game 'theory. In this study, the control
variables are modelled to constitute the I:‘ollowing components:

I Demand to the other parties.

2. Demands from the other parties,
The two components are considered as the conditioning variables (o 4 probability
of one another, Assuming that a conflict ig most likely to arise if the demands
from one party are not met by the other party and these demands are private

information, these demands can be defined by Baye’s probability distribution

described in section 2.8.

can be represented by:

6 = XiENei

Where N is the total number of parties to a conflict, X is the State vector, d,1s the

State of the System at ;.

Initially, the state is assigned a-priori belief P(0) which reflects existing

knOWledge about the conflict state. As the System evolyes, SOme new private

infonnation and data say D will become available, T, estimate thege new

Outcomgs, the available beliefs can be updated usi

that;

-

ng the Baye’s rule which States

: - 0 a P(D/G)Pw)_ P hkﬂgood X prior
Posterior = p (°/ D)= TPD70)Fyie ~ — gmes X Prior

nomalizer (3. 28)

63



From equation (3. 28) a new set of initial conditions can be obtained for a conflict
State. Since, these set of initial conditions are dependent on the a-priori
conditions, extra conditioning is required so as to limit and provide constraints on

the demands at the same time provide dynamism to the model. This can be

achiey ed by using the concept of ultimatum game theory discussed in section

3.1 below.

3315 Constraining the Initial Condition Estimation Model
Suppo 3¢ in a conflict the first party has made an offer y based on the state set 0

given by (3.27), then the second party will chose between the offer and her
feservation value given by R; +(, where R, is public information fo the second

Party and 7, is the private or reserved information for the second party. Then the

€quilibsium and hence settlement of a conflict can be achieved if the second party

Will play the cut-point strategy given by:

~ cept if y>R, +¢
sz(y,€2)= ac p .f y 2 2 (329)
reject if y <R, +£,
, the first party does not observe 5 but must assess

the probability that the second party will accept or rejéct his offer, where;

Pl‘(accept /y)=Pr(y2R3+fz)
™M, oK)
=F,’(y—R2)

]

(3. 30)

COnsidcn'ng the optimization problem for the first party, given the second party’s

Strategy (3.30), then the expected utility for the first party is:

Ev,(v/Q") = Fee (0 =R - (Q* - y) + (1 = Fe,(y - Rz))~(R, t&) (3.31)
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By the first order condition (F.0.C) and the log-concavity of Je, » the first party's

optimal offer is the unique y* that implicitly solves

" F( (y* -RZ)
Rl I 331

However, 0 < ¥" < Q" and sometimes y will be outside the feasible set. We can

then show that an end-point (0 or Q*) is optimal and in any perfect Bayesian

cquilit rium (PBE), the first party will have the strategy:

( . Fez(Q"‘Rz)
o, gls_Rl—fﬂziQ‘_Rzi

RO -& F, (-R
S‘(‘el/Iel’&)Q.,Ez(-))=Jy‘, -R - (Q ) ( )

6 <Q Rt 2
i e oy

050 R Fnz(“Rz)
R ASTY

(3.33)

Taking Variab]es Jk’ ke {O,y,l} such that 50 =4 1fy == O, 5)’ = llfO < e Q‘ and

S, =1if y=Q that is, a censored model with a “latent” begt offer in the constraint

Set. Otherwise there is the best feasible offer, at, a boundary point.
Taking the second party’s acceptance as O ecem = 1if she accepted the offer ang
5,,@,, =0 if she rejected the offer and assuming we havye data on both parties

actions (i.e., yand 5““" ) from the state set, &, then the likelihood would be

) I:Ipr(),' <0)*.Pr(y" = )" (1 Py < Q") x Pr(accep

I)""'"' : Pr(rq'('(‘!)' Oocee

(3. 34)

65



Equation (3.34) is begged on the existing control variables in@ , It gives the log-
likelihood function for our data in terms of distributions already derived, which
are functions of regressors,

Using equation (3.34), the Likelihood, P(D/0), which 1S a measure of the
Probability of seeing particular realization of the state@, cap therefore  pe

estimated, where Y =ultimatum offer from the first party to the conflict, O

=uppef bound of the contested prize, 0, = actions, o, 4, > A ,i= {1, 2}, where

A defines the action set for the ;™ party.
Since, party 1 is making the ultimatum offer, A' ={y:y € [o; Q*]}, the second
Party is then left to accept or reject the offer, so A2 = {accept; reject}.

Pr (accept s Al - 24)

Suppose the public portion of the parties' reservation values are K =

R

2 =¥Z , where X and Z are sets of substantiye regressors,

Then, for party 1, logistic distribution of y implies that

- - A y. e }/Z
T S b SR H
= 4 Q B 1 A1y & vZ (3. 306)

Which is the optimal offer, where /\() is the logit cumulati

functioy (c.d.f) and A()is the logit probability density function (p.d.f). Solving

for y. gives

B . - e -r-r_,, ))

(3.37)
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;i . ¢ 1 > f lh€ fOl n

Z=we" for @. Lambert's @ 1s useful here because it 1s known to have nice
Properties. First, Lambert's o is single valued'on Ry. Second, @5 first and second
derivatives exist and are well behaved, making it €asy to show that Y is a
Mmonotonic function of ¢ ;and allowing for the derivation of the probability density

function for equilibrium offers,

From (3.28), the new initial conditions estimates of 9 in dynamic system

cstimated as posteriors can then be given by:

R ) (3. 38)
~ TPD/6)P(6)de

Where J‘ (D/6)p(6)de is used to ensure that the values of P(D/0) sum up to
£ /&

One and thus define a proper probability distribution, 7, ig the constrained log-

likelihcod given by equation (3.34) and 6 is the a-priori conditions,

3.4. Application of the Model to an Armed Confljct
We examine the application of the model in the estimation of initia] conditions ip
an armed conflict situation. Modelling the initia] conditions in thig Situation cap

be comipared to the modelling of the risk related to the Previous conflict

Clememine, Dirk and Francois (2008).

Prone to another conflict in the future and thus their rigk levels of an armed

Conflict are high. We have developed a mode] that estimates the initia] conditions
Which can act as the pointer to the current risk le

vels using the Past and current
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state control variables. The estimates of the initial conditions can be used to make
predictions for the future trends of a conflict in a dynamic state System.

Assuning that all countries in the world are a universal set and the countrieg
that a-e likely to be in a conflict are its subset denoted by O* . Our concern is on
the subset which can be described as the “priie”. A country becomes an element

(memper) of Q" if it has experienced an armed conflict at any time in the period

of interest. The set Q" is described as a semi-open space since it allows
individuals to become members but does not allow them to get out,

We can therefore define an indicator variable X «c» Such that

0 if cis not in conflict in year t
x, =" ¥ ﬂ e (3.39)
L if cisisin conflict in year t

Thus,

The total number of countries in a conflict in year ¢ is:

n
SI=Z Xtc

(3. 40)
c=]

The number of countries that are at conflict in year ¢ and have experienced at |east

One armed conflict in the past is:

m =

’

ipvg-

" O ifX,c=land3y<t/X_w=1 3.41)

The number of countries that have experienced an armed conflict before

Year ¢, they are not at conflict in year #, but are reported to haye experienced

another conflict later is:
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"
-

X+l if X, =0and dY<L, >t X, =), X, =1 (3. 42)

-~

The number of countries at conflict in year ¢ that are reported to be still at conflict

atany later period is:
f‘,=§’:X,C . X, =1and B X =] (3. 43)
c=]

The total] of armed conflicts in a country which is subsct of Q'is:

a, = Z=l X (3. 44)

The probability, P(D/ 0)) » given by equation( 3.34) that an armed conflict is

likely to ocour given that a country is a member of Q" in  can be estimated by:

Son

P(D /0))5 e m,r, (345)
mprt + Slzl

And the prior beljef P(6) can be ebtained as:

B0 = %o

A

(3. 46)

t

Using the data set in appendix A extracted from PRIO/Uppsala Conflict Data

Project, obtained from http.'//www.prio.no/cwp/ArmedConﬂict and estimated

Values by equation (3.45) and (3.46), our estimated initia] condition (} for the

various conflict situations in the various countries in the year 2000, 2003 and

2004 ¢czn be estimated using equation (3.38). These estimates g

below:

‘e shown in table |
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Table1: Estimated initial conditions as posterior

70

e
Country 2000 Country 2003 Country 2004
No. of No. of No. Qf
conﬁict A | conflict ~ | conflict
(} s 0 S 0 S
0.6 0.6 [0)77
8 8 |India 9 7 |india 4 6
India
R 0.6 0%6 1
: 0 1 Nepal
Nepal 0 1 Nepal
05 0.3 0.5
e 1 |DRC 4 - |bRe 6 :
- |
Colombi | 0.6 Colombi | 0.6 Colombi | 0.7
2 8 1 a 8 1 a 4 il
Sl 0.1 0.1
Pery 4 0 Peru 4 0 R Peru 8 0
\-‘\
0.4 0.5
0.4 .
Pakistan | g 1 Pakistan | 9 1 Pakistan | g 2
0.6 0.6 e 0.7
Ethiopia 8 3 Ethiopia 9 2 Ethiopia 4 3
0.6 0.6 0.7
Turkey 8 1 Turkey 9 1 Turkey 4 1
o s oo |
Indonesi | 0.5 Indonesi | 0.5 Indonesi | 0.5
a 5 1 a S 1 a 2 1
0.2 0.2 0.3
Maii V% ST o B 10 | e 1 5
e 0.1 0.1 ‘\W\
Nigeria 4 0 Nigeria 4 0 Nigeria 8 1
0.3 0.2 0.3
Niger 7 0 [ Niger 5 0 Niger 1 0
0.5 0.5 W T los—
Thailang | 5 0 Thailand | 5 1 Thailang | 2 1
\ \_\J\g




From the table @ represents the estimated initial conditions for the variousg
count-ies based on the past armed conflicts ahd the current state conditions. The
estimates reflect the risk level of an occurrence of an armed conflict and can given
A poiuter to the future trends of the existing conflict. The result gives a positive
prediction of the occurrence of a conflict in a given year considering the previous
conflicts experienced by the country.
3.5. Conclusion

In thig chapter, the dynamic- time-varying model for estimating contro] variables
(initia] conditions) which play a significant role in the success of conflict
resolution is estimated using a logistic probability model has been developed. A
real conflict data set, from International Peace Institute, Oslo (PRIO), was used to
test on the workability of the model.

The mode] gives initial conditions based on the previous and available conditiong
for the country in conflict. The estimated initial conditions gives the probability of

the Oceurrence of a conflict and can thus forms the basis for further investigation

and prediction of the trend that a conflict is likely to take as other new

mtel‘playing factors come into play. The model is dynamic in the sense it can be

adjusteq over the time under investigation.
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Chapter Four

CONFLICT PREDICTION IN A DYNAMIC STATE

4.0. Introduction
As pointed out in chapter 2, conflict situations can be described by statistical ang
fumerical models of the system dynamics. Most of these models are described by
Systems of ordinary differential equations (ODEs), Signorino (1999, 2002). The
models can be used to predict the future dynamics of the conflict, provided that
the initia] states of the conflict are known or can be estimated using equation 3naiRe
In order to understand and precisely model a giveq conflict, it ig fundamental (o
identify potential or existing conflict causes, as well as possible factors
contrituting to peace. The causes of conflicts can be defined as those factors
Which contribute to people’s grievances and can be categorised as:

L Structural causes — pervasive factors that have become built into the
policies, structures and fabric of a society and may create the pre-
conditions for violent conflict.

i Proximate causes — factors contributing to a climate conducive enough for
violent conflict or its further escalation, sometimes apparently
Symptomatic of a deeper problem.

iii. Triggers — single key acts, events, or their anticipation that wi]| set off or

escalate violent conflict.
All these factors are classified as observable variables in conflict modelling,
Pmlraclcd conflicts also tend to generate new causes (€.8. weapons Circulation,

War economy, culture of violence), which help to prolong them further.
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As th: main factors contributing to conflict agd to peace are identified, it is also
important to acknowledge that conflicts are multi-dimensional and multi-causal
Phenomena — that there is no single cause of conflict. It is algo cssential to
establish linkages and synergics between causés and factors, in order to identify
Potential areas for intervention and further prioritise them for consideration in
modelling the conflict.

Complete data defining all of the states of a conflict system at a specific time are,
however, rarely available. This challenge can be\handled using missing data
analysis techniques, Rubin (1996), Harzog and Rubin (1993) and Omwenga
(2004), In a conflict, for instance, there are some underlying issues that can be
described to be private and as such may not be available. Furthermore, both (e
Models and the available initial data contain inaccuracies and random noise that
can lead to significant differences between the predicted states of the system and
the actual States of the system. In such a case, observations of the system over
time ca;n be incorporated into the model equations to derive improved estimates of
the states ang also to provide information about the uncertainty in the estimates.

Due 1o the popularity of model-based algorithms in a number of systems like

conflict contro] and process optimization there has been increased interest i

developing fundamental models with precise parameter estimates, Biegler and

Gl‘ossman (2004), El-Farra and Christofides, (2003).

In this study, we have

developed a conflict prediction model based on the state dynamics as represented

by the ordinary differential equations (ODEs) from EXponential dynamic models

given ip section 3.1. The model also uses initial conditions that are dynumicull_\'
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estimated as discussed in chapter 3. This model is expected to adjust as per the

existing conflict conditions and time.

4.1. Dynamic Model Conceptualization
As discussed in section 1.8, a conflict is generally dynamic and therefore, to
effectively describe and modeiling a conflict in such a situation wil require a

dynamic model.

.-

Considering the linear and exponential dynamic models discussed in section Sl
and also considering the observable variable using the criteria discussed in section
4.2, we have developed a conflict prediction model for a dynamic state given by
€quation (4.9).

Now, Suppose we define an indicator variable Y; that fully describes g conflict

Situation as;

¥ {1 if there exist a conflict for year i
0 if there exist a peace for year i (4.1)

Then a Bernoulli distribution with parameter 7r;(probability of occurrence of g
conflic) fully describes this variable if conflict and peace are cxhauslivcly
describeq by the above indicator variable.

Let a vector of a constant term and n explanatory variables be denoted by;

BB (X X X)),

Then a linear function that describes the conflict situation is given by:

Y~B :
t~Bernoulli(n,) (4.2)

Wwith = X‘B = ﬂo + mXN + B Xy + o + anm ’
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where X;f is a matrix showing a linear relafionship between 7; and X; and the
(k + 1) X 1vector f indicates a constant term and k coefficients on each of the k
explaﬁatory variables,

Therefore;

T = linear(X,). | (4.3)
The linear probability function has a challenge of generality values of T; greater
than 1 or less than 0 which are outside the boundaries defined by the indicator
variable Y;. Due to these challenges a linear model we replaced 7; with logit

models given by;

3 1 '
T = logit(X;8) = gy 7 (4.4)

Which maps the linear function form X8 by taking the interval [0, 1]required for
7 by applying logit function.

From (4.4), the underlying probability of a conflict 1; is therefore given as a logit
function of a linear function of X;.

That is,i

;= logit( linear(X,)) (4.5)
EquatiOn (4.5) is therefore the generalization of the linear probability mode| (4.2),
Obtained by adding an extra level of hierarchy.

Equation (4. 5) further estimates the impossible values which are given by model
(4. 2) und it assumes a more acceptable relationship between the cxplunulory
Variable and the probability outcome. The effect of each explanatory variable

Varies acrogg observations and depends on other explanatory variables.
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To examine the changes in the effects of explanatory variables, derivative of
probability m; with respect to one of the explanatory variables, say Xy is
considered. For a linear model, this derivative is f (which is a constant) whereas

for a logit model the derivative is;

(1~ m)B; )
The logit derivative given by (4.6) is better corﬁparcd to the constant value given
by a liaear model. But since z; is within a small range above zero for most of (he
observations; this is a highly restrictive and nearly constant specification. To
Improve on this weakness, we specify a random effect model which is the initial
condition estimation model discussed in section 3.3. Instead of leaving B fixed at
one set of values as in equation (4.4), we let it vary randomly over observations in
S0me form given by equation (3.28).

Inclusion of 4 random estimation model into (4.5) gives an additional variable ip
Xiand vonsiders more state variables which influence the conflict. This strategy

Wworks we]] by considering the a-priori conditions in the development of the nitial

condition estimation model as discussed in section 3.3

4.2. Controllability and Observability in a Conflict Environment
In general if the desired state is specified for all time, the requirements for the
CXistem_c of a control variable 6{to) (initial condition) that will generate (he
desired §(ate #(f), the new state condition are very stringent. A less ambitious byt
More realistic goal is to require only a partial specification of the state variables.

One sych partial specification is forcing the state of a given system to atain a
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specified value at some finite time in the future. That is, given an initial time, 7,
an initial stateg(r, ) = Xo, and a final state ¢( g ), and a control varjab]e

9(t), lo Stst+T, for some finite T, such that o, + T)= ¢, , there may or may

not be a control variable, 0(1) which can force the system to attain the state ¢( ¥ )

Thereufter it may be desirable to maintain the state D(f). However, by a suitable
choice of error coordinates such as state variables, the problem of reaching and
Maintaining a specified state is the problem of matching a desired dynamic
response.

Now, considering the first order differentiable dynamic system (3.7) that

describes a state given by;

dy

@ =90, y(t) = 0 S
And since a conflict environment has many interplaying factors, then equation
(4.7) can be modified by considering;

20) = Ay () + B()6(1),

Where A(t) is an (n x n) square matrix and A:T™ - B ¢ R" IS regressive and
rd-continuous, since it is continuous in right dense points and lim f(s) ass ¢

eXists for al) right dense points at t € T

Such thy €quation (4.7) becomes:

3‘{ =AMy + B()6(0), y(to) =y (4.8)

The Concepts of controllability and observability for the differentiable dynamic
System Cquation (4.8) is consilered in this section, while noting that

COnlrollability is influenced by a specific finite time interval [z(,, z,]_
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Deﬁn.?tion 4.1: A dynamic system given by (2) is said to be completely state
contro{l[able ifi for any initial state y(to) = 0, initial timet,, it is possible to
generate an unconstrained control variable vector §(y), that will take any given
original conflict state ¢(t,) to any final state ¢(t f) in a finite time interval
ty 1<,

And if equation (4.8) is controllable for all y; at t = t; and for all Yratt=tp,

then the system (4.8) is said to be completely controllable. Then, suppose that

T™ = (a,b) n T and the associated standardized system is

d
S=AMY®), vyt =60= (4.9)
Ifwe -ﬁet @, (t, t,) be a basic matrix solution of (4.9), then any solution y(t) for

{4.8) tas the form;
V() = Dy (¢, to)yo + f D4(t, 0(s))B()0(s)ds (4.10)
' to
from equation (4.10), we get;
y() = f D,(t,0(s)) B(s)6(s)ds, (4.11)
ty

Which is a particular solution of the dynamic system (4.8), Lakshmikantham,

Sivasundaram and Kaymakelan (1996).
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Theorem 4.1: The system defined by equation (4.8) is completely controllable on

the closed interval F = [to, tf] if and only if the (n X'h) symmetric matrix

ty -
W(to, tf) = f d)(t,o'(S)) B(S)B'(S)¢~(t,0(5))ds (412)
to

is non-singular.

Proof

Assuming that W (¢, tf) is non-singular, thexj the dynamic system (4.8) ig
completely controllable. For given (n X 1) vector y,, we choose;

0(t) = —-B*(®)d" (t, 6 (0))W (o, 1 )¥0 (4.13)
From ahove, the control variable 6 is continuous on F and the corresponding
Solution;of (4.8) with the initial condition y(ty) = y, = @ is given by;

tr
¥(tr) = (¢, to)yo + f (to, 0(5))B(s)0(5)ds 414)

to
SUbstituting for 6(t) and using W(to, tf) as given in the theorem, we get

¢
¥(t,) = D, ty)xy — fqp(t,a(’s))B(s)B'(s)(D'(t,a(s))W‘l(to,tf)yods
to

t
= D(t, ty)y, — D4(t, to) f @(t,0(s))B(s)B" ()" (t, 0 ()W ~*(to, t, )y, ds
to

=0
Thus lht; dynamic system is controllable for all ty < t < t;, and it follows that the

-

System given by equation (4.8) is completely controllable.
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Next assuming that the dynamic system (4.8) is completely controllable on F and
suppose that W(to, tf) is singular. Then since W(CO, tf) is non-invertible and
there exists a non-zero (n X 1) vector y, such that;
*f
YW (to, t;)C = f y* ®(to, 0())B()B"(s)@" (to, 0 (5)) yds (4.15)

to

Because of the fact that the integrand in this expression is non-negative

continuyus function, we have;

It therefore follows that;

Y d(ty,0(s))B(s)|| = 0, (4.16)

Y*®(ty,a(s))B(s) = 0, s € F. (4.17)
Since the state equation is completely controllable on F, choosingy, = Y, there

€Xists a continuous control variable 8(t) such that,

tr
0= (ty, to)y + | @(tr,0(5)) BOO(s)ds
to
Or
tr
y=- f (D‘l(tf, to)(b(tf,a(s)) B(s)0(s)ds
to
tr
e j D(to, 0(5))B(5)0(s)ds
to %
Thus

’
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b
y'y = — f y‘(D(to,a(s))B(s)B(s)ds : (4.18)

to
And since (4.17) holds, it follows that y*y = 0, and thus it contradicts the fact

that y # 0. Thus W (t,, t,) is non-singularm.
Definition 4.2: A system is completely observable on[to, tf], if, for some arbitrary

initial state y(ty) = yg, there is a finite output uniquely determined such that
Srom measurements of the output, (y (0), y (I)"", y(m)), the initial state, y(t,) =
Yo = 8, can be computed.

Theorem 4.2: The dynamic system (2) is completely observable on [to, tf] if and
only if the (n x n) symmetric observability matrix

tr
Mo, t;] = J @' (5, t,)C" (5)C(s) D (s, to)ds (4.19)
to

iIs non-singular.
Proof
Suppose that M [to, tf] is non-singular, then the solution expression with 0(t) = 0

is given by y(t) = C(t)D(t, ty)Yos
Or

<1>‘(t'. to)C () y(t) = D" (t, tr)C* ()C()D(L, to)Yo (4.20)

.~

Hence

ty ty

@ (5,6)C* (s)C(s)D(s, ty)yods
](D'(S,to)C'(S)y(S)dsz f (5 ) S S 00
to to

= M(to' ty ))'()
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Since M is non-singular, y, can be determined uniquely. Thus the dynamical
system (4.8) is completely observable.

In a conflict the concept of observability is employed so as to analyze the state
@(f). Observability implies the determinability of a state @(f) fiom an
observytion of the output over a finite time interval, starting from the instant at
which the state is desired.

In complex systems the observability of the system can be determined by

examination of the coordinates of a transformation of the state vectorg(t). In

some control problems, it is necessary to determine the state of the system in
order to generate the appropriate control input. Observation of the output of a
completely observable system, over a finite time interval, yields sufficient
information to determine the state of the system at the beginning of the time
interval,

By selecting different trajectories for the control variables 6 over time a set of
future ‘histories' or behaviour can be built for the system. The problem is,
however, to choose between the essentially infinite possible future histories, by no
less thin rigorous means. The niost ‘appropriate' history can be selected by
choosing certain values of 9([) through time. By "appropriate’ it is meant that the
choice of the values of the control variables should be governed by some
Objective or goal that the parties arc attempting to achieve.

2.3.1. Objective Function
The main reason of having a controllable and observable dynamic system is to be

able 1o build on the objective function that represents the desired yield from the
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dynamic system at each moment in time and is expressed as a function of the state
variable, control variable and time given by;

F(@(t),0(t),t) | (4.21)
where /' is the objective function.

Thus for a finite time horizon, the general statement of the optimization problem
is to fird a particular 9([), call this @ * (t), which will optimize :

T »
F = [A(4(t),0(c), 1) dt (4.22)
t

0
subject to the initial condition (t)and possibly other conditions.
The use of the integral in (4.21) indicates that the parties to a conflict desires to
optimize over the entire time period from ¢ to 7. Equation (4.22) is commonly

referrec to as objective function and it describes the utility function of the parties
to a conflict who are to make a decision that will optimize their tradeoffs,
We can therefore infer that a conflict problem has three parts:
a) an objective function of the form given in equation (4.21)
b) a state equation @(t)
¢) a set of initial conditions 8(t)and possibly gdditional constraints on the
values of variables and parameters through time or at the initial or terminal
time points.
Now, suppose the state variables ¢(t), the control variables 0(t) and time (t)
Comprise a complete and closed system, then an objective function of a dynamic
conflict system can be described by a set of differential equations of the form in

(1), i,
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P00 H0)=0 | (4.23)

where /' is generally some linear objective function and % is the rate of change in
y.

Based an the work of Bellman, the Soviet mathematician Pontryagin showed the
generai problem defined by (4.23) and (4.22) could be solved by defining a
function known as the Hamiltonian. In effect, the Hamiltonian function combines
the objective function (4.22) and the state equations (4.23) through the use of
special auxiliary variables, also functions of time. The auxiliary variables arc
known as the adjoint vector and are denoted here as p(1).

The Hamiltonian function can be written in its general form as:

H(g(0),0(¢). ple).) (4.24)
Specifically, the Hamiltonian is:

H(p,0, p,1)= ¢, 0.1)+ F.p' (4,0.1) (4.25)

and p satisfies:

_® _dH 4.26
dt - /145 (4.26)

It is important to note that the adjoint vector p(1) which allows for the

combihation of the objective function and state equations must satisfy the partial
derivative in equation (4.26). The optimal control variable 0'(1) can be obtained

by observing that:

dH

- (4.27)
de

84



In this approach, the procedure followed is to form the Hamiltonian function

(4.24) and with equation (4.26) and (4.27) together with the initial conditions,
solve for 0‘([), the optimal control variable or optimal strategy. Having obtained

the optimal strategy, it is then possible to substitute the expression for 6" (1) into

the state equation to obtain the optimal trajectory ¢° (t)

The approach of identifying the appropriate control variables dependent on (ime
will influence the attainment of optimization and achievement of the desired
objective in a conflict; conflict modelling and resolution, In section 4.3, a model
for conflict prediction in a dynamic state through careful analysis of the contro]

variable in a conflict is given.

4.3. The Conflict Prediction Model Components

In developing a model for conflict prediction, objective function, state condition
(obseryable variable) and a set of initial conditions (control variables) including
possibl; additional constraints on values of variables and parameters through time
or at initial/terminal time points must be considered. Generally, analytical
solutions or prediction can be found to conflict problems if the objective function
is quadratic in form and the state equation is a linear system. Conflict problems
which do not satisfy these conditions can on occasion be solved but the solutions
are more complex and frequently require the use of numerical estimation
techniques.

In this study, a model that uses the three components objective function, state
condition (control variable) and a set of initial conditions to predict conflicts is
developed.
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4.3.1. Objective Function Model
The general objective function for the model is;
F(@(0),0(t),t) (4.28)

with a target to optimize the function through 6*(r) which is the estimation of

0(r) given by equation(3.38).

4.3.2. State Equation
According to Omwenga and Mwita (2010), a conflict with contro] variable ¢;,can
be defined by a Bayes’ probability distribution which is drawn independemly and
identically distributed (i.i.d) from a logistic distribution function Fi(.)  with a
corresponding everywhere positive density f;(.) , mean y; = 0 and variance
Uiz < o assuming that f;’s are continuously differentiable. Therefore, a conflict

enviro.ament is defined by the logistic relationship;
ok aﬁy( - L] : (4. 29)

Wwhose solution gives the state equation

25 Y6
o 2 e e s (4.30)

4.3.3. Initial Conditions (Control Variable)
Initial conditions are vital in determining the trajectory of the €quation (3.26);
solution of the state equation. Further, control variables in a conflict setting are (o
large extent private information and they significantly influence the decisions

Made by the parties to the conflict and hence the direction (trajectory) a conflict
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takes. And therefore by using equation (3.38), the initial conditions in a dynamic

systein can be estimated as;

£ Lp(0)
e Ip(D/Z)p(f?)dO , e

N

4.4, Conflict Prediction Model in a Dynamic State
In de\I/eloping the conflict prediction model, we have considered purely linear and

exponential functions of time. This is because they can be used for ftend

estimation as a solution to their corresponding time dynamics equations, i.c
i e

equations used to describe how systems change or evolve over time,

From the state equation defined by equation (4.30), that is,

; o yeb
y(t) s 0+(yt_6)e—Qt

with the estimates of € given by (4.31), the conflict trend model can be given by:
g ye0®
y(t) — 9*+(yt_9*)e—¢t (4. oa)

4.5, Application of the Model on Environmental Conflicts
According to Libiszewski (1992), an environmental conflict is caused by the
environmental scarcity of the resource that means: caused by a human-made
disturbance of ecosystem’s normal regeneration rate. Environmental conflicts are
therefore the result of anthropogenic activities that strain and damage the

environment. If the activities exceed environmental thresholds, ¥, there is an

increased probability of armed conflicts. Sprinz (1998) describes environmental

thresholds as the states in which the functioning of natural systems changes
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fundamentally. They can be estimated as rations based on the current state and

future capacities of the environment.

In applying the model it is assumed that the threshold, Y, and the state conditiong

¢(t) are known and generally have a marginal change on the overal] model. They

are therefore, assumed to be constants over time. Further, the application of the
model to environmental conflict is depended on the conditions; that the con flict

follows a Bernoulli distribution with parameter Y, defined by the indicator values
given by:
3 {1, if there is environmental conflict

0, if thereis peace.
(4.33)

The nodel will work effectively when the environmental contro] variables are
identically independent distribution (i.i.d) defined by Bayes’ probability
distribaition drawn from a logistic distribution Fi() with a corresponding
everywhere positive density fi(), mean g, =0, variances? <o apqd fi's are

continuously differentiable.

4.5. Conclusion
In this chapter, the dynamic time varying model for predicting the environmental

conflict is developed, using Ultimatum game theory and Bayesian theory. The
initial (state) conditions which play a significant role in the success of conflict
modelling as given in chapter 3 are used in the conflict prediction model. An

analogy on the application of the model in the modelling of environmentally

induced conflict is given.
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In the model we have the ultimatum game theory which is in-built in the initial
condition estimation model, we have provided a mechanism for the restrictions on
the choices for the parties to the conflict and this has enabled us to express the
outcomes as probability (weighted) of individual ideas. The restriction has the
advantage of encapsulating most of the inherent optimality conditions in the
Game theory. Through this approach we are able to estimate the likelihood of an
occurrence of a conflict and make a prediction in a dynamic state.

The model developed is a prediction model for the trend and can be used to
project on the anticipated outcomes considering the initial conditiong and the state
variables. In the context of determining environmentally-induced conflicts,
environmental threshold values play a decisive rolf, since exceeding them is the

sufficient condition for environmentally-induced armed conflicts.
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Chapter Five

CONFLICT RESOLUTION
5.0. Introduction

To fully understand the bargaining problem and its contribution to conflict
analysis, research has been conducted on the empirical relationship between
substantive variables of interest, such as regime type, economic interdependcnce,
institutional rules, legislative composition, and bargaining outcomes, McCarty
and Poole (1995). However, lacking is an explicit model of the process that
generates the empirical data, and leaving out the_‘choice-based path by which
these variables influence decisions. It is often the case that selection and omitted
variable bias plague the analysis King et al (1994). In particular, Sj gnorino (1999,
2002) demonstrates that traditional linear and categorical estimation techniques
can lead to faulty inferences when the strategic data generating process is ignored
during estimation.

Therefore, for effective bargaining there is need to integrate theoretical models
and statistical methods Signorino et al (2006). A statistical too] that support
theoretical consistent inferences about the relationship between substantive
variables, the bargain struck, and the probability of bargaining failure is need. An
Ultimatum bargaining games model which is a statistical mode] has been
developed which address the sutstantive variables, the bargain stryck and the

probability of bargaining failure Signorino et al (2006). The mode] presents the
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relationship between the variables that affect the players’ utilities and the
outcomes of the bargaining in a strategic settiug.

Using the Ultimatum bargaining model, we present a case of conflict In a social
context where the contested opinions are seen as the regressor variable(s) and the

outcome are seen as the dependent variable(s).

5.1. The Ultimatum Game in a Conflict Resolution

Suppose that a conflict is characterized by a contested prize that may be due to
divergent opinion on how to share the prize. Assuming a scenario of two players

in a bargaining arena as shown in Figure 2, where the two players must divide g

contesed prize, which is represerted as Q. Let the prize Q ¢ R4 be compact and

convex, with lower and upper bounds QO < Q. Without loss of generality, rescale

the bounds of the prize {Q, é b | [0’ Q'] :

AL g1 |

The game then proceed as follows: Player 1 first offers some division of the prize
(Q*- y; y), where player 1's allocation is Q*-y and player 2's is y. Player 2 then
decides whether to accept or reject player 1's offer. If player 2 aceepts, they
divide the prize according to player I's offer. If player 2 rejects the offer, they
receive some reservation amount, which may differ between the players,

Assuming each player's utility for bargaining failure has two components: one
that is public knowledge and one that is private, then, we denote player 1's
reservation value as R, +/(, and player 2's as R, +£,, where R; is playe

ri's

publicly observable reservation value and £, is private information, We assume
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that nature draws the type £, of each player i from a well defined probability

distribution.

Accept Reiect

Q'V R1+ E]

Y Ro+

Figure 2: The Ultimatum Game Tree
Assuming that each player has a well defined a-priori beliefs about the
distribition of these types and that each type is drawn identically and

independently distributed (i.i.d.) from the cumulative distribution function Fi(.),

with a corresponding everywhere positive density f;(.), mean H; =0 and variance
o} <o . We also assume the f/'s are continuously differentiable.

Then, each player's strategy can be characterized by a mapping from types into
actions: o, : ¢, > A' i = {1, 2}, where A’ defines the action set for player i. Since

i E “
player 1 is making the ultimatum offer, A" ={y: y € [0,Q"]}. Player 2 is then left

2 . reiec
to accept or reject the offer, so A° = {accept; reject}.
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If it lS further assumed that both players’ utilities are strictly increasing and
contiriuous in their amount of the disputed good, and by the random utility
structure, the public and private components of the players' utilities are additively
separable.

That is; assuming
u; (y; accept) = Q*-y
u; (y; accept) =y

u;(y; reject) =R; + £,

uy(y; reject) =R, + £,

The attainment of equilibrium in the statistical Ultimatum game has player |

making an offer from his strategic action profile that balances and maximizes the
marginal utility thereby increasing the probability that an offer is accepted and the
marginal utility of a larger amount of y is achieved. Player 2, knowing her own
type, chooses the alternative that maximizes her utility. These conditions are
summarized in the following theorem.

Theorem 5.1: Every conflict with a finite number of players N and finite number
of action profiles A; has Nash equilibrium.

Proof

Given a strategy profile s € S for all i € N and a; € A;, where S is the set of
strategy action profiles; then we define

Pia;(s) = max{0, wi(a;,s-)) — wi(s)} (5.1
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where¢ u; is the expected utility function given by;

u(s) = Y u(@) Dst(a;) ~ (5.2)

aeA

We then define the function

fis=+Sbyf(s)=s, (5.3)
where
' — __ silap+giai(s)
i e Lbiea;sib)+eibi(s) (5.4)
si(a)+oiai(s)
1+Xpsea; +@ibi(s)

By intuitive, the function maps a strategy profile s to 2 new strategy profile s’ in
which each agent’s actions that are better responses to $ receive increased
probability mass.

The function f'is continuous since each ¢;a; is continuouys. Since S is convex and
compact and f: s — § by Brouwer’s fixed point theorem, J'must have at least one
fixed point.

We m st now show that the fixed points of fare the Nash equilibrium. First, if g is
Nash equilibrium, then all ¢'s are 0 making s a fixed point of f, Convcrscly,
consider an arbitrary fixed point of s of /. By the linearity of expectation there
must exist at least one action in the support of s, say a,’ for which

wa;'(s) < w(s) (5.5)
From the definition of @ in equation (5.1), we have Pas) = 0.

Since s is a fixed point of_/; Sq '(01 = 5((“4‘ y 5
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Consider equation (5.4), the expression defining si'(a;"), the numerator simplifies

to s;'(a,") and is positive since @;'isini’s Support. Hence, the denominator musgt

be 1. Thus for any i and b; € A,, @ibi(s) must be equal to (. From the definition

|

of @, this can only occur when no player can improve hig expected payoff by

moving to a pure strategy. Therefore s is Nash equilibrium m

S.1.1. Uniqueness of Equilibrium and its Existence ip

. Ultimatum Game

In a game players will set strategies that map a random variable to thejr action
Space so as to win a game, such as a traditiona] Bayesian game of random utility
model, the player's actions are however probabilistic rather than determin;stic.
Noting that a Nash equilibrium of a statistica] Ultimatum bargaining game, where
each pl;;iyer knows the other has random utilities, is equivalent to a perfect
Bayesia 1 Nash equilibrium of an underlying Bayesian game, where the types of
the players are private information, we can use well-known game theoretic togls
to begin to specify both our theoretical predictions and our empirical estimator, [f
the perfzct Bayesian Nash equilibrium (PBE) of this underlying game can be
shown to be unique, then we can solve for the equilibrium Strategies and
characterize an equilibrium probability distribution over observable outcomes. [t
is this characteristic of the Ultimatum model that will allow for its structural
estimation.

Proposition 5.1. If Fe, is log-concave, then there exists a unique perfect

Bayesian-Nash equilibrium to the statistical Ultimatum game,

Proof
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Assuming player 1 has made an offer y, player 2 chooses between that offer and

her resgrvation value R, + €, . Player 2 will therefore reject the offer if and only if

y< Rz 44¢; .Generally in any equilibrium, player 2 plays the Cul-point strategy:

Sl Ut i 2 . 5:6)
Cohsidcring that

Priaccept/y) = Pr(y > Ry +£;) = Pr(¢, < y — R;) (5.7)
and

Pr(€; <y —Rp) =F,,(y — R,) (5.8)

Now assuming Fy, is log-concave and considering the optimization problem for
player 1, given player 2’s strategy, then his expected utility for an offer y is:
Ey,0, Q") =Fp,(y R - (Q" - y) + (1 = ife, Oy ~ Rz)) "Ry +£) (5.9)
Differeiltiation show that E u, @, )" is positive when,

0<fe,0—R)-(Q" —y)—Fp,(y — R;) - fo, ¥ = R)(R, + ¢,) (5.10)

which implies

ffz (y_RZ) 1
Fo,0-Rp) ~ @ —y-Fints he-48)

By inspection, the right hand side of the above equation is strictly increasing in y

Suppose equation (5.11) holds when y = Q*, then €quation (5.11) becomes:

[e(@-Ra) 1
Fe,(Q*=R;) © —Ry—¢; SN

If we replace for y < Q°, instead of y = Q*, the left hang side becomes non-

decreasing and the right hand side becomes strictly decreasing, Therefore, (he
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derivative of Ey, (v)is positive over the entire interval [0,0" ] and y=0Q" is
optimal offer when

Fe, (Q*=R;z)

g3 ":R‘ " 10, (@Ry) ~ (5.13)

Similarly, differentiation shows that Ey, (¥,)" is negative whep
OO =R Q=N -Fo0-R) - £, (5 - RI@By+2) (514

Implying

ffz(y_RZ) i |
Fe,(y=Rz) ~ Q*-y-Ry—¢, (OHS)

If we evaluate equation (5.15) at of Yy =0, we get

ffz(_RZ) |
Fpa(=Ra) — Q=R ¥y (5.16)

So, when we move from y = 0 to y > 0, the left hand side ig non-increasing and

the right hand side is strictly increasing. Therefore, the derivative of £ (y)is
Uy

negative over the entire interval [0, Q" ] and y = 0 ig optimal offer when:

Fe,(-R;)
o™ B gl st
*1 BN fey(=Rz) ‘ (5.17)

By examination of equation (5.13) and equation (5.17), it is clear that sometimes

neither equation is satisfied. To demonstrate this, consider that:

F( (Q.-RZ) - Flz(-RZ)
s o AR & 1) = R, - Al
. fe,(Q"-R;) ~ ¢ 1 fe(-Ry) (5.18)

Multiplying through by -1 and taking the inverse of each side, we get,

f(z(o'—RZ) < ffz(—RZ)
F(z(Q‘—RZ) 8 Ffz(—Rz)_Q‘flz(_RZ) (51())
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At Q" =0 the left hand side and right hand side are cqual. However ag

Q"increases the left hand side is non-increasing and the right hand ig strictly

increasing.

When reither (5.13) or (5.17) hold, then for Somey € [0,Q" ], the derivative of

Ey, (¥) is zero, implying

f{’z (Q'_RZ) i !
Fe,(@*-R3)  Q*-y-Ry-¢, : (5.20)

Since thie left hand side is non-increasing on [0, Q" ] and the right hand side is
strictly increasing on the same interval, equation (5.20) can have at most one

solution, say y*, and note that it implicitly solves as;

G 2 Fe,(¥"-R3)
Yoo e ® PO (5.21)

Since we have not assumed that £, (y) is concave, we must demonstrate that y*
maximizes player 1’s expected utility. Obviously, since Ey,(¥) is continuous for
every ¢y on the interval, the utility maximizing offer exists, and must be 4
critical point like y* or a boundary point. If neither (5.13) nor (5.17) hold, then
there arz two cases. First, if one of the end points is the unique solution to

equation (5.20) we are done. Second, if y* ig interior the derivative of Ey,(y) at

¥ = 0 is positive and Ey, (¥,)" at y = Q" is negative by (5.13) and (5.17). Thus,

the interior critical point is a local and global maximumm.
Now consider the optimization problem for player L, given player 2's strategy and
his expected utility function given by equation (5.9)‘whosc solution is given by

equation (5.21). Then by this optimal offer is the unique y* that implicitly solves
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to equation (3.37). The first party will therefore have a strategy defined b
i k y
equation (3.33). Using these results we present in section 5.2 an empirical model
: g

using the ultimatum game theory to provide constraints on the strategi
es

employed by each party in the resolution of g conflict,

5.2. Empirical Model of the Ultimatum Game

The application of the Ultimatum game in empirical analysis requires that g
distribution for the ¢;, and the appropriate likelihood are specified given the
dependent variable(s).

Assuming we have data on both player 1's and player 2's actions, that is, assume
we can measure and code y and Q" for each observation, as well ag whether player
2 accepted or rejected the offer. Let the public portion of the players' reservation
valueste Ry = BX and R, = yZ, where X and 7 are sets of substantive regressors
for player 1 and player 2 respectively. Our interest is in estimating the effects of X
and Z on y and player 2's decision.

Since the outcome of the bargaining model consists of two dependent variables
i.e. 1's offer and 2's decision, then the probability mode] is a joint density over
these random variables. The estimator can be obtained by assuming that the types
of players 1 and 2 are drawn i.i.d. from a logistic cumulative distribution function
which is log-concave.

Proposition 5.2. If F(Z is logistic, then it is log-concave.
Proof
Suppose F(Zis a logistic distribution. Then it is everywhere positive and

. > ang

continuously differentiable on the open interval (—oo, +). By calculus
: S, we get,
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_(A'Z)ze—lzx < 0

e T = (5.22)

and sinc¢e a continuously differentiable funct : 1
¢ y able luncuon‘f. R - R* is log-concave on an

. . . 4
interval (a,b) if and only if (l“ffz(x)) =0, then the logistic cumulative
distribution function is log-concavem.

Now considering player 2's decision with a logistic error term i the random

utility equation, then the probability that player 2 accepts the offer y is just the

logit probability given by;

P(accept/y) = ANy — Zy). (323

For player 1, logistic distribution of y" is given by equation (3.30).

Whose probability density fy ; (y' 1 BX,9VZ, Q*) is given by,

[Q’—l—ﬂ’(—e(;-rz)—y'] ‘

; ( *) e .(l-l-ey ‘72)
y. y 33 y (y'—ﬂ) : 2
R, A e 4
l4-e
(5.24)
with the cumulative density functicn given by;
. 1
Fyo()) )= [ (v‘-ﬂ) .]
Q‘-l{e' +fi+y ]
1+e
(5.25)

The constraint on the action space of player 1, howcvcr, implies that the observed

y' is censored both from above and below.
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Remar k Suppose player 1 plays the Strategy s, above, then the distribution of y
is the truncated distribution of the unconstrained y*, where the truncation points
8]

are from below at 0 and above at o gl

Take variables &, k e {O,y,l} such that &, =1if g A S y < Q" and
) » )

& =1if y = Q". That i, a censored mode] with a “latent” best offer i e

constraint set. Otherwise there is ths best feasible offer, at, a boundary poing

Taking player 2's decision to be defined by;

deslaa {5accept =1, if of fer is accepted
" 6accept =0, if Offer is rejected ’ (5.206)
and ass,iming we have data on both player 1's and player 2's actions T e

O cce )+ then the likelihood would be;

L= H,Pl(y' <0f* Py’ = = Pi{)’ < o) xp accepi)r. Pr{rejeci) e
i=1
(5.27)
From etluation (5.27), we can derive the log-likelihood function for our data in

terms of distributions already derived, which are functions of our regressors, and

which explicitly models the Ultimatum game.,

5.3. Application of Bargaining Behaviour to Industrial Conflict

Resolutions

-

The theory of bargaining is important due to its nature of cutting across the
various disciplines. The concept has been employed in areas like multinational
cooperation and states over terms of foreign investment, to the resolution of

territorial disputes, to social issues in relationships.
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At this ’point, however, we examine the application of the bargaining model to
conflict resolution in a society with keen emphasis to its Statistical interpretation
As discussed elsewhere in this chapter, there are basically two players to a game
This could be seen as parties to any dispute, i.e., the Proponent of a given view
and the oposer of the given view. Thus considering player 1 as the proponent of a
given view and player 2 as the opposser to (he ideas or views as presented or
adduced by player 1, then we can apply the bargaining model to a conflict
resolution set up.

For instance, in an industrial strike, player 1 may involve the employer and player
2 may involve the employees. If there is a conflict between the employer and the
employees, one could expect that there eXists grounds for some miss-
understandings. If the issues are well defined, jt i possible to quantlfy them or
even model them. Suppose the conflict between the employer and the employec is
on salaries. The employer may make an offer after taking into consideration a
number of factors, e,g, economic factors, motivational factors e.t.c, let us take all
these factors to be the variables. It is possible that among these factors there are
those which are public and those which are private. Elsewhere in this thesis these
factors have been identified as player’s utility for lzargaining failure and have
been denoted by R; + £; where R; are the publicly known variables and €; are the
private variables. Similarly, the employees wi] be making demands with both
public and private variables. To avoid any conflict, if a demand is adduced by the
employees to the employer, we propose a model that will give an employer an

opportunity to make an offer that will be acceptable to the employees.
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For illustration, let us take the variables that the employer will be taking into

consideration in order to make any offer o be denoted by ZX and the variables
I

possibly considered by employees in making a given demand to be denoted by

2. Z. Of critical concern is for the estimation of the ¢

ffects of these variables on
1

the outcome i.e. on y (employer’s allocation or demand) and the decision on the

employees (accept or reject an offer). We assume that the concerng of both parties

are drawn i.i.d from a logistic distribution,

Let R, = ﬂZ X be public reservation values for employer and R, = yZZ be the

public reservation values for employees.

Then th: probability that the employees accept the offer y is o logit probability
P(accept/y) = Ny —vZ). (5. 28)
But the optimal offer by the employer y° will be given by

Ay -z

y =g "BX_L"_/Iy'—}’Z

(5.29)

Solving for y" will give the best offer so that the employees will accept the offer

and a conflict will be settled which will present an equilibrium strategy for the

employer.

5.4. Conclusion
In this chapter a statistical model for conflict resolution using the concept of
bargaining game theory is developed. We make assumptions that in a conflict

there are generally two parties with Opposing opinions where one makes an offer
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with a probability of a higher value of acceptance otherwise it will be rejected and
a conflict will escalate. The model gives estimators of the offers that are to be
made in a conflict and it minimizes the chances of failure since any offer made is

tied to the likelihood of it being aceepted as it takes into considerations the

demands from the other party to the conflict.

The logitic bargaining model developed can be used to address and mitigate
failures in a conflict by enabling the parties to a conflict make reasonably
acceptable offers and demands. The bargaining games can be applied to a number

of situations to assist in solving a conflict.
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Chapter Six
CONCLUSIONS AND RECOMMENDATIONS

The rescarch dwelt on the study of mathematica] modelling of conflicts in a
dynamic state. The Game theory and Bayesian theorem are used as the underlying
theoretical framework with assumptions that conflicts cap structurally be
described. The research outcome indicate that a conflict can be modelled in three
levels; the instantiation level, the prediction level and the at the resolution level.
The instantiation level establishes the initial conditiong which can be considered
as the trigger factors. The prediction leve] establishes the trend 4 given conflict
will follow taking into account the initia] conditions (contro] variables) and other
mterplaylng variables like state variables, The Resolution Stage establishes the
appropriate conflict resolution mechanism through the Ultimatum Game Theory.

The research has shown that the probability of occurrence of a conflict in a
dynamic state can be estimated by the use of initja] conditions (control variables).
These conditions are estimated as posteriori conditions in the dynamic
environinent. The application of the model to analyze the probability of
occurrer.ce of an armed conflict given the a-priori conditions that existed in
various countries prior to the years 2000, 2003 and 2004, gave accurate
predicticns compared to the actual occurrence of the conflicts in those countries
as shown in table 1. These probabilities can therefore be used as the indicators of
risk levels of a conflict occurrence given the Prevailing conditions and prior

ditions. A common probability threshold cannot however be generalised 1o
con :

apply to all cases.
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Logistic model developed from the solution of an CXponential model which

integrates the initial condition estimation model is used as the conflict prediction
model. Since the model integrates the initial conditions that are estimated as
posteriori conditions, it fits well into a dynamic state and can be used to give a
trend of a conflict. The application of thig model in predicting the conflict trend

assumes that the state variables @ and threshold factor y, will remain constant

over time period t. We further assume that a conflict follows a Bernoullj

distribution with parameter y;. The logistic model developed can be uged to
predict student unrests in universities where the student issues are modelled as
control variables (initial conditions), the state conditions being the institutional
policies and procedures and the threshold being the leve] upon which both parties
cannot engage in negotiations. By applying the mode] i is anticipated that the
patterns exhibited by the predictor model wij| give an indication of the direction a
given stand-off is likely to take. a3

The conflict resolution model developed has 3 Constraining factor on the choices
to be made by the parties to the conflict by use of the Ultimatum Game Theory.
From the model, the inclusion of the constraint factors through Ultimatum Theory
raises the minimum threshold for any demand to pe made. This is a self
assessment mechanism that limits the parties involved in a conflict to underlying
issues to the conflict whereby the demands made are based op probabilities of
acceptance rather than rejection. The mode] assumes that the contested prize is
well defined and the variables in questions are public reservations and private

information. We further assume that the parties to a conflict are drawn from an

106



i.i.d logistic distribution. The model can be applied in solving industrial related
problems whereby the demands or offer made by the union leaders or employers
are optimally assessed using the model with an aim of establishing higher
probability of acceptance than rejection before the demand is put forward. A
lower probability value implies a higher degree of rejection and hence a high
likelihood of failure to solve a conflict. The model can work well in solving a
political problem considering the various warring parties as players having
different demands. Through the model thejr demands are constrained to the
overall aim of acceptability and hence solving of the problem.

Future extensions on the model for confljct prediction to remove the structural or
distributional assumptions to take care of the ever changing conflict environment

may be explored. Testing on the reliability of the estimates obtained by the initial

conditions estimation model needs to be investigated, ~
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Appendix A

Data set Extract on conflicts from Conflict Data Project

Source: PRIO/Uppsala Conflict Data Froject 2009,

http.'//wv:vw‘ prio.no/cwpArmedConflict

"'.V;'i’gf?SIry o
% 'QRAR y-
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D Location SideA SideB Terr YEAR
92 | Colombia Colomtia FARC 1964
92 | Colombia Colomkia FARC 1965
92 | Colombia Colombia FARC 1966
92 | Colombia Colombia FARC 1967
92 | Colombia Colombia FARC 1968
92 | Colombia Colombia ELN 1969
92 | Colombia Colombia ELN 1970
92 | Colombia Colombia FARC 1971
92 | Colombia Colombia | FARC 1972
92 | Colombia Colombia | ELN ' 1973
92 | Colombia Colombia | FARC 1974
92 | Colombia Colombia | FARC 1975
92 | Colombia Colombia | FARC 1976
92 | Colombia Colombia FARC 1977
92 | Golombia Colombia | FARC, M-19 1978
92 | Colombia Colombia FARC 1979
92 | Colombia Colombia | FARC 1980
92 | Colombia Colombia | FARC, M-19 1981
92 | Colombia Colomoia | FARC, M-19 1982
92 | Colombia Colombia | FARC, M-19 1983
92 | Colombia Colombia | ELN, FARC, M-19 1984
92 | Colombia Colombia | FARC, M-19 1985
92 | Colombia Colombia | ELN, FARC, M-19 1986
92 | Colombia Colombia | ELN, EPL, FARC 1987
92 | Colombia Colombia | ELN, EPL, FARC, M-19 1988
92 | Colombia Colombia | ELN, EPL, FARC 1989
92 | Colombia Colombia | ELN, FARC .|_1990
92 | Colombia Colombia | ELN, FARC | 1991
92 | Colombia Colombia | ELN, FARC 1992
92 | Colombia Colombia | ELN, FARC 1993
92 | Colombia Colombia | ELN, FARC - ] 1994
92 | Colombia Colombia | ELN, FARC 1995
92 | Colombia Colombia | ELN, FARC 1996
92 | Colombia Colombia__ | ELN, FARC s AL
92 | Colombia Colombia | ELN, FARC el IRy 1998
92 | Colombia Colombia | ELN, FARC PNSOAN.
92 | Colombia Colombia | ELN, FARC e L DU
92 | Colombia Colombia | ELN, FARC ER 2001
92 | Colombia Colombia | ELN, FARC 2002
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92

Cfolombia

Colombia ELN, FARC 2003
92 | Colombia Colomb'a | ELN, EPL, FARG 2004
92 | Colombia Colombia ELN, FARC 2005
92 | Colombia Colombia ELN, FARC 2006
92 | Colombia Colombia FARC 2007
92 | Colombia Colombia | ELN, FARC 2008
214 | Congo Congo Cobras, Ninjas 1993
214 | Congo Congo Ninjas 1994
214 | Congo Congo | Cobras, Cocoyes 1997

: Cocoyes, Ninjas,
214 | Congo Congo | Nitsiloulous 1998
Cocoyes, Ninjas,

214 | Congo Congo Ntsiloulous 1999
214 | Congo Congo Ntsiloulous 2002
225 | Cote D'lvoire Cote D'lvoire | MJP, MPCI, MPIGO 2002
225 | Cote D'lvoire Cote D'lvoire | MJP, MPIGO 2003
225 | Cote D’lvoire Cote D'lvoire | FN 2004
260 | Djibouti, Eritrea Djibouti Eritrea Common border | 2008
68 | DRC DRC State of Katanga Katanga 1960
68 | DRC DRC State of Katanga Katanga 1961
68 | DRC DRC State of Katanga Katanga 1962
69 | DRC DRC South Kasaii South Kasai 1960
69 | CRC DRC _South Kasaii South Kasai 1961
69 | DRC DRC South Kasaii South Kasai 1962
86 | DRC DRC CNL 1964
86 | DRC DRC | CNL 1965
86 | DRC DRC Opposition militias 1967
86 | DRC DRC FLNC 1977
86 | CRC DRC FLNC 1978
86 | CRC DRC . | AFDL 1996
86 | DRC DRC AFDL 1997
86 | CRC DRC MLC, RCD 1998
86 | DRC DRC MLC, RCD, RCD-ML 1999
86 | DRC DRC | MLC, RCD, RCD-ML 2000
86 | DRC DRC MLC, RCD, RCD-ML 2001
86 | CRC DRC CNDP 2006
86 | DRC DRC CNDP 2007
86 | DRC DRC CNDP 2008
254 | DRC DRC _#ﬂ( ~ Kongo Kingdom | 2007
254 | DRC DRC BDK Kongo Kingdom | 2008
215 | Eritrea, Ethiopia Eritrea Ethiopia Badme 1998
215 | Eritrea, Ethiopia Eritrea Ethiopia Badme 1999
215 | Eritrea, Ethiopia Eritrea Ethiopia Badme 2000
70 | Ethiopia Ethiopia Military faction i 1960
70 | Ethiopia Ethiopia EPRP, TPLF el MEpia 1976
70 | Ethiopia Ethiopia | EDU, EPRP B AR o ]
70 | Ethiopia Ethiopia | EDU, TPLF P | 1978
70 | Ethiopia Ethiopia | TPLF oo | 1979
70 | Ethiopia Ethiopia | TPLF [ ; 1980
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70

Elhiopia

Ethiopia TPLF 1981
70 | Ethiopia Ethiopia TPLF 1982
70 | Ethiopia Ethiopia EPDM, TPLF 1983
70 | Ethiopia Ethiopia EPDM, EPRP, TPLF 1984
70 | Ethiopia Ethiopia EPDM, EPRP, TPLF 1985
70 | Ethiopia Ethiopia EPRP, TPLF 1986
70 | Ethiopia Ethiopia EPRP, TPLF 1987
70 | Ethiopia Ethiopia TPLF 1988
70 | Ethiopia Ethiopia EPRDF, Military faction 1989
70 | Ethiopia Ethiopia EPRDF 1990
70 | Ethiopia Ethiopia EPRDF 1991
78 | Ethiopia Ethiopia ELF Eritrea 1964
78 | Ethiopia Ethiopia ELF Eritrea 1965
78 | Ethiopia Ethiopia ELF Eritrea 1966
78 | Ethiopia Ethiopia ELF Eritrea 1967
78 | Ethiopia Ethiopia ELF Eritrea 1968
78 | Ethiopia Ethiopia ELF Eritrea 1969
78 | Ethiopia Ethiopia ELF Eritrea 1970
78 | Ethiopia Ethiopia ELF Eritrea 1971
78 | E:hiopia Ethiopia ELF Eritrea 1972
78 | Ethiopia Ethiopia ELF, EPLF Eritrea 1973
78 | Ethiopia Ethiopia | ELF Eritrea 1974
78 | Ethiopia Ethiopia ELF, EPLF Eritrea 1975
78 | Ethiopia Ethiopia ELF, EPLF Eritrea 1976
78 | Eihiopia Ethiopia ELF, ELF-PLF, EPLF Eritrea 1977
78 | Ethiopia Ethiopia ELF, EPLF Eritrea 1978
78 | Ethiopia Ethiopia ELF, EPLF Eritrea 1979
78 | Ethiopia Ethiopia ELF, EPLF Eritrea 1980
78 | Ethiopia Ethiopia EPLF Eritrea 1981
78 | Ethiopia Ethiopia ERLF Eritrea 1982
78 | Ethiopia Ethiopia EPLF Eritrea 1983
78 | Ethiopia Ethiopia EPLF Eritrea 1984
78 | Ethiopia Ethiopia EPLF Eritrea 1985
78 | Ethiopia Ethiopia EPLF Eritrea 1986
78 | Ethiopia Ethiopia EPLF Eritrea 1987
78 | Ethiopia Ethiopia EPLF X Eritrea 1988
78 | Ethiopia Ethiopia EPLF Eritrea 1989
78 | Ethiopia Ethiopia EPLF Eritrea 1990
78 | Ethiopia Ethiopia EPLF Eritrea 1991
133 | Ethiopia Ethiopia WSLF Ogaden 1976
133 | Ethiopia Ethiopia WSLF Ogaden 1977
133 | Ethiopia Ethiopia WSLF Ogaden 1978
133 | Ethiopia Ethiopia WSLF Ogaden 1979
133 | Ethiopia Ethiopia WSLF Ogaden 1980
133 | Ethiopia Ethiopia | WSLF Ogaden | 1981
133 | Ethiopia Ethiopia WSLF _| Ogaden __] 1982
133 | Ethiopia Ethiopia WSLF | Ogaden | 1983
133 | Ethiopia Ethiopia ONLF ¥ | Ogaden 1994
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133

i

1

Ethiopia

Ethiopia ONLF Ogaden 1996
133 | Eihiopia Ethiopia ONLF Ogaden 1999
133 | Ethiopia Ethiopia ONLF Ogaden 2000
133 | Ethiopia Ethiopia ONLF Ogaden 2001
138 E;.hiopia Ethiopia ONLF Ogaden 2002
133 | E'hiopia Ethiopia ONLF Ogaden 2004
133 | Ethiopia Ethiopia ONLF Ogaden 2005
133 | Ethiopia Ethiopia ONLF Ogaden 2006
133 | Ethiopia Ethiopia ONLF Ogaden 2007
133 | Ethiopia Ethiopia ONLF Ogaden 2008
168 | Ethiopia Ethiopia ALF Afar 1975
168 | Ethiopia Ethiopia ALF Afar 1976
168 | Ethiopia Ethiopia ALF Afar 1989
168 | Ethiopia Ethiopia ALF Afar 1990
168 | Ethiopia Ethiopia ALF Afar 1991
168 | Ethiopia Ethiopia ARDUF Afar 1996
211 | Ethiopia Ethiopia al-ltahad al-Islami Somali 1995
211 | E hiopia Ethiopia al-ltahad al-Islami Somaii 1996
211 | Ethiopia Ethiopiz al-ltahad al-Islami Somali 1999
219 | Ethiopia Ethiopia OLF Oromiya 1977
219 | Ethiopia Ethiopia (ofl= Oromiya 1978
219 | Ethiopia Ethiopia OE Oromiya 1980
219 | Ethiopia Ethiopia OLF Oromiya 1981
219 | Ethiopia Ethiopia OLF Oromiya 1983
219 | Ethiopia Ethiopia OLF Oromiya 1984
219 | Ethiopia Ethiopia OLF Oromiya 1985
219 | Ethiopia Ethiopia OLF Oromiya 1987
219 | Ethiopia Ethiopia OLE Oromiya 1988
219 | Ethiopia Ethiopia OLF Oromiya 1989
219 | Ethiopia Ethiopia OLF Oromiya 1990
219 | Ethiopia Ethiopia OLF Oromiya 1991
219 | Ethiopia Ethiopia OLF Oromiya 1992
219 | Ethiopia Ethiopia OLF Oromiya 1994
219 | Ethiopia Ethiopia OLF - Oromiya 1996
219 | Ethiopia Ethiopia OLF Oromiya 1998
219 | Ethiopia Ethiopia OLF Oromiya 1999
219 | Ethiopia Ethiopia OLF Oromiya 2000
219 | Ethiopia Ethionia OLF Oromiya 2001
219 | Ethiopia Ethiopia OLF Oromiya 2002
219 | Ethiopia Ethiopia OLF Oromiya 2003
219 | Ethiopia Ethiopia OLF Oromiya 2004
219 | Ethiopia Ethiopia OLF Oromiya | 2005
219 | Ethiopia Ethiopia OLF Oromiya 2006
219 | Ethiopia Ethiopia OLF Oromiya | 2007 |
219 | Ethiopia Ethiopia OLF Oromiya & 2008
71 | Ethiopia, Somalia Ethiopia Somalia | Ogaden 1960
71 | Ethiopia, Somalia Ethiopia Somalia |{Ogaden | 1964
71 | Ethiopia, Somalia___| Ethiopia Somalia Ogaden 1973
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71 | Ethiopia, Somalia Ethiopia Somalia Ogaden 1983 |
71 | Ethiopia, Somalia Ethiopia Somalia Ogaden 1987 |
29 | Irdia India CPI 1948
29 | India India CPI 1949
29 | Irdia India CP| 1950
29 | India India CP| 1951
29 | India India CPI-ML 1969
29 | India Indiav CPI-ML 1970
29 | Irdia India CPI-ML 1971
29 | Irdia India PWG 1990
29 | Irdia India PWG 1991
29 | India India MCC, PWG 1992
29 | Irdia India MCC, PWG 1993
29 | India India PWG 1994
29 | Irdia India MCC, PWG 1996
29 | Irdia Inda | PWG 1997
29 | India India MCC, PWG 1998
29 | India India MCC, PWG 1999
29 | India India MCC, PWG 2000
29 | India India MCC, PWG 2001
29 | Irdia India MCC, PWG 2002
29 | Irdia India MCC, PWG 2003
29 | Irdia India MCC, PWG 2004
29 | India India CPI-M 2005
29 | Irdia India CPI-M 2006
29 | Irdia India CPI-M 2007
29 | India India CPI-M 2008
54 | India India NNC Nagaland 1956
54 | India India NNC Nagaland 1957
54 | India India NNC Nagaland 1958
54 | Irdia India NNC Nagaland 1959
54 | Irndia India NNC Nagaland 1961
54 | India India NNC Nagaland 1962
54 | India India NNC Nagaland 1963
54 | India India NNC Nagaland 1964
54 | India India NNC Nagaland 1965
54 | India India NNC Nagaland 1966
54 | India India NNC Nagaland 1967
54 | India India NNC Nagaland 1968
54 | India India NSCN — IM 'Nagaland 1992
54 | India India NSCN - IM Nagaland 1993
54 | India India NSCN — IM Nagaland 1994 |
54 | lindia India NSCN - IM Nagaland 1995
54 | India India NSCN - IM Nagaland 1996
54 | India India NSCN - IM | Nagaland 11997
54 | India India NSCN - IM Nagaland | 2000
54 | Irdia India NSCN - K | Nagaland 2005
54 | India India NSCN - K | Nagaland 2006
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54

India India NSCN - K Nagaland 2007
99 | India India MNF Mizoram 1966
99 | India India MNF Mizoram 1967
99 | India India MNF Mizoram 1968
139 | India India TNV | Tripura 1978
139 | India India TNV Tripura 1979
139 | India India TNV Tripura 1980
139 | India India TNV Tripura 1981
139 | India India TNV Tripura 1982
139 | India India TNV Tripura 1983
139 | India India TNV Tripura 1984
139 | India India TNV Tripura 1985
139 | India India | TNV Tripura 1986
139 | India India i L Ty Tripura 1987
139 | India India TNV Tripura 1988
139 | India India ATTF Tripura 1992
139 | hidia India ATTF Tripura 1993
139 | India India NLFT Tripura 1995
139 | India India ATTF, NLFT Tripura 1997
139 | India India ATTF, NLFT Tripura 1998
139 | India India ATTF, NLFT Tripura 1999
139 | India India NLFT Tripura 2000
139 | India India NLFT Tripura 2001
139 | India India NLFT Tripura 2002
139 | India India NLFT Tripura 2003
139 | India India NLFT Tripura 2004
139 | India India NLFT Tripura 2006
152 | India India PLA Manipur 1982
152 | India India PLA Manipur 1983
152 | India India PLA Manipur 1984
152 | India India PLA Manipur 1985
152 | India India PLA Manipur 1986
152 | India India PLA Manipur | 1987
152 | India India PLA Manipur 1988
152 | India India PLA Manipur 1992
152 | India India PLA Manipur 1993
152 | India India UNLF Manipur 1994
152 | India India PLA Manipur 1995
152 | India India PLA Manipur 1996
152 | India India KNF, UNLF Manipur 1997
152 | India India PLA Manipur 1998
152 | India India UNLF Manipur 1999
152 | India India PLA Manipur {2000
152 | India India UNLF Manipur | 2003
152 | India India PLA, UNLF Manipur | 2004
152 | India India UNLF Manipur | 2005
152 | India India PLA, UNLF | Manipur | 2006
152 | India India UNLF R T Manipur 2007
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182

3

India

India KCP, PREPAK Manipur 2008
156 India India Sikh insurgents Punjab/Khalistan | 1983
156 | India India Sikh insurgents Punjab/Khalistan | 1984
156 | India India Sikh insurgents Punjab/Khalistan | 1985
156 | India India Sikh insurgents Punjab/Khalistan 1986
156 | India India Sikh insurgents Punjab/Khalistan | 1987
156 | India India Sikh insurgents Punjab/Khalistan | 1988
166 | India India Sikh insurgents Punjab/Khalistan | 1989
156 | India India Sikh insurgents Punjab/Khalistan | 1990
156 | India India Sikh insurgents Punjab/Khalistan | 1991
156 | India India Sikh insurgents Punjab/Khalistan | 1992
156 | India India Sikh insurgents Punjab/Khalistan | 1993
169 | India India Kashmir Insurgents Kashmir 1989
169 | India India Kashmir Insurgents Kashmir 1990
169 | India India Kashmir Insurgents Kashmir 1991
169 | India India Kashmir Insurgents Kashmir 1992
169 | India India Kashmir Insurgents Kashmir 1993
169 | India India Kashmir Insurgents Kashmir 1994
169 | India India Kashmir Insurgents Kashmir 1995
169 | India India Kashmir Insurgents Kashmir 1996
169 | India India Kashmir Insurgents Kashmir 1997
169 | India India Kashmir Insurgents Kashmir 1998
169 | India India Kashmir Insurgents Kashmir 1999
169 | India India Kashmir Insurgents Kashmir 2000
169 | India India Kashmir Insurgents Kashmir 2001
169 | India India Kashmir Insurgents Kashmir 2002
169 | India India Kashmir Insurgents Kashmir 2003
169 | India India Kashmir Insurgents Kashmir 2004
169 | India India Kashmir Insurgents Kashmir 2005
169 | India India Kashmir Insurgents Kashmir 2006
169 | India India Kashmir Insurgents Kashmir 2007
169 | India India Kashmir Insurgents Kashmir 2008
170 | India India ULFA Assam _1.1980
170 | India India ULFA Assam 1991
170 | India India ULFA Assam 1994 |
170 | India India ULFA Assam 1995
170 | India India ULFA Assam 1996
170 | India India ULFA Assam 1997
170 | India India ULFA Assam 1998
170 | India India ULFA Assam 1999
170 | India India ULFA Assam 2000
170 | India India ULFA Assam 2001
170 | India India ULFA Assam 2002 |
170 | India India ULFA Assam _| 2003 |
170 | India India ULFA e . 1208
170 | India India ULFA SRS | AR Y
170 | India India ULFA ekl 1 T N | 2006
170 | India India .. Assam | 2007
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127

India ULFA Assam 12008
India ABSU Bodoland
India ABSU Bodoland i
" India NDFB Bodoland [l
India NDFB Bodoland AR
India NDFB Bodoland i
India NDFB Bodoland
India NDFB- Bodoland
_India NDFB Bodoland
India NDFB Bodoland
India NDFB Bodoland R
India NDFB Bodoland
_India NDFB _Bho@la%nqm& 2002
India NDFB | Bodoland
India NDFB Bodoland
India DHD - BW Dimarayji ]
 India PULF Islamic State -
| India, Pakistan Pakistan Kashmir
| India, Pakistan Pakistan Kashmir
India, Pakistan Pakistan Kashmir
India, Pakistan Pakistan Kashmir
India, Pakistan Pakistan Kashmir i
India, Pakistan Pakistan Kashmir i
India, Pakistan Pakistan Kashmir
India, Pakistan Pakistan Kashmir
India, Pakistan Pakistan Kashmir
]ndia, Pakistan Pakistan Kashmir
20 India, Pakistan Pakistan Kashmir
20 india, Pakistan Pakistan Kashmir
20 | India Pakistan Pakistan Kashmir
20 | India, Pakistan Pakistan Kashmir
20 | india, Pakistan Pakistan Kashmir
20 | india, Pakistan Pakistan Kashmir e
20 | India, Pakistan Pakistan Kashmir
20 | India, Pakistan Pakistan Kashmir
46 IW Darul Islam
46 | Indonesia PRRI O
46 | Ihdonesia PRRI SISy LR
46 | Indonesia PRRI
46 | Indonesia PRR]
94 | Indonesia |_Indonesia OPM | West Papua i B VS
94 | Indonesia OPM | West | Papua |
94 | Indonesia OPM — | West Papua |
94 | ldonesia OPM Wegl_l?gp_ugam~ b
94 | Indonesia __Indonesia OPM Al " ﬁ\(\(g_sg__Papqg #
94 | Indonesia OPM — | WestPapua
94 '"“‘Wa\_ﬂdonesia OPM West Papua
134 |"d°"'°3'8\J\__E_r.e_tll_|q_M_-__ﬂ____ | East Timor




134 | Indonesia Indonesia Fretilin East Timor 1976
134 | Indonesia Indonesia Fretilin East Timor 1977
134 | Indonesia Indonesia Fretilin East Timor 1978
134 | Indonesia Indonesia | Fretilin East Timor . 1878
134 | Indonesia Indonesia Fretilin East Timor 1980
134 | Indonesia Indonesia Fretilin East Timor 1981
134 | Indonesia Indonesia Fretilin East Timor 1982‘1
134 |'Indonesia Indonesia | Fretilin East Timor 1983
134 'Indonesla Indonesia Fretilin East Timor 1984
134 | Indonesia Indonesia Fretilin East Timor Ik 1985
134 | Indonesia Indonesia Fretilin East Timor 1986
134 | Indonesia Indonesia Fretilin East Timor 1987
134 | Indonesia Indonesia | Fretilin _EastTimor | 1988 |
134 | Indonesia Indonesia | Fretilin East Timor | 1989
| 134 | Indonesia Indonesia Fretilin East Timor 1992
134 | Indonesia Indonesia Fretilin East Timor 1997
134 | Indonesia Indonesia Fretilin East Timor 1998
171 | Indonesia Indonesia GAM Aceh 1990
| 171 | Indonesia Indonesia GAM Aceh 1991
| 171 | Indonesia Indonesia | GAM Aceh 1999
| 171 | Indonesia Indonesia | GAM Aceh 2000
171 | Indonesia Indonesia GAM Aceh 2001
171 | Indonesia Indonesia GAM 0, Aceh 2002
171 | Indonesia Indonesia GAM Aceh 2003
171 | Indonesia Indonesia GAM Aceh 2004
| 171 | Indonesia Indonesia GAM Aceh 2005
177 | Malj Maii MPA Azawad 1990
| 177 | Mali Mali FIAA Azawad 1994
| 177 | Mali Mali ATNMC Azawad 2007
177 | Mali Mali ATNMC Azawad 2008
72 | Nepal Nepal Nepali Congress 1960
72 | Nepal Nepal Nepali Congress 1961
72 | Nepal Nepal Nepali Congress o) 1962
72 | Nepal Nepal CPN-M 1996
72 | Nepal Nepal CPN-M 19%
72 | Nepal Nepal CPN-M 1998
72 | Nepal Nepal CPN-M 1999
72 | Nepal Nepal CPN-M 2000 |
72 | Nepal Nepal CPN-M 2001
72 | Nepal Nepal CPN-M 2002
72 | Mepal Nepal CPN-M 2003
72 | llepal Nepal CPN-M A 2004
72 | Iepal Nepal CPN-M TN ¥ )
72 | Hepal Nepal CPN-M | TSI k)
178 | Ni  Niger _ CRA — | Airand Azawad | 1994
212 LN | Niger _ FDR — | Eastern Niger | 1996
212 1 | Niger _ FARS — | Eastem Niger | 1997
A Niger FLAA it L 1991
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255 | Niger

Niger FLAA 1992
255 | Niger Niger UFRA 1997
| 255 | Niger Niger MNJ 2007
255 | Niger Niger MNJ 2008
249 | Nigeria Nigeria Ahlul Sunnah Jamaa Northern Nigeria | 2004
250 | Nigeria Nigeria NDPVF Niger Delta 2004
210 Cameroon, Nigeria | Cameroon Nigeria Bakassi 1996
| 154 | Chad, Nigeria Chad Nigeria Lake Chad 1983
129 | Pakistan Pakistan Baluchi insurgents Baluchistan 1974
129 | Pakistan Pakistan Baluchi insurgents Baluchistan i eTE
129 | Pakistan Pakistan Baluchi insurgents Baluchistan 1976
| 129 | Pakistan Pakistan Baluchi insurgents Baluchistan 1977
129 | Pakistan Pakistan BLA Baluchistan | 2004
129 | Pakistan Pakistan Baluch Ittehad | Baluchistan 2005
129 | Pakistan Pakistan Baluch Ittehad, BLA Baluchistan | 2006
129 | Pakistan Pakistan BLA Baluchistan 2007
129 | Pakistan Pakistan BLA, BRA Baluchistan 2008
209 | Pakistan Pakistan MQM 1990
209 | Pakistan Pakistan MQM 1995
209 | Pakistan Pakistan MQM 1996
209 | Pakistan Pakistan TNSM iy 2007
209 | Pakistan Pakistan TTP 2008
95 | Peru Peru ELN, MIR 1 1965
95 | Pery Peru Sendero Luminoso 1982
95 | Peru Peru Sendero Luminoso 1983
95 | Pery Peru Sendero Luminoso 1984
95 | Peru Peru Sendero Luminoso 1985
95 | Pery Peru Sendero Luminoso 1986
95 | Pery Peru Sendero Luminoso 1987
95 | Peru Peru Sendero Luminoso 1988
95 | Pery Peru MRTA, Sendero Luminoso 1989
95 | Pery Peru Sendero Luminoso |- 1990
|95 | Pery Peru MRTA, Sendero Luminoso Ll 8 N
95 | Pery Peru MRTA, Sendero Lumfnoso 1992
95 | Pery Peru MRTA, Sendero Luminoso 1993
95 | Pery Peru Sendero Luminoso 1994
95 | Pery Peru Sendero Luminoso 1995
95 | Pery Peru Sendero Luminoso 1996
95 | Pery Peru Sendero Luminoso 4 1887
95 | Pery Peru Sendero Luminoso | 1908
95 | Pery Peru Sendero Luminoso d | 1999
|95 | Pery Peru Sendero Luminoso et L IO
95 | Pery Peru Sendero Luminoso RSN
43 | Thailand Thailand Military faction C BERE RS AR
43 | Thailand Thailand CPT IR o R 1974
43 | Thailand Thailand | CPT R R 1975
43 | Thailand Thailand e 3 1976
43 | Thailang Thailand | CPT g 1977
129
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43 | Thailand Thailand | cPT o 1978
43 | Thailand Thailand OPT 1 1878 |
43 | Thailand Thailand CPT o il JRRD
43 | Thailand Thailiand CPT y | 1981 |
43 | Thailand Thailand CPT o fos2
Reésistance Armée
148 | Tunisia Tunisia Tunisienne _| 1980
159 | Turkey Turkey PKK Kurdistan _| 1984
159 | Turkey Turkey | PKK Kurdistan 1 1985
159 | Turkey Turkey | PKK Kurdistan 4 18806 |
159 | Turkey Turkey PKK Kurdistan L 1g87 |
159 | Turkey Turkey PKK Kurdistan 21988
159 | Turkey Turkey PKK | Kurdistan o ees |
159 | Turkey Turkey PKK Kurdistan o | 1980
159 | Turkey Turkey PKK Kurdistan _ 1991 |
159 | Turkey Turkey PKK Kurdistan 4. 1980
159 | Turkey Turkey | PKK Kurdistan | 1993 |
159 | Turkey Turkey PKK Kurdistan 11994 |
159 | Turkey Turkey PKK 2 Kurdistan 11996 |
159 | Turkey Turkey PKK Kurdistan S 688
159 | Turkey Turkey PKK Kurdistan | 1097,
159 | Turkey Turkey | PKK Kurdistan 1998
159 | Turkey Turkey PKK Kurdistan 1999 |
159 | Turkey Turkey PKK Kurdistan 12000
159 | Turkey Turkey PKK Kurdistan 1.2001
159 | Turkey Turkey PKK Kurdistan 2002
159 | Turkey Turkey PKK Kurdistan : 12003
159 | Turkey Turkey PKK Kurdistan 2004
159 | Turkey Turkey PKK Kurdistan | 2005
159 | Turkey Turkev PKK Kurdistan | | 2006
159 | Turkey Turkey PKK Kurdistan | 2007 |
159 | Turkey Turkey PKK |_Kurdistan 12008
188 | Turkey Turkey Devrimci Sol R £ 1991 |
188 | Turkey Turkey Devrimci Sol e | 190G
188 | Turkey Turkey MKP 2005




