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ABSTRACT 

A contlt t H\ n ith r good (functional) nor bad (dysfunctional). The distinction 
--- __j 

lt.:t 'll ~ on the type of conflict, one's attitude and reaction to it thereby making it 

c n tru ti e or destructive. The absence a clear measuring strategy or framework, 

against which it can be evaluated, makes it even harder to differentiate between 

good and bad conflict. It is however accepted that if the result of a conflict is 

positive, then the conflict is considered "good" and if the result is negative, then 
the conflict is "bad". 

The formal models and quantitative analysis to explain how strategic actor's 

behaviour in a conflict setting are rare even-though model-based approaches are 

becoming more commonly used by statisticians and other scientists. These 
approaches to a great extent rely on fundamental or empirical models that are 

frequently described by systems of differential equations. 

The underlying objective of this research was to develop conflict modelling and 
resolution models applicable to a dynamic state using ordinary differential 

equations (ODE) with integrated logistic model. olutions to the DEs were 

obtained by the application of Laplace transformation. 

This re carch assumes that a conflict can be de cribcd by two main variables; 

control ,·ariablcs and state variable which rci1cct on the slru llllal au. cs of a 

conflict. It is further assumed that a conflict can be de cribcd b • a Hcmou\li 

di tributi n \ ith parameter Yt llld hat connicts c:i I 0\'CI ' span or tim with 
intcq>la)'l n riabl th t an lyn mi all Ill !ell I md th initi II t 1 
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boundary condition an be estimated in a dynamic state. In developing the 

model., th 1nm tht:ory and Bayesian theorem are used as the underlying 
th ·or ·ti ·at · n · ~pt ·. ThG ame theory and Bayesian theorem are used with the 

u ·sum1 ti n that conDicts can be described using statistical distributions. 

This research shows that modelling of a conflict requires accurate estimation of 

control variables (initial conditions) defined by a Bayesian probability distribution 
and the variables are independently and identically distributed (i .i.d). The 
developed model uses Baye's rule of probability distribution and the Game 

theory. In a dynamic state; the initial conditions are estimated as posteriori 
conditions by the model. 

Using the developed model for the estimation of initial conditions, a logistic 
conflict prediction model that gives the trend a conflict is likely to take at time tr 

. has been developed. The model is derived from the solution of an exponential 
growth model and it integrates the initial conditions estimation model as one the 
parameters. 

A statistical model for conflict resolution using the concept of Bargaining ame 
Theory has also been developed. The model as umes that in a conflict there arc 
two partie with opposing opinions where one makes an offer with a probability 
of acceptance or rejection. The Ultimatum arne The ry ha been used to 
introduce constraint on the offers mad by the partie. con, cqucntl 111 r~.:using 
the minimum tlue hold on th d m nds as oci ted with un oil t • It ptovidt: s an 
in-built me hani m throu h ' •hi<;h 1 contli t 1 olution m l I 'llid s 1 
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negotiation by nsuring that any offer made is constrained with a higher 

likcliho d or n'' l tun ~. The m del compels the parties involved in a conflict to 

t.:slnblish lh' d mands from the other party and integrating them in any offer 

pr 1 s 'd hence boosting the chances of resolving a conflict. 
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Chapter one 

INTRODUCTION 

l.O.Background of conflict 
oni1i l i a general social form that isn't limited to just overtly violent situations, 

it i more than that; it doesn't nect-ssarily tear the society apart. In fact, it might be 

one of the most important ways that society holds itself together and to a certain 

extent it forms a greater part of the long history in a society. 

The cluse relationship that exists tetween society and conflict has been illustrated 

in a preface of the work of Karl Marx (1818-1883) by Ryanzanskaya (1971). Karl 

Marx (1818-1883) pointed to the fact that conflict is part of the society when he 

explains the concepts of class and the dialectics of economic capitalism. Karl 

Marx (1818-1883) further argued capitalism would produce its own grave-diggers 

by creating the conditions under which class consciousness and a failing economy 

would come into existence. A1 this point, the differentiated configuration of 

society and class-based grouping experiences will trigger the working class 

rebellion. 

The Marxist approach to conflict emphasizes on a materialist interpretation r 
history which is a dialectical m thod of analysis and critical lance toward 

exi ting social stratifications with the objective of a polit1cal pr gram of 

revolution 01 at least refom1. Work thu consid red very nttal to the 

m teri li t le\ h I by the 1ar. ist sin ·t.: th y pr lllllc that \\ H k i a kc • 

det nnin nt < f the cial li c the p Jl live. K, rl 1at tcli · t th H t:\ 1 •thin • 
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of substance in a creation of human labour. According to him 
working men ·m i wom n an~ angkd in creating the conditions for their existence. 
On th\: oth ·r hand Weber (1947) notes that conflict conditions do not entirely 
lkpcnd on the economy as thought by Karl Marx (1818-1883), but on the 
l!~onom and the state. Underlying Weber's thoughts was legitimization. Weber 
(1947' argues that without legitimization, a conflict was bound to occur. The 
compl~xity of class as seen by Weber (1947) in contrast to Karl Marx (1818-

1883) presented other inherent factors that contributed to social inequalities which 
manifested themselves in status and social gathering. 

Sorokin (1957) views conflict as a manifestation of rapid transition between 
different systems of organized relationships and as such, conflict and violence 
appear to be "permanently working forces, inherently connected with the essence 
of social life itself, which do not permit either a complete elimination or the 
unlimited growth of disturbances". 

Underlying the understanding in the various views held by various scholars about 
conflict is that conflict, society and people are intertwined since conflict shapes 
the hfe of people in a society. 

1.1. onflict definition 

·1 hcorctical approachc to understanding and defining confl icts are a' dive1se as 
the field~ thcmsclvc . For instance, Economi. ts approach conflict ti·01n the game­
theory and dcci ion-making. P ycl ologists c. plor intcrp 1 onal ~.:onl1icts, and 

i 1 gi t take tntu and In onfli t us th~ fo al point while Politic,ll-

cu n intt -n ti nul nd intcrnution tl llnl1h:ts. 
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According to ing r and mall ( 1972), conflicts are defined as violent disputes in 
which at least t n nf th · combatant parties is a state, and there are at least 100 
butt h.:-d ·~tlh.·. In this context only combatants are covered excluding the civilian 
VtClllll ', 

wan and Holmqvist (2005) indicates that a major armed conflict is the use of armed force between the military forces of two or more governments, or of one government and at least one organized armed group, resulting in the battle-related deaths of at least 1000 people in any single calendar year and in which the incompatibility concerns control of government or territory. 

Heidelberg Institute for International Conflict Research (HIIK 2005) offers a 
broader definition of a conflict when they describe conflicts as the diametrically 
opposed interests on national values of some duration and magnitude between at 
least two parties that are determined to pursue their interests and win their cases. 

l.l.Conflict Theory 

Conflict theory tries to scientifically explain how conflict manifests itself in a 
society in term of how it starts, progresses and the effects that accompany it. The 
central concern of conflict theory are the unequal distribution of scarce resources 
and power. The conceptualization of what the 'e re ourees are might be different 
for each theorist but most conflict theori t follow Weber's three sy tcm f 
cia ification and subdivi ion, that i ; cia s, statu. and power. f the three 
Y tcm ~. power i · ccn as the cent, 1 nerve in a eiety. 'l hi ~ is in contrast' ith the n ti n h ld by fun tionali t who c a ict ' a a system lclinnl b · a cohe ivc ct n rm . 



1.1.1. Variation in Perception of Conflict Theory onOil;t 1. per ·~:i\ ·I by cr(l956) and Dahrendorf(1959) to be part of human Iii'· und .tff " t:-1 cv~.:ry facet of human life and society. On his thoughts Dahr 11..! rf~ 1959) argues that < onDict is a no1mal part of how we structure cicty and create social order. In this way, he argues that it is power that defines and enforces the guiding principles of the society and that power is the only prima1y resource in a society. In his thinking conflict can be experienced with different intensities. Coser also notes that in daily lives and relationships there is conflict which might not necessarily involve war. Further, he argues that conflict in humans is markedly different from that for other animals in the sense that human conflicts are goal driven. The existence of a goal triggers scramble from parties to achieve it through different ways. The fact that these ways are different leads to possibilities of different strategies of achieving the goals which in turn opens c ppmiunities for negotiatiun, different types and levels of conflict and functional consequences. This analogy is what we aim to exploit in this tudy. 
1.3. Basic Source and I ues of Conflict 

From the definition of conflict theory, most social conflict are anch red on the unequal distribution of scarce resource . These resources a identified by Weber (1947) include cla s, status, and power. fo r in tance, \ orking cla . person in a gtven ector may not sha re the sam . ocial interests a a\ orking lass person in a di tinctivcly diffe rent sector. 'I h ditfcn:nt talus a so ·iat d with !iff 1~o.:nl P ili n of th c two pcopl may i 'nili ·mtly d t rminc th d 1 int ·r · t~ . In thi th m in nflict i th l: w, 1 i n th lt 



stratification. n n hand the general populace may perceive that the same group in a giv n ·la:,· ·ontrols acccs~ to all three resources and this will skew the pen; 'I lion nt' th · I gitimacy of th: system in promoting social mobility. 
l.:t.:{)('din' to Karl Marx (1818-1883), a group's sense of deprivation caused by c la ould lead to class consciousness and produces conflict or social change. In hi th ught Karl Marx (1818-18U) was conccmed with the structural changes or processes that would bring the working class to this realization. 

1oderp conflict theory looks at deprivation as a shift from absolute to relative deprivation that is significant in producing consciousness. A condition of absolute deprivation is where life is influenced by uncertainty over basic human needs. People in such a condition have neither the resources nor the strength of will to become involved in conflict and social change. In contrast relative deprivation is a conditiun where one feels underprivileged relative to some other class of persons. In this condition there is a general feeling that others are doing well at our expense. Persons in relative depriYation have the emotional and material powers to get involved in demanding for a 'ocial change and conflict. The management of the tran ·ition from absolute to relative deprivation is also important to tem out the "delayed" sen e of loss particularly if the change docs not mea urc -. ith the uncontrolled expectation where economic structural change are invoh ed. 
Further, parties to a conflict \ ill alway ha c inc mpatiblc goals. 'I he, in ompatiblc goal can be rcduc d into thr c main odological goal wealth, P \ er n I pre tige, \ 'cbcr (1 47 . ·1 h~; idcntili ation of wh·1t th nd rc m p liti 1 c nfli t will ilit·1t the tchicvcm nt l ~.: mfii ' I 

s 



resolution. Deutsch 197 _) has identified five basic issue.s over which a conflict could arise. Th' ' includ ontrol over resources, inclinations, beliefs, values, or the t •r c tlr th~.: as o iation. On the other hand, Singer (1996) identifies the conflict l'uus '· and i, 'UCs as territory, ideology, dynastic legitimacy, religion, language, ethnici· ', elf-determination, resources, markets, dominance, equality, and reYenge. 

On their part Pfetsch and Rohloff (2000) have identified conflict issues between the states to be territory, secession, decolonization, autonomy, system of govem:,nce, national power and international power, regional predominance, resources and other salient issueE. In this study, the conflict issues have been considered as state variables and control variables. 

1.4. Conflict Categories 

Categor:zation of conflict revolves around two conflict approaches: the subjectivist and the objectivist approach. Objectivist approach looks for the origin of conflict in the social-political make-up and structure of society, and considers that the goals at stake can be thoroughly compatible. On the contrary, the ubjecti' ist point of view focuse primarily on the perceived incompatibility of goals and differences. 

ccordi1!g to Deutsch (1991), it i incompatible differences whi h give ri c to conflict. He further a. serts that it i not the objective incompatibility that is cru ·ial but r ther the perceived incompatibility. In ompatibilit ·of go, Is and intcn.: ts or 
l I l tcir l er ption s incomJ atiblc l the p 1 tic in \i put~.: is 11 th~.: 

o th p liti I 



The level of incompatibility i the most important variable that impacts the intensity of th~.: hspul and the dynamics of conflicts. When conflict appears, it d~:v l lps l'mlh r with certain dynamics and changes its course and state as its int~:n ·ity ·hangc '. Modelling conflicts in different phases has been given by lc · mer's (2003). Diez, Stetter and Albert (2004), have also considered incompatibilities between parties to a conflict and have established four levels of conflict typology, and distinguish between them as: 
1. Conflict episodes: which refers to isolated incompatibility articulation related to a particular issue; 

u. Issue conflicts: which refers to persistent incompatibility over a contested Issue; 

HI. Identity conflicts: which refers to explicit disaccord Jnd the moves of the other side are interpreted on the basis of hostile motives; 
IV. 0 ower conflict: which implies that the conmmnication of disaccord is no longer marked by demarcation from the 'other', but ubordination, and possibly extinction of the 'other'. 

On his part, Pfetsch ( 1994) categorizes conflict into latent conflict manifested conflict, cnsis, severe cri i , and war by using the compatibility critenon. Th fi ' t~g Ul further cia. sificd as non it>lcnt cont1ict (latent conflict, mani~ t ·d conflict) and violent conflict (crisi , severe crisi and wnr). 

1.4.1. on-\' iolent ~on flict 
"J ht i 

or ur . I nfli l lr y 

t'lll b put uc I withl>ut u •tc 1011 

it th n m 11 on! • n n-\'i 1 nt m th l 

7 



employed by partie. in th 'ir , tmgglc to resolve their incompatible differences 
over iuntt:~. 1 his impli . that part!cs do not use force against each other. 
Sando ' · ( Jl)t ,' d~: ·ribe · non-violent conflict as a situation in which at least two 
patti· . lll their representatives, pursue their perceived incompatible goals by 
dcL1ati 1g each other's capability d rect1y or indirectly. 
A conflict cannot be detected wi~hout existence of some visib le signs that show po itional differences or interest oppositions between two parties over a certain demand. Sometimes conditions fc r conflict exist, but the parties are not pursuing 

an open strategy to achieve their goals. In this case however, at least one party has to have positional differences a1iiculated in some form of demands, and the other party shall be aware of such demands. This presupposition of conflict has been given by Omwenga and Mwita (2010). 

Consid !ring the expressible demands, latent conflict can be defined as a stage in 
the development of a conflict whe;·e one or more parties question existing values, issues or objectives that have a public relevance. Latent conflicts therefore, must carry some identifiable and observable signs in order to be recognized and noticed 

as such and expressed as demand . On the other hand, the manife t conflict is 
defined as a phase when apprehe1.sions are present but arc articulated by ways 
below the threshold of violence. Diez, et a! (2004), have given condition· under which a latent conflict can be turned into a manifest con1ltct. 

lA.l.l.F. ampl ~of ·on-\iolcnt onflict 
hi the great l e. 1 ~ n nt u the doctrin of non-vi lien c in m I 111 tim 

dv at rnmti n ) in livi lu I thi- inl 



tool 11f social nd politi al a tinn. mce 1894 he consistently pleaded with the 
I 

colu11iul r~ •im fH· thl: removal of iniquitous curbs and disabilities from which 
I 

' ltltliau immi •tant · in Natal und Transvaal suffered. In 1906 a stage was reached in li••m.ll1i'. a itation when a new t ~chnique of fighting social and political injustice wa · introduced. This technique was called satyagraha (holding on to truth). Gandhi believed that this was the method without hatred and violence. By 1914, he hac succeeded in reaching an agreement with the South African government on the sa'yagraha approach in addressing issues that affected the Indian immigrants. Gandhi's believe in non-violence as a means of solving conflict is best illustrated in his remarks when in 1931 he said "I will not purchase my country's freedom at the cost of non-violence". Gandhi is remembered for applying his methods of non-viJlent resistance not only against foreign rule, but also against social evils. In his early life in the hostile environment of South Africa, he discovered that in an imperfect and changing word, conflicts of interests within and between countries were inevitable. His technique of satyagraha sought reconciliation through dialogue and compromi e, but if justice was denied, it provided for confrortation, but it had to be a non-violent confrontation. Ilis technique has been described as one of 'achieving social and political reform by mean· of loleran e and active goodwill coupled with firmne in one' cau e expre ·sed through n n-violence, pas i\'e resistance and non-cooperation. 
andhi' m thod have been applied in Asia, Al'ti a, A met ica, and hmop~. In uth A rica , th · Afri an ationu\ on •r (A ~ C'\11 icd on tH n-i 1 nt itation n pa 

lb rt I..utlmli m i Ill I I 



in their earlier , truggl to lib rate their people advocated for violence, but they later chang 'lltl) Hlndhi'$ methods after realising they were not achieving much. l'ltr th · nmssa ' t · of Sharpcville and until the release of Nelson Mandela, the tuaj~n· libl.!tation movement in South Africa took to guetTilla warfare. However, lhl.! armed truggle would have been much more difficult and prolonged had not tudents, industrial workers, religious leaders, youth and women's organisations joined in non-violent resistance to the racist regime on such issues as rent, consumer embargoes and bus boycotts. Thus, the lib~rators of the blacks in South Africa were not only the guerrilla fighters, but hundreds of thousands of men, women and children, shop assistants, and workers living in shanty towns who conscicusly or unconsciously adopted methods that Gandhi would have approved. Martin Luther King Jr., a Baptist minister, was inspired by Gandhi's teachings and wa; able, in the words of an American writer, to 'meld the image of Gandhi and the 1mage of the Negro preacher, and to use biblical symbols that bypassed cerebral centres and exploded in the well of the Negro psyche'. Martin Luther used and advocated for the non-violent method as a practical alternative not only to armed conflicts within a country but between countrie . A quote from his writing in his Stride Towards Freedom (1958) 'i no longe1 between violence and non-violence. It i either non-vielence or non-exi tence' illu trates hi ad' o a y for non-violent m~.:an of achieving ocial justices and equity. 
It i bcli vcd that the purpose or non- iolcnt action is to ' ithdru' ons~.:nt flom ovcrnm nt or ther uthorities th r than wrc t pow~.:r ft Hn th m. 'l h~.:t~.: n~.: it 

du .ti n hkh in tum tv 1\ um fllr m • imum 

0 



participation by eYer ' n m society. Non-violence ratses the bar for moral SUpCll( ltity of tht.: ;\ tionists in t\ C eyes of the general public--especially if the 
tlltlhl)tl ltt.:s r 'S J l nd to their sincere and open protest with violence. 

\111 · \ 1 I ·nt onO i ts arc based on trust that humans who share the consciousness that n lence i illegitimate and are taught from childhood the many subtle and creati\'r, \ ays of attaining their gcals without using violence, will rarely resort to it. To cormect two popular sayings, if "violence begets violence" then "the only way to peace, is peace itself!" Otherwise we become willing co-creators of our violence-wrecked system. As Gandhi said, "Every citizen silently, but never the less certainly, sustains the government of the day in ways of which he has no knowledge. Every citizen, therefore, renders himself responsible for every act of his government. Violence breeds violencc .. . Pure goals can never justify impure or violent action ... They say the means are after all just means. 1 would say means are after all everything. As the means, so the end ... . If we take care of the means we are bound to reach the end sooner or later". 

1.4.2. Violent Conflicts 

onfltcts enter a vio lent phase when parties go beyond eeking to attain their goals amicably. They try to contro l and destroy the oppo ing partie ·' capability to pursue their demand or goal . 

Davi ( 1973) note that the c ·i tcncc of deep fru tration of substantiv nc ds is th c enti I conlition for one no11-\'iolcnt on!lict to c ·alah.: into \'i )\cnl. )n the1r P r p liti al c nfli t analy t in licatc that violet umlli t ,11 1 H tc I l ' J hy i at dam ~m hum n 
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Violent confli t an al o be J sociatcd with nature and behavior of human beings. Bus· I t)n this interprClation, Waltz (1954) considers other causes of conllil t ln l · a a ·onscqucnce of the two factors. Other theorist view violent contli ·t fr m the structural point of view. They argue that conflicts are as a result or envir nment in which the tctors to a conflict owe their existence. This repre&ents the manner in which the society is organized and how power is shared and exercised. 

Understanding the causes of the violent conflicts will underpin the interventions to be employed in solving them. For instance, if the causes are structural in nature then the interventions should be those that target the structural institutions and capacity. On the other hand if the causes are human-nature the response to the conflict should target the changing of the human nature. 
As noted in section 1.4.1, a latent conflict is the likely situation that most slates find themselves in. For instance, Kenya had been experiencing latent conflict just up-to the post election violence f1an engulfed the country in January 2008 a[lcr the 2007 general election. This kind of conflict was identifiable considering the sporadic cases of internal conflicts and violence witnessed in the country in the years 1992 and 1997, and other ~poradic conflict episode experienced in orne parts of the country in the run-up to the general election. 

Violent conflicts can be internal conflicts, that i. , those that inv I e domestic P rti comp ting or conflicting ovct an intl ma\/d me tic i ·sue fot in lance, nflict in mali an the ~.:onlli t in, u an or c:tcrnal conllict inv )h in • tllln -d m he 1 arti r 
nni t . '1 h ntli t 
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may also be des ribc i a, intra- tate conflicts. In both categories there is the tcndct'cy or th' 't nllt ts taking a regional or even an international perspective tkp ·ndin' un th • interests involved as many other states join either party to that l'l)l\ 11 iLl. 

Yi lent conflicts are costly in all aspects and they immensely destroy ha1mony and properties where they occur. The Rwanda conflict of the period 1991-1995 is perfect example of the massive destructive nature of violent conflicts. The same scenario is replicated in the Sudanese conflict that lasted over two decades until it was settled with the signing of a comprehensive peace agreement (CPA) in 2005 in Naivasha, Kenya. 

The structural causes tend to be the major contributor of violent conflict in Africa and elsewhere. The Somalia conflict that has lasted for two decades and claimed many life and destroyed livelihood, is an example of a conflict caused by structural issues. The structural issues may manifest themselves in social , polihcal and socio-economic structures that are too weak which might be perceived to be not inclusive enough and in unequal resource di stribution , cligsor. and Muller (1987). 

In the case of resources for in lance, the resource distribution might imply scarcity or abundance. If there ourcc is scarce there is crumble for that rc ourcc and if th rc is any perceived inequality in haring it, a vi lent conflict i. like\ to cur. I lowever, in the case of, hundant resour s, the human nature sets in with 'rc dy mcmb 1 f cicty b oming m r 
•i 1 nt c nfli t will cur' hen th 
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belief that th opportunity 'O t i .1 financing these conflicts are less than benefits and rontrol the\' will )ct from the resources, Collier and Hoeffler (1998), Colli r( no; . In mo ·t cases they are convinced that by fuelling despondency, the st<tlus \UO ''ill remain and will have constant supply of armed groups to their ·ami . The easy at which resources are looted and blockage of others from ucce ing them makes it difficult and prolongs the period taken to resolve most resource-based conflicts, Ross (2003, 2004). 
In a pvlitical power perspective, violent conflicts can be perpetuated by actors who will manipulate the conflict issues to reflect on the external angle. It is through this that communities are galvanized against each other and self political­egos Cleated. This case scenario is common and grave when a society is made to belief that it is through their political chiefs that a Zero-sum-game can be turned to be a non-zero-sum-game. This was noted widely to be one of the possible causes of post-election violent con11icts in Kenya. 

Some violent conflicts like in Zimbabwe are derived from resource distributions. Land as a resource in Zimbabwe has been of great controversy and intere t. The land redistribution programs adopted by the Government of Zimbabwe have lead to violei!t unre ts and an almost total collapse of the economy. 

1.5. Exi ting ontlict Re olution 1echani m 
1 he conf1ict rc~olution mcchani m aim at using stratcgi~;s that could fa ilitate th~; exit from th le tntcti c nature of a onni t and bringing pnrti in a ·onl1i ·t l '> ard l cac ful ttlcmcnt. Burt n 1 t , ), l i her .md K hl , l t t l H h 1 
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can be used in conl1i t , ttl mcnt. Burton (1968), fronts the idea of considering human nc d. 111 • mfl1 ·t r soluti n in his human-needs theory. He views that an \;Xil'kl.r • t)l' ,1 ·onfli ·tis an indicc: tion of unsolved human-needs through security, j u ~ti · · und rc ognition as the fundamental values. These values cannot be ~up1rc cd if meaningful conflict resolution is to be achieved. 
letho1l and procedures like workshops, discussion groups, or round tables mediation, negotiations, or arbitration have been identified by Burton to convert the respective conflict into a situation acceptable for both sides. These approaches are aimed at improving communication between the conflict parties and to develop a mutual understanding so as to boost the interests of each party. In this study, a conflict resolution mechanism revolving around negotiation has been developed by considering the Ultimatum Bargaining Game Theory as discussed in chapter 5. 

1.6. Perception and Interpretation of Conflicts 
There has been a debate about whether conflict is a positive or negative social occurrence. According to Bailey (1997) functionalists perceive conflict as a hindrance, dysfunctional and generally bad. n his part, Kricsbcrg (1998) note. that conflict represent a di ruption of dependable and stable condition . The c arguments calls for avoidance, rcprc ion or elnnination approachc t conflict. ontrary to the perception of fun t"onali. t 'astro and iclson (2001) argue that onnict c n be con tructivc. 'I hi position i held by many un i onlli l L 
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Foregoing the di ffcr nt p ~r cpt ion of conflicts, it is now generally accepted that conflict has bt)th tositiv and rcgative potential Kriesberg (1998). Due to this untkr ·t 11\din 1, th · succes of conflict management is dependent on how to deal with L~ nfli t on tructivcly so as to overcome the negative outcomes that many r~ 'ult from a conflict. To achieve that, establishing and understanding the trigger factor~ (initial conditions) that lee: d to a conflict is critical. 

1.7. Mathematical Modelling of Conflict 
In the recent past, formal models and quantitative analysis have been used in explaining how strategic actors bargain in a variety of conflict settings. In any conflict be it in the political setting or international relations bargaining play a central role in understanding and solving many conflicts; Banks (1990), Bennett (1996), Huth and Todd (2002), London (2002), Powell (1987), Powell (1996). To understanding the basics of logic of bargaining in the face of conflicting intercsJ:s.._ g~me theory has played a key role in the study and modelling of conflicts. Hargreaves and Yanis (1995) describe game theory as being underpinned by three key assumptions about the parties in conflict. These assumptions are that the parties are: Instrumentally rational, Know this, and Know the rules. 

In order to model a conflict, a game theorist need to: 
I. Focu modelling on rule aud utilities deduced from a-priori knowledge f the conflict, 

n. e knowle lg of game theory, or 
iii. mbine m dcllin an I kn \ 1 l c of :me th ory. 
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According to Di it und .. k ath, ( 1999); and Hargreaves et al, (1995), Binmore ( 1990) gam tht:or · pro iJcs a way of modelling a conflict through predictions in lhl' ch 1pl 't ,1\\tlH r ·d by Johnson and Scholes pg 354. Political scientist have ~:mph) ·c i r r in ·tancc, bargaining models to analyze effects of open and closed rule · on the distributive politics of legislative appropriation to the study of war initiation and termination Baron and Ferejohn (1989), Mansfield, Helen and Ro enderff (2000). 

Most C·Jnflicts in any setting are mostly triggered by the differences in opinions and interpretation of an idea. It is therefore imperative that these differences are understood in terms of their magnitude in a conflict and taken care of before any bargaining can commence. This will give each opinion an unbiased attention since they have been appropriately assigned attention based on their contribution in a conflict. Further, theoretical studies of the bargaining problem have pointed to the importance of asymmetric information and the "reservation values" of players in distributional politics. In general, it is important to understand the effects of ubstantive variables on the bargaining process. The theoretical models tell us something about the path by which these variables may influence outcome . To fully under tand the bargaining problem, research has been conducted on the empirical relation hip between sub tantive variables of interest, such as regime type, economic interdependence, in titutional rules, lcgi lativc c mposttion, und barg ining ou tcome lc arty nd Poole (1995), Wcrn r (I 9l ). However, I eking i n c ·plicit m lei of the 1 roce that gcncrah.:s the ~;mpiri tl d \l 1, , ml ·m ut th c I] • th by ,hi h th v ri hi s infiu nc d 1.:i illn . lt 
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is oft•,n the cas that 'l tion aNi omitted variable bias plague the analysis, King, Gmy Rob ' rt and ' i in y ( 1994). In particular, Signorina (2002) demonstrates that lrad it:unal lin ·ur and atcgorical estimation techniques can lead to faulty inf ·n.: n ·c· when the strategic data generating process is ignored during ·::-;tim. \tion ignorino (1999, 2002). 

For effective bargaining, there is need to integrate theoretical models and tatist:cal methods, Signorina and Kristopher (2006). A statistical tool that support theoretical consistency, inferences about the relationship between substantive variables, the bargain struck, and the probability of bargaining failure is needed. 

In this study a statistical conflict resolution model that uses Ultimatum Bargaining Games Theory has been developed. The developed model integrates systems in a dynamic state which address the substantive variables, the bargain struck and the probability of bargaining failure or success. The model presents the relationship between the variables that affect the parties ' utilities and the outcomes of the bargaining in a strategic setting. 

1.8. Conflict Modelling in a Dynamic State 
De cribing and modell ing conflict in a dynamic state requires complex multi­players using dynamic game unlike the simple t\ o-party ann race used during the cold war, Rapoport (1960). This is due to the intcrc nne tivitics that c. ist tod Y a c for the technological an l socio-cc nomic , d an ·cmcnt . 

th m tic, I m cUing ha c ntribut d to unf: thom·1blc und t·m lin , n l thl: 
nd t I 1i r onfli t 1 r ti tion n I 1 I ut i( n. I )u to 

18 



the changing natur of the , o icly, there is a need to have dynamical systems or instruments tll'lt ·an r spond to the changes that characterize a conflict situation. Tlu.: th '\H ' r d namic systems that determines equilibrium and stability of di!T~r ·ntial ·quations in a dynamic society have been developed. The optimality path in dynamic systems which is important in modelling conflict in a dynamic late can be established using control theory discussed in section 4.2. In a conflict, various decisions by players are to be made and the rationale on the choices to be made among different options available to them is important. Game theory has been argued to be the most rational approach to this kind of situation von Neumann and Morgenstern (1944). The game theory needs also to be responsive to the dynamisms of the society and thus a new approach called dynamic games has been developed to deal with dynamic conflict situations. Other approaches like differential games, cooperative dynamic games, coalition forrnat10n and repeated prisoners' dilemma have also been used to manage conflicts Dockner, Jorgensen, van Long and Sorger (2000) and Axelrod (1997). Conflicts have also been modelled using nonlinear dynamical systems commonly used in other science fields like physics Weidlich (2000).The applications of dynamic-game models involve a number of system in a conflict environment, Olsdcr ( 1995). 

ln- itc of the exi tcncc of the e model there is till a lot to be don m the optimiz tion of the variou game ·tmtcgi s to fully sati. fy the sto ·hasti b ha io ot a confli t environment. '1 he c tabli hm nt of initi 1l conditi n u in' m th m tic 1 m del undct th • dynami 
t I iii '\li )1\ 
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meclnnism of th ntrol ariables and hence the optimization of the various strate)ries. In this stud we have developed a model for the estimation of the initial L'onditi n · ·ontrol variabh:s) presented in chapter 3. 
Th · ultimatum game theory has been used to provide a mean of establishing the cquili\ num levels for a conflict in a dynamic situation. This opens another front for dl cision making in a conflict environment with extra constraint on the demands made by the parties to the conflict. In chapter five, we have used ultimatum game theory to develop a model for conflict resolution with a constraining factor on the demands made by the parties. 

1.9. Challenges of Variables Identification in a Contlict Environment Most conflict models like Richardson's model, makes basic structural assumption. Hess (1995) notes that Lewis F. Richardson (1881- 1953), applied mathematics to understand arms race and war. His contributions to weather forecasting however failed due to the long delay time it took to give predictive values. Richardson used a set of differential equations to describe the accumulation of arms by relying on empirical data from the First World War. 
'I he c models allude that societies are tructureless entities and arc expressible by a ingle variable. Moreover, this variable might not expressly relate to a conflict. For instance, military expenditures are used as an indicator for military threat. hi crroncou in the pre cnt technological world and the c. p nditun;s infi rma:ion might not be available verifiable a.1d reliable. 

Titc ; u ari bl m nfli t omctim tc di ltcult to qu ntit tivcly. 1i 
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capture them qunntitati ·ly. For instance, Richardson's mouel abstracts "politics witho lt p ·rslH\aliti •s" , ith sla.c authorities as black boxes and decisions as 

Furth r. tn uny conflict there arc two or more parties; understanding the inh:rp1a ing variables from either side is important but in most cases this is not po sible ince some of the variables are "private information" factors. This limits the aYailable information on the parties to a conflict and might erroneously presuppose existence of a variable. 

The dynamic nature of conflict environment and changing parties to a conflict over time can significantly influence the variables during a conflict modelling. These challenges have been addressed by this study through a model for the estimation of control variables dyr.amically as presented in chapter 3. 
1.10. Problem Description 

Our concern is to model and monitor how a conflict system evolves through time [to; T]. It is important to note that at any moment the system is in some state, that is, some configuration of relationships exist between the elements ¢, 0 and I of the Y tem. The main problem i to control the system as it move through time using ODEs that can be solved u ing Laplace transformations. ontrolling the system can be achieved through the manipulation of the control variable 0 (t), o a t make the y tcm rc ponu in a parti ular way. ontrol pr blcm can be d cribed th determination of an optimal ,·ontrol input variable, 0 • (t), and the · •nth sis i ted clement hi h en mt ¢ t , u h that 
hi v . 
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To acdrcss a confli t ', t m in a dynamic state, we have developed models for the c•;timati m )r ·ontn 1 varihbles, prediction and conflict resolution using Bay 'l'i 1n th or and Ultimatum <Jame Theory. The models developed are logistic 11\\1 i ·1:-; . 

1.11. Importance of Mathematical Models 
lathe11atical models are more expressible than verbally expressed statements since the analytical approaches as .~ociated with mathematical modelling calls for a careful and keen scrutiny of the ideas or opinions. Moreover, in oral statements implied meanings may be unnoticed but in mathematical formulae there are deductions made which make it possible to notice such implications. The brevity of mathematical models makes it easier to memorize and express an idea. The brevity also may lead to speedy conclusion of a controversial issue so that truth can be found. 

Mathematical models can howeve. prevent thoughtfulness since some arc based on assumptions and strict definitions. 

1.12. Basic Assumptions for the Research 
The study was conducted under the following assumptions; 

1. 'onflicts exist over a pan of time with interplaying variables that an be dynamically modelled. 

2. Initial or boundary conditi< n · can be cstabli hcd 01 c tim ted from a n mic tate. 

3. 
nnict ani n oti. tion vhi h mph iz HI d lib 
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inform th mod lling ptocess. Thus: negotiation will be seen as the proct:.. )r pmdu · ing fundamental change in a dispate. The change may b · in th' \: ay the parti· :s understand themselves, their conflict, their r lation ·hip or their sitm,tion. Change can occur at the level of i3sues, a tor , rules, structure or context. 

4. Individuals to a conflict ·~an be modelled as individual entities or as a group. 
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Chapter Two 

LITERATURE REVIEW ... 0. Introduction to Game Theory 
arne theory can be described as the study of mathematical models of conflict and cooperation between decision makers in tradeoffs. In a conflict setting the tradeoffs are seen as the demands made by the parties to a conflict. A game in this case describes any social situation that involves two or more individuals who are called players. In a conflict the:)e players are called parties to a conflict. It is assum~d that the rules governing the interaction between the parties are well defined and their actions or strategies must lead to some outcomes. It is also assum~d that the parties in a game are rational. 

The motivation behind game theory is based on the wise saying regarding the social effort which says that "the purpose for any game is the greatest possible good for the greatest possible number". It is however important to note that what is good for one, might tum to be \:.ad for another and that the existence of a single optimi~·ation function for "goodness" is practically pos ible, but there may exist many individual and conflicting functions. Game theory there£ rc define a method for individuals to obtain a desired outcome when intelligent pp ncnts eek the arne for them. elvc . 

am in the conte. t of thi tudy i a conOi t in olving l\\'l) 01 mm dis1 utin• tion . 1 ti g men c n t ben c , rily violent 
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played on a per onal 1 l, where the weapons are words, and the tradeoffs are good orb d ~ din 1s. ln th~; r~;c,~nt past, game theorists have tried to understand ~.;on11i ·ts h • st\ld ing quantitative models. The close connection between lh~:or ·ti ·ul tati ·tics and game theory where nature takes the role of one player has been ?,iYcn by Ferguson (1968). 

Game; are generally characterized by a number of players whose interaction take certair actions under uncertain conditions, and finally recl:ive some positive or negative benefits. They can also be described as a f01mal abstraction of a social interaction where: 

1. there are two or more decision makers, called players, 
11. each player has a choice of two or more ways of acting, called actions or (pure) strategies or utilities, 

111. the outcome of the interaction depends on the strategic choices of all the players. 

Drawing from social sciences and economics, Borel (1921), Von Neumann (1928) and von Neumann and Morgenstern (1944) developed a mathematical model for dcci ion making called game theory. ash ( 1950) introduced the concept of equilibrium as a means of controlling the utilities employed by each player in the game m )del. His contribution wa aimed at modifying the utili tie in the model. 1 hrough the concept of ash' equilibrium, it was expected that each player's trategies \! ill minimize his c pcctl'd utility trad ffs against the strategic of the th r phycr. I· 11 wing 'a h' (quilibrium oncept, in 5.\.l , 111 dd that 



mmnmzcs the demand, made by a party to a conflict while maximizing the chum c :s t a · nOict , ..,solution is developed. 
S ·ll~n ll 7 monstrntcd that for many games, Nash equilibrium can at times •~.:n 'tJtc man equilibria, some may be implausible and extraordinary when c. tcn•;ivcl examined. Many im

1)rovements to Nash equilibrium were suggested by Hu anyi (1968) who introduced uncertainty modelling into game theory using Bayesian game models. The introduction of uncertainty modelling into Nash equili0rium extended the concept of game theory into incomplete information cases .1nd into other economic and social sciences, Myerson (1999). In other fields like economics, game theory has been used as a predictive tool to forecast on what is likely to happen using theoretical framework. It has enabled economists to transfer their interpretation abstracted insights on an economic concept from one context to another. 

2.1. Further Developments in Game Theory 
The restrictive assumption that th1 players in a game are aware of the tradeoff is very limiting. For instance, not all parties to a conflict arc aware of why they arc making certain demands and might not know the reservations from the other partie . Relaxing this assumption J•rovide a shift in the strategy employed in the game a described in ection 2. 7. 

clten 1975) propo c a mean of relaxing this . tratcgic and he call tl it the "trcmbl'ng hand perie lion". 'llw basic a. sumption was that "ith .1 Jla •ct lr mblin there will b om 1 crturbation on the ' me an l hen' 1 Ia in, th · 
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restrictive assumption thr ugh a shift on the limit of the equilibrium when the mistak~ probabilit: t nds to lCro. 

Fudt.:nh ·r • m I t • inc (1988) provide a means of dealing with different ·qudil rium · a to achieve relaxation on the restrictive assumption on the trade If:·. They propose an iterated deletion of weakly dominated strategies by con idcring equilibrium in games whose tradeoffs differ from those of the original game by a small amount. Their ideas were extended by Dekel and Fudenbcrg (1990) to other forms of games, where they found that iterated elimination of weakly dominated strategies will not be followed by rational players, where rationality is dependent on the tradeoff uncertainties in the game. 
Other form of games employing the behavioral game theory that model the cognitive process and psychological aspects of the player's reasoning ability have been developed. The modelling of these aspects requires additional tradeoffs which depend on the chosen strntegy. Guth (1995) has demonstrated how a behavioral theory that uses dynamic reasoning process in the ultimatum bargaining games work. lonim and Roth (1998) have investigated how ultimatum games can be used t explain the interaction between rejection frequencies and financial stakes. 

tati tical model for quantification of choice in a theoretical game etting incorporating additional tradeoff has been given by McK 1 cy and Palfr y 5). he playc in thi ctting choose strategies b sed n n.:lativ~: c. 1 c ' tl: l utility at,d 
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reflerts the play r ' nul scs of their environment as a game, taking its structure and oth r ph •~.;r:;' 111 • ntivc , into account. In this study, extension to this concept to innlmh.: '( nditi< nal probabilities on the strategic utilities on the choices has bt: ·n ·on ·id ·red. This idea is the main difference between the behavioral u · ·un plion of traditional non-cooperative and cooperative game theory, which arc unlimited and evolutionary game theory or adaptive learning models which are everely limited. 

Due to the emergence of a networked society, the presence of agents through social and economic networks is evident in recent interactions. The agents in a network may introduce external variables into a system if the agents are not localiz.:!d. Johnson and Gilles (2000) give a discussion on social distances and their consequences in a network fom1ation from an economical perspective. JacksoJt and Wolinsky (1996) have used equilibrium concept called pair-wise stability which requires agents to establish a relationship among agents themselve . It is anticipated that tt·e cumulative effect of agents in a tradeoff will be hifLd against the stability and efficiency of the network. In their arguments lability is derived from the equilibrium concept, while efficiency tries to maximize the benefit of the linkag'! established. 
Belief i another concept that ha a vital role in a game. Mertens and 'l amir have di cus d belief as a foundation for the Bayc ian formulation. 

1::. 11 i n of thi C< nccpt ha b~cn made by Aum nn and Hmndcnhut • r 1 l 5 pro i I 
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same and th omm n b 'li ls viewed as mixed strategies must be the same in cquil brium \t thi. c 1uilibrium on beliefs, a player's mixed strategy represents oth 1 pi 1 • ·rs · •\i •fs about his realized pure strategy about which he himself need 11~1( \ • un •ttain and players' beliefs determine their optimal strategies and c. ·p ted tradeoffs. In a conflict setting this mixed strategy will constitute th~ Yerall demand from groups of parties to a conflict such that if there are any fragmented small parties to a conflict they can be merged. This is quite important in reducing the conflict space. 

2.2. Rational Choice and Exchange Theory in Conflicts Rational choice and exchange 1heory has gained popularity in recent years. Sociologists in explaining this theory, borrow heavily on the work of economists and political scientists in their analyses of the ways that economic incentives and other ntaterial considerations affe< t the choices people make. Early work done on this theory was referred to as Exchange theory and has been demon trated by Coleman (1990) in his book, Foundations of Social Theory. ociologi t applying thi th!ory aim at probing the limit of rationality and on developing mathematical models of conditior needed for maintaining trust and olidarity among ·,he various members of the octety. It i through trust and olidarity that 1 artie in a conOict will forge fon anl in th·! detem1ination and settlement of a confli t. 'J he ch icc made by the partie. are derived fr m the 'ains the · aim at hi vin' and the ration lity inhcr nt to th c ·hoicc . 

2 



2.~.Game Tre 

Reasoning ab Htl '1m s r any complexity is difficult but a game tree which is a vi:mtl tbstt,t ·ti n that rdatcs all elements of a game makes the analysis process 'i.t' • n • mplc fa game tree is given in the figure 1 below. 

Figure 1: Game tree from Luce et al (19 57) 
Using the game tree analogy, it is assumed that the game progresses from the root node to a leaf node along a series of branches. Players are expected to make their selections for one branch at each node with the final outcome expected to be the value of a leaf node. The leaf n0des represent the ultimate gain from a demand 

made in a conflict. 

'I he c. ample above of the tree represents only a subset of all possible demand 
m de. c mplete tree would be prohibitively large for m t game. uu t mbin orial cxplo ·ion. I I ere, the game b gin with player 2 s 

fth an l . ·1 he prob bility of t·a h dcman·l i rcpr nte i by ,. riablc a b, 
nd c. I lh pl y r 
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between th other 1\ 'O brnn ~ 11~ , due to some limitation such as incornpkte infonnution. 1, nH.: tr ·s arc ~;imply formalism, enabling a precise analysis of •tun pn) •.r s i()l\, In a ·on!1ict S1~t-up, they will give an indication of the direction ' I ·~Htl1i ·t i. taking and possible: intervention that !flay ac<;ompuny the dema:1d3 made at each node. As the conflict evolves, different choices are made by player 2 at eac 1 leaf node. The leaf node i 3 considered. to have information vn the demands that influences the direction or th0 branching that will occur at that leaf node. 
2.4. Rules of the Game in a Conflict using the Game Tree Analogy The n.les of the game aims at formalizing the game tree and assumptions made about players. These rules are based on the following requirements: L A game tree is of finite length, where nodes represent demands anu branches potential outcomes. 

1
L A label in each node represents the player making a demand lll. A probability associated with each demand is governed by chance IV. Demands can be divided into subsets, called info1mation set , where each ·et contains demands that cannot be distinguished by the player due to lack of information (re crvalion values) 

Each node i labeled according to the demands in the informati n ct. 
vi. 

·1 he final utcome reprc cnt the terminal p int Apex) of the trc . vii. 
function called the trade ff functi n d fin s th lin ar stratcgi function r h pl y r . ... 

ll . 

ull kn 1( t' of th wlc und t1 td n I hm 



1x. Each player aimc at ptimizing their tradeoff functions. Rule (viii) i,· unr ahsti • in pra<ticc, but gives the theory a sharp bound for mod llin• I ·hI\ it 1 in the strictest scenario. ln this study, we have considered this '1.' 'll'll i 1 th publicly observable reservation values and private information for th · ~ Ia cr in a conflict when modelling conflict resolution model. 
2.5. Types of Games 

2.5.1. Zero-Sum Games The zero-sum noncooperative game is a simple syst~!ll where gain for one player is balat.ced equally by loss to another. The sum of all gains and losses is zero. More formally: 

l:gain =- 2: loss 

l:gain + 2: loss:..:: 0 
(2.1) Coopen.tion among players complicates the theory, and is outside the scope of 

this study. 

2 .5.2. Uncertainty Game 
If we view the world as completely determinate we can define probability theory as Glimt her (2003) doe . He describes a world a "the tool we u e to describe tho c portions of the environment about wh1ch we have incomplete knowledge." He furtl cr tales that "by gathe ·mg m rc infom1ation we an rcdu th un rt inty we face, and thu reduce our r lian c on pr babili ti · m f th 
' rld blt ac mplish thi at c 1 t in tim nd cncr ' •" . 

lh 

u ul ll ut th m hin 
II\ ll h th nt 1 t 



gravity, and rcfin th , measurements over repeated tli.1ls. By cluing so, you could constru ·t 1 pn babilily di tribution which increasingly reduces your lll\(; 'I i<dnt v. \~ ou approach ..;crlainly, you would always predict the same ~)\lll..'l.) 11 • '' h ·n the same priors are observed. This is called a pure strategy in a 
· m11i ·t. 

2.5.3. 'latching Pennies Game 
The g<~me of matching pennies illustrates a differenfkind of uncertainty, which is the key to understanding the dynamics of a game system. Two players place pennie·; heads- or tails-up on a table. If both pennies are placed with the same face up, pla;er 1 wins. Otherwise, player 2 wins. As discussed in uncertainly in section 2.5.2 aoove, player 1 collects data on the behavior of player 2. If he detects a pattern, he gains an advantage in the game. The collected behaviors arc the private information of the opposing player. However, unlike a simple coin flipping machine, player 2 can disrupt player 1 's pattem detection by introducing random tess in her behavior. We consider this in our model to be the constraining condition that is introduced by the use of Bayes' conditional probability. From player 2's perspective, no reduction in uncertainty hould be given to player 1. formulation of the balance between trategy and randomne i a key contribution 

of game the ry. 

In n 

2.5.4. 1 'on-Z ro- um am1 

n- \ )p rati e 
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2: gain+ I loss =I= 0 
(2.2) "l ht- 1)11t.: or 1ain ·.· hibits an exploitative condition and in a conflict setting it will b · \11 unt:1 (Hable game to be played if a con11ict resolution is to be attained. 

2. 6. ' quilibrium Points in a Game 
.\n optimal strategy in the context of game theory allows a player to maximize gains and minimize loses. The values of an optimal mixed or pure strategy are equilil_>rium points, said to form an equilibrium strategy. Following equilibrium strategy weans neither party should vary their behavior from equilibrium points unless the other changes a strategy. By straying from equilibrium points a player may obtain larger gains, but does so at the risk of larger losses. This is the kind of! cenario that characterizes warring factious in a violent conflict. Where the expectations are to gain more ut the expense of the 

other, however this position is taken with some degree of risks. Violent conflicts experts advise that, if a player take · a risk, it is then better for the opponent to also 
adopt a non-equilibrium strategy, Glimcher (2003). 
Multiple equilibrium points can co-exist, and have equal utility in zero- urn games. Jt is al o important to note that not all games have an equilibrium tratcgy, 
Lucc ct al (1957). 

2.7 . . lodelling a arne 

There a1e a number of mathematical model of game' that represent di!Tcn.:nl circum llllcc . ome of the m del 1r • used to proviuc .., 1 o uclilH\ to b~.: t~:! a 
by pJ CJ 

ther ill utiliz th • il I in orm lion t 1m l c 11 dicth.H . 



To be< blc to prcs~,;nt the mathcnul.ical model~ of game theory, we will stail by dclinint) the V'\riou · t •rtnm( logics used in game theory . 
SuppO'H: \ \.' I 'I th \ number of players ue J.cnoted by 11 and i:lwtify tht) r!-:::ycr.1 with tln int • cr · l to 11. Then we can J.enote G1e set of players by N == {1, 2 . . . . , nl. when~ represents the total number of parties iuvolved in the C\.h.nict. ln the c 1 e when 11 = 1, the game theory is called decision theory. For insta:i.ce, puzzles are examples of one-persoH games as are various sequential optimization problerr.s found in operations research. When n=O, the game is called the "zero­person ,~ames", where once an automation gets set in mot~n, it keeps going without any person making decisi( ns. In this study, we assume throughout that there ar, , at least two parties/players, that is, n ~2. For purposes of developing and illustrating the various mathematical models, we take 1l to be finite large number. 

2.7.1. Mathematical Models for the Study of Game Theory There are three main mathematical models used in the study of games theory. They include; 

a) 'I he extensive form 
' 

b) 'I he strategic form 

c The coalitional form. 

1 he mail· difference in each of the n ode\ is in the amount of detail on the play of th 
Ill built into the model. lor in tance, if t!\c gam· h ~ 11' "' l 1.! L\il !~ i ~ 

yp )f m dd k y omp m~ut li ilion ·, th 
f lh 
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other is captured. 1\o t of th movements arc random moves associated with probahilitic , of th' outcomes. 

Some a· pri~lti in!( nnation on tl c movements in the game by other players is imp~lti nt and an inf1ucncc the current game. In the case where all past inf rmati n about the movements arc known, the game is said to be of perfect infonnation. If we have a two-person games of perfect information with same set of legilimate movements from each position, the game is described to be impartial and it becomes partisan when the players do not have the same set of legitimate movements. In the context of this study, as indicated earlier these movements will be considered as the demands. It can therefore be seen that the demands made in a conflict are not static but rather dynamic in nature. 
Definition 2.1.: An extensive game with perfect infotmation consists of a) a set N (the set of players) 

b) a <>et H of sequences (the set of terminal histories) with the property that no sequence is a proper sub-history of any other sequence c) a player's function P that assigns a player to every proper subsequence of every terminal hi tory 

And itt. umes that for each playeri E N a preference relation piover the set II of tcm1inal histories exist. 

The rc triction on the set I I is necc ary for its members to be interpreted as l rminal hi toric : if . , y, z) i a tcm1inal history then (.\, ') is not a terminal hi t I)' h z m y be ch en a r (, y . \ c rei r to sub nnin I hi t ri a hi tori 



The sets of action nvnilnbl to the players when making their moves, while not explicit in th ddinition, may bc deduced from the set of terminal histories. For any histor , h. th d of actions available to P(h), the player who moves after h, is thL': ·t ll a ·tion ·a for which (h, a) is a history. 
Bog m lnaia and Jackson (20W) have provided the following definition of a coaliti,mal form of game the01y: A coalition formation game G is a pair (N, (~Ji E N) where N is a finite player set with i being a representative element, and ~i is a reflexive, complete, and transitive binary relation on 51 (N) = { S E 2 ": i E S}. 

Strict preference relation and the indifference relation are Denoted by > i and - i respectively S >iT~ [S ~iT and T! ~iS] and S-iT~ [S ~iT and T ~i Sj . In developing how conceptual frame work for our study, we have considered the case of strategic furm. Generally, any game can be described using a strategic form. In the strategic form, many of the details of the game such as position and movem1~nts are lost; the main concepts are those of a strategy and tradeoffs. In the stratcgi<: form, each player chooses a strategy from a set of possible strategies. uppo c we denote the action space of player i by A;, for i = 1, 2, ... , n to constitute the strategy set. Then, it i expected that each player con ider all the other player and their pos ible strategies, and then choose a spe ific strategy 
fr m hi 

trategy ct. 'I o avoid biasnc s, all player \ ill make such chotces u ly, the choice arc rcvc led and the game nd with ca ·h 1la ·cr 
m y inl1u n~ thl: tin l uut 

r It th. th pl . In thi tu 
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some c:mstraint on th 
the players using conditional 

,i en ins etion 3.3.1. 
Simihr. , l th Uti lit theory, traJcoffs are modelled to take numerical values ami ''""\'Ill· that each player receives a numerical tradeoff that depends on the action d1 en from the strategy sel (action space) by all the other players. w. uppose player 1 chooses a1 E A1 , player 2 chooses a2 E A2 , etc. and player 11 chooses an E An, where a 1 represents the action cho:.;en and Ai represents the action space. Then we denote the tradeoff to player j, for j = 1, 2, .. ·, n, by [j (a11 a 2 , ... , Un) and call it the tradeoff function for player}. Considering the above case the strategic form of a game is then defined by the relatiom.hips: 

a) The set, N = {1, 2, ... , n}, of players, 
b) 111e sequence, A 1, ... , An, of action space of the players, c) The sequence,f1 (a11 a 2 , .. ·,an), ... , fn (a1 , a 2 , .. ·,an) , of real-valued tJ adeoff functions of the players. 

If the su of the tradeoffs to the players is zero no matter the actions cho en by the players, such a game is said to be zero-sum. 
That i , 

Ir..o ft(nl, a'Z, ···,an) = 0, for a1 E Al> a2 E A2, ... , an E An. (2 .3) l h trategy followc i by a given patty i, depended on certain de i i ns that arc m d in t ... rm of th choic ne of the ways of making th s de isions i b ' 
u in 
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2.8. Ba. •e ian D ci ion Theory 
Baycs1un I c tsi n Th < r has been used as a fundamental statistical approach thut q 1'11\tili • lh · trad~;offs bct·vccn various decisions using probabilities and mpany ·uch decisions. lt first assumes that all probabilities are k.n m n and then tudy the cases where the probabilistic structure is not completely kn \\ r . Bayesian Decision Theory is one of the methods used to solve pattern recognition problems, when those problems arc posed in a particular way. 

2.8.1. Decision Making Process Using Bayesian Decision Theory Bayesi m decision theory requires parties' states to be represented by a probability function, with 'subjective probabilities', and parties~to be represented by a real-valued utility function. In this case the best choice is the one with highest expected utility according to the probability function. Since it is somehow difficul~ to represent a state by a single probability function, Jeffrey (1983) and van Fraassen (1990, 1995) have proposed the use of a set of probability functions to rcpr sent the states. Walley (1991) gives a imilar proposal which allows for a complete representation of the parties by a finite number of constraints. incc the parties' state ha been rcpre ented by a set of probability function , then the utility function will also con titute a set of utility function with different e peeled utiliti for a choice. o the cxpc ' tcd utility of an action i not a number, but a 
l. 

l illu •rat thi th ry con id r c of a pally \vhi h i a ·mn to b d ·li n d 
b 

un ti n r pr ntcd by th in i tor tun tim; P(A _ { if A 
0 oth .,. vi · 



and wants to trad {) [! r . 

This will b~,; uh·i h.: l li.nth r ii,l two questions: when is t1adc permissible, and when i: it 1 1til nail r ·quircd? To make a good selection consideration should be mad· lo ct ·t·tminc which choices are permissible from a set of available d "i..;i\111". Thi · ca ·e is more like a bettiug game. Consequently, for a bet lJ, a party'~ probability function P will detcm1ine a range of expected values for t9 given by ll19 , u0 1. This interval presents an imprecise probabilities aud Lhe deci icn theories which allow for imprecise belief fall into two broad categories: tructu ·ed and unstructured. Unstructured decision theories say we can determine the rel;Jive merits of {) and E by just looking at L19 , u 19 , LF. aml UtJ. Structured decisio.1 theories say we need to look at more; in particular, we need to compare the vah·es -8 and E according to particular members of P. Bayesicn decision theory therefore plays a role when there is some a-priori information about the things we are trying to classify. For example, consider a case of fruits processing industry and suppose that you didn't know anything 
about the fruits, but you knew that 80% of the fruits that the conveyer belt carried were apple , and the rest were oranges. If this i the only available infom1ati n 

that you will u e to make your deci. ion about the type of fruit u ed in the indu try. th n you would want to cl1 ify a random fruit as an apple. [he a-priori informal' n in thi ca i the probabilitic of either an appl r an rang\.: being 
n th c mvcy r b lt. 

II 
d 
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· . {apple if P(a,Jple) >?(orange) 
Frwt = . ( ) or n c rf P(apple) < P orange (2. 5) 

whcr' l'(an!lt'J i. th' p10hahility of there being an apple on the belt. 

..... 2. Deci ion Rules for Using Bayesian Decision Theory in Cases lm ol ing Two Variables 
To illu trate on the decision rules, let us consider an apple as the object with some information we will try to classify. This can only be possible.. if some probability distribution of the object's characteristics or information is !<?own. For example, we may have the probability distribution for the colour of apples, as well as that for oran_ses. 

Now, let wapp represent the state of nature where the fruit is an apple, W 0 rg represert the state where the fruit is an orange and x be the continuous random variable that represents the colom of a fruit. Then, the expression p(xfwavv) represents the density function for x given that the state of nature is an apple. In a typical problem, we would know the conditional densities p(xfwD for i either an apple or an orange. We would al·o know the prior probabilities p(wavv) and P( W 0 ,-9 ) " hich represent simply the total number of apple· ver us range that arc on the conveyer belt. What ' c arc looking for is some formula that will ut the probability of a fruit being an apple r an orang giv n that we rtain colour :. If we u h a probabilit th n lot nne 1i\ en 
uld d' i y th ftuit t • ·om1 ·nin, th th t n h 
ur '( r u th 11 babilit tlnt n h l u h 



color. If it were more 1 r b. bl that an apple had such a colour, the fruit would be classi Ji d 'ls an '11 k Usin , Bayc's formula, we can represent the problem as; 

P(xfwt) P(wt)fP(x) 
(2. 6) 

·-
\\ h~l lhi means is that using our a-priori information, we can calculate the po ·terion probability of the state of nature being in state w i given that the feature value x has been measured. This analogy will apply in the cases when determining 

the control variables in a conflict environment. 
o if ~'ou observe a certain x for a random fruit on the conveyer belt, then by calculatingP(wapp/x) and P(worg/x) we would be inclined to decide that the fruit was an apple if the first value were greater than the second one. Similarly, if P( Worg/X) is greater, we would decide that the fruit was most likely an orange. Therefore, Baye 's Decision Rule can be stated as: 

D . . {Wapp if P(wap p/x) > P(w0 r9fx) 
ectswn == 

Worg if P( W0 rg / X) > P( Wapp / X) ' (2 . 7) mce P(x) occur on both sides of the comparison, the rule is equivalent to 
aying: 

Decision= fwapp if P(xfwapp)P(wapp) > P(xfworg)P(worg) l Worg if P(x,'W0 r0)P( Worg) > P(xfwapp)P(wapp) ' (
2

. ) 
·1 he pr hability that an error can be made in the J cisi n 1. g1v n by; 
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over dl possible mea ur m nts. This can be calculated using Baye's Law of total Proba1)t\itics, whi -h impli~s that 

(2. 10) 

2.8.2.1. Generalization of the Bayesian Decision Theory to Include 1 lore Variables: 

In a more general case, there are several different features that we measure, so instead of x we have a feature vector x in ~d for d different features. "'0/e also allow for more than 2 possible states of nature, where w 1 ... We represent the c state~ of nature. Baye's formula can be computed in the same way as: 

P( ·I ) = P(xlwt)P(wL) wt x P(x) ' 
(2. 1 J) fori =: 1 ... c. 

But no·.v P(x) cau be calculated u~:ing the Law ofTotal Probabilities so that P(x) = Lf=1 P(xlwa P(wa (2. 12) 

As bef0rc, if we measure feature vector x, we want to classify an object into class i if P(wdx) is the maximum of all the probability densities fori= 1 ... c. Thi 1s the ame as the Baye's deci ion rule for the 2 category case in ection 2 .. 2. 
2.9. tility Theory 

mctime deci ions can be made by individual or groups, under certainty, risk, 
r un c. inty. 

i ion made in c rtainty h · y. ha a known oat llll to the m cr. ri ky 

kn l ' n 
pr ihti vith m 

b Ui•t , n t 111 



An uncertain de i ion invo\ cs potentially unknown outcomes and definitely unknown probabiliti s. l'h' distinction between individual and group is somewhat artiflci I, "" 1 •r HlJ ·an behave a.> a collective individual. As thi::; is not always lh~o: ras(. su ·h a distinction gives the model flexibility. 
\Vh ·n making de~i ions, some quantities are usually maximized or minimized. Under :ertainty, this reduces to a system of constraints, solvable by linear progran.ming. More interesting is what happens under uncertainty or risk. Vhth risk, wt know the probabilities p1 , ···, Pnand can first approach the optimization problent using the expected value given by: 

(2. 13) This e ;sentially gives a weighted sum of values prnduced by e&ch outcome x 11 · · · , Xn. However, there is a problem with using the umnodifted expecte.l value. For instance, considering a case of a wager on a coin ilip, where the winner is paid a million dollars by the loser. This may be a reasonab1e bet for a multi-millionaire, but could bankrupt anyone else and as ~uch will be a risky undertahng. 

It is con1monly accepted that there is a non-linearity in an individual's preference for a ' <:gcr's outcome. The tran ilion from one million dollars to zero is more dramatit than one hundred million to ninety-nine million. Alternatively, a million d Hat nean much more to a pcnn.le individual than to a multi-millionair~;. We lher fon need a function ' hich tran orm the ra' value of :..n outc 1:1~ :;l.\.h ~•:-. 
mcthin rcpr nting an in ivi lua\' Jtclct ·n ml tbility 



This I"•rcfcrcncc i call d th~ utility, and a function transforming an outcome to a prcfcr,:ncc is ·t uti lit , run ' lion. This function has certain formal consistency rcquitun~:nts pn 1 os~d by Von 

N ~:um mn und \orgcnstcm ( 1944): 
t. n two outcomes must b ~ comparable in terms of preference n. Preferences are transitive that is if A > B and B > C, then A > C lll. , A wager whose outcome is another wager (said to be compound) can be probabilistically separated into individual wagers. tv. If a person is indifferent towards two wagers, they are interchangeable in a compound wager. 

v. If two wagers share identical preferred outcomes, the wager with a higher probability of occurring is prefened. 
Vt. lf there exist outcomes A, B, C where A > B and B > C, a wager exists involving A and C where a player is indifferent to B. This fm malism simply says that to determine preference, the value of an outcome 

needs to be scaled by its' net worth to an individual. Any pair of outcomes can be numerically compared in tenns of utility. In fact, there exist a linear tran fonnation au+b between outcCime ·, where u i the first outcome's utility and 
a, b are l'On tants. 

lt i im rtant to keep in mind that an outcome ha. a larger utility be ausc it is 
prcferrc nd n t vice er.,a. 

\l li\\ i to un 
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2. 10. Mathematical ontributions to Conflict Modelling Bowen and 1 · au 'ht 199 )), gives a review of Lanchester's equations which were 1,non • th • arli r mathcmaiical modelling of conflict by Taylor (1983a). lbt:rts und 1\a '" (2003), indicates that the modelling equations should take into 

I 

1.: nside1ati n the emergent behaviour of self-organising future forces in conflict. To illu trate the mathematical contribution to conflict, we consider a two-sided 
-~ 

conflict between Red and Blue patties in which each side uses "aimed fire" to attack the other side Taylor (1983b). Principally, we assume that; 1. each unit on each side is within weapon range of all units on the other side; 

11. units on each side are identical but the units on one side may have a different kill rate to the units on the opposing side; 
111. each firing unit is sufficiently well-aware of the location and condition of all enemy units so that when a target is killed, fire may be immediately shifted to a new target; 

tv. n"'w target is randomly chosen from the surviving targets. 

'l hen at time t, and considering the small increment of time between t and t +ot the number of Blue casualties ob(t) i given by the number of remaining Red units time the number of targets they k1ll, that i , r(t)krot, where kr i, the effectn nc f ing e Re unit engagement and r t)ot is a measur or the number of su ·h 
w hav the relation hip dlldt = kr 1 t). B · s ·mmctr · 

h imil r 1 

ttrition of R ll units namd , 



lienee, dividing one equation by I •1C other we have db/dr = krrfk11 1J. lntcgr ting both id~!> l fthis equation, and using the initial values r0 and b0 for the numh r of 1 I and Blue units at the start of the conflict, we have the following 

(2. 14) ow ·uppose we define the non-dimensional variables x = 1- T /r0 andy = b/bo. We also define the non-dimensional "Lanchester number:" L = krrJ flcubl and it 1s referred to as a "similarity parameter," by which we mean that ballles with th1! same value of L will evoh·e in a similar way. From t] e expression (2.14) above 'Ve have 

Thus, 

kbb~ { 2 f( r) 2 (r) ( r)} 
krrJ 1 - Y } = L 1 - ro + 2 ro 1 - ro t 

or 

L- 1
(1 ~y 2) = x 2 + 2(1- x)x = ~(2- x), 

(1 - Y
2

' = Lx(2- x), 

from' hich it follows that 

fi t-o· r · f 1 c pan 1011 t 1 e 1 rc ion (2.1 ) i of the torm Y:: 1 - l (1 - i) :: 1 - lx 
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(2. 15) 

(2. 16) 

(2. 17) 

(2 \8 

2. 19 



The relation hip y = 1- l.x rrc, ponds to Lanehcster's linecr law Taylor (1983b) . Thu, \\ e cun ·ce that ' h n · thl· proportion of red units destroyed, is small, the lim:ur md s pt.H IJ'> rdationships evolve in the same way, and then diverge as lh · tH nlin ar terms grow larger. This example demons:rates how a violent conl1id like war can be modelled ;)r described using mathematical expressions. 
2.10. 1. Laplace Transforms 

Theorem 2.1. (Differentiation Theorem): The differentiation theorem for Laplac·~ transforms states that: 

x(t) ~~ sX(s)- x(O), 

(2. 20) where :':(t) " :t x(t), andx(t) is any differentiable function that approaches zero as t goes to infinity. In operator notation, 
L5 {i:} = sX(s)- x(O). 

Proof 

This follows immediately from integration by parts: 
Ls{i:} -~ J

0

00 

X (t)e-stdt, 

""'X(t)e-stlg>- J
0

00 
x(t) ( -s)e-stdt, 

:;=sX(s) - x(O). 

m x(oo) = 0 by umption. 

(2. 21) 

(2. 22) 

to ( n rt tilkt nti l lll'ltion into 
l \' . 



Corolhry: Integr tion Theor 111 (Smith (2007)) L { rt ( )d x(.) s Jo X T T = -.-. 
(2. 23) 'l hus, , 1 • • • · ·h · tim · ch.~ twattvcs correspond to successively hi:;her powers d:;, md ~u~ · t\ intcgtal with rcspC'cllo time correspond to successively higher p )\\Cl" f lf 

Theorem 2.2. (Initial value theorem Franklin et al 1993, pg 1.05.): The continu )U time form of the initial value of the function f(t) given by: ~~0 f(t) = ;~~sF(s) can be determined from its Laplace transform as; 

(2.24) 
Proof 

By the definition of the Laplace transform 

(2.25) 

on idcr when S ---7 oo and rewrite as· 
' 

(2.26) ·m the limit of C(lU tion ( 1) after ub tilut ing cquati n (2 ,, s oo w l: ' lim 
. ( o l F() - f(o-)] = lim [ J t df(t) -dt cit -dt I -'df(t) l 

dt (2.i ., , 
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1 

term on the light han I 'ide approaches 0 (zero) because e-st -> 0 when 

...... 00. 'J h ll \\ . " ·t; 

(2.29) 

Or 

lim F( ) == f(O+) s--.ao S S • . 

(2.30) 

0 



2.1 0.1.1. pplicntion of Difft.•rcntiation theorem 
Sin •h t.:l ,II ( l)) ) hav tlsed the method of Laplace transfom1 by converting hnuml11 ' 'ul11 problem into initial value problem. They note that through I .tpl.t ·c tt,m ·form the difficulties encountered in solving a differential equation by applying boundary conditions for a particular problem are overcome. They con idered equation of motion given by; 

(2.31) 
Taking Laplace transform of the equation (2.31), we have; 

Or 

Or 

Or 

(2. 32) Let 

1 hen e uati n 2.32) b comes 

1 



Using partial fractions Wl: p,~t 

(2. 34) 

GiYing 

Putting values ofE, F, and G from above in equation (2.34) we get; 

Ps 

(2. 35) 

Now, taking inverse Laplace transform of (2.35) we get; 

p 
L 

p 
Qx = M 2 + l1 cosh My+~ sinh My- M

2 cosh My 
(2. 36) 

Using boundary condition qx = 0 when y = ±1 we get from (2.36) 

When ]=l 

0 = :,2 + 11 cosh M +~sinh M- ,_~2 cosh M 
(2. 37) 

n when y=-l we have 

p 
0 = M'i '1 co h(- 1) ~sinh(- ) -.!...co h(- f) f 

Af2 

r 



0 = MP' + /1 co·h t -i sinh M --!_ cosh M 
• 

M M2 
(2. 38) 

Snlvin • () . '7 .lllcl (2. 8) we get 

p p l 1 = - - and l2 = 0 12 12 cosh M 

Putting values of l1 and l2 from above in equation (2.38) we get 

_ .!.._ {l _ cosh My} qx- M 2 coshM 
(2. 39) 

which is the solution of differential equation. 
In our study we will use the differentiation theorem for Laplace transformations to be able to solve conflict situations that are expressible using differential equations with initial conditions. This is because differentiation theorem can be used to convert differential equations into algebraic equations, which are easier to solve. 

Summary of the chapter 

The Game Theory that studies the dynamics of a group of player who repeatedly play a game and adjust their behavior (strategies) over time as a re ult of their e.·perience (through e.g. reinforcement, imitation, or belief updating) ha been u ed a the theoretical frumc\ ork of this study. The mathematical rcpres~;ntation nfli t ha been given by u ing the Bayesian 1c isk n thcnry. A rcvit.:w of di crenti ti n th r m fl r I pl 
tm\tion\hihi ht b nu lin l •in th 

b n 1\' n. 



l 'lTlAL 

1.0. lntrodu lion 

hapter Three 

NDITIONS ESTIMATION IN A CONFLICT 

Initial' ndition arc all the factor:-; that will instantiate any conflict. In a conflict 
'ctting, initial conditions constitute the critical component in the determination of 

the natL'rc and characteristics of a conflict. These factors vary from one conflict 
environment to another and from time to time. Th~ cslimution and/or 
e \ablishment of these initial conditions should therefore Lake into consideration 
the state and the time. 

In this chapter, the dynamic time varying model for estimating initial conditions 
(control variables) which play a ~;igniftcanl role in modelling and the success ol' 
conflict resolution estimated using a logistic probability model is presented. The 
model uses the a-priori conditions to estimate the posterior conditions in a 
dynamic state. The concept of conditional Bayesian rule has been used iu the 
development of the model in order to obtain the posterior conditions rrom the a-
priori renditions. 

ll1e development of the initial con \ilion estimation model has been driven by 
tr ng csirc for the application f formal models and quantitative analysi' 

le hniqu in explaining how stmtcgi a tors bargain in u aridy \)r con\1\ct f m d 1-ba d c tint.\lot i inctca in 'lY b 01ning popular lh r icnti t in de \lin •ith ntH l situlh n . ·1 h 



models to a great extent r \y n fumlamcntal or empirical models that are frequently described b IS •s tem ' or diffcrcntial 'cquations. For instant:l), in th, 1nttti <\l sctt ing or international relations, bargaining theory pluy~ : lj ·ntmlt 1 · in :ol ing many conflicts and thus the masterly of the concept or barg,·ining is Yery important, Banks (1990)i Hu1J.1 and Todd (2002), London ( .... 00~). Powell (1987, 1996), Omwcnga (2010). 
The basics of logic of bargaining in the face of conflicting interests arc best explained and presented by Game theory. Political scientist for instance, have employed bargaining models base·i on the Game theory to analyze effects of open and closed rules on the distributive politics of legislative appropriation to the study of war initiation and tennination, Baron and Fcrejohn, (1989); Mansfield ct al. (2000). 

In developing the model for the estimation of initial conditions, we considered that most conflicts are generally t1iggered by the differences in opinions and interpretation of an idea Omwenga (20 1 0). We further considered that these differences in opinions have interplaying factors that can be categorized into two broad distinct variables, that is, control variables and state variables. ontrol variable arc the most critical factors to any conflict. According to Omwenga (2010), the control variable arc rcpr~;scntcd as privat information values. 1 hcse variables arc considered ub tanti c mcc, they directly inllucnc m ividual/ roup dcmund m,d in n cont1ict nvimnmcnt. lotc 1v 1, 
un 

ying factor in, confli .l i very imr )tl mt in olvin' th 
c nflt t 1 modcllin ny nflict. In th li tih lh l lh 

Ill l 



known, a reliable mod I thnt u:c:-> the a-priori conditions or belief can be used to predict them. 

A con11ict ·it\1 tlilm ·an th~rdorc be modelled . by integrating the control and state vut iubks inll stati tical and numerical models of the system dynamics. The rundat•H.:ntal r empirical models that are frequently described by systems of DE have been used to descril·c a conflict situation, Signorina (1999, 2002). The e ·y tems of ODEs can be used to predict the future dynamics of the conl1ict, provided that the initial conditions (states) of the conflict arc known. An account on the modelling of a conflict from the perspective of social welfare theory and social rhoice theory has been given by Gordon (2007). 
The m<.,del we present for the estimation of initial conditions in this study is based on the state dynamics that can be represented using ordinary differential equations. The initial conditions estimated are integrated into the exponential dynamic models to predict on the future trends of a conflict. A method Cor the estimat:on of the initial conditions (initial control conditions) in a dynamic stale system is given in section 3.3. 

What follows is a brief description of the linear and exponential dynamic systcn; model where the C$timatcd initial condition can be integrated to rorm a predictive mo lcl for modelling a conl1ict in a dynamic state. 

3.1. Ordinary Diff nntial Equation lod l~ ODF) · ). \ Linear lodcl: 
Ill ti n 1. ' a c nm ituat i n/o1 Cll\'lll)tllllcllt i h st d ct ihcd 

,\II urr nt ' rld hi h i 
d ith '' t \ n m1 m; ' 



conflict is best de, crib d \Ling a dynamit:al system. In the dynamic system which uses rontinuou- timt: rorn1\llatic n, it is assumed that the absolute change with respe( t to ttm · t)l' th · : ries is equal to a constant, that is, the average change is ronstant ovct a period of time. Jlcnce, the system dynamics can be represented using ,1 I in ar model given by; 

dy 
dt = 0, y(O) = e, 

(3. 1) 

where e is the initial condition of the series. 

Using Laplace transform the general solution to equation (3.1) is given by; 
L[y'] = L[0], 

where L represents Laplace's transformation. 

From (3. 2) we get 

[sy- y(O)] - 0L[l], 

Or 

- e 0 sy- = -, 
s 

Y=8 0 

s 

r 

Y=-

7 

(3. 2) 

(3. 3) 



Then,. applying inver c l .npln t.: I ·anslorm, we get, 

(3. 5) 

By applying the initial conditions on equation (3.5) we get 

y = () + (/Jt, 

(3. 6) 
which is the linear model in time. Thus, we can v1ew the estimation of the parameters in (3 .1) as fitting the solution (3. 6) to a discrete data set. 

b). Exponential Model: Similarly a conflict situation can be modelled using an exponential model l1l a dynamic system represented by; 

dy 
dt = (/Jy, 

y(O) = 8, 
(3. 7) where ¢is representative for exponential growth rate of a conflict and y is a reducing factor depending on environmental factors. 

Due to the in-determini tic nature of the environmental factor , y might remain mi ing. To overcome thi , " e modify the m del to include logistic mode\ that take care of the environmental dynamic . 1 he new c. poncntial m del n , b m · , 

dy 
-= 0y 1 dt 

y 

Yt 

1 I th th 
men . 



To solve (3.8), we r writ th 'qnntion into the form 
dy 

dt 

' whi ·his ,1 H 'ttH ulli ~quation. 

Dividin~ 3. b y 1 gives; 

- -2 dy + (/J -1 = (~) y dt y Yt ' 

(3. 9) 

(3. 10) 
ince letting u(y) = y 1-a converts the non-linear Bernoulli into tst order linear 

system, we let; u = y 1-a = y- 1 (since a=2 for the case above). 
From the above relationship, we have, 

u(t) = ~ , 
y 

whose differentiation yields 

du _ _ 2 dy dt- -y dt 

ubstit tting (3 .11) in (3. 1 0), we get 
du 0 -+0u=­dt y/ 

Equati n (3.12) is the fir t order linear 

olve equation (3.12), we get 

L l:: + 0u 1 = L [:J 
h m .13 we get 

[ fi- u(O)] 

r 

11t, - 0 \l.IU =­
Yt 

(3. II) 

(3. 12) 

DE. Applying Laplace tran ·formation to 

(3 . L\) 



(s + O)il- u(O) =- , 
)'t· 

(30 14) 
1 But ufo) , hen t.:" r·\ ritL:(3ol4) as; (} 

I - I (o; + 0 u -- =-
f1 Yt 

(3.15) 
Or 

(s + O)u = ~ + ~, 
YtS () 

(3 0 16) 
Then, 

- 0 1 u = + I YtS(s+0) 8(s+0) 
(3 0 17) 

Or 

- - 0 [ 1 1 1 [ 1 1 u - Yt s(s+0) + e (s+0) I 
0 

(3 0 18) 
Or 

--0[1 1 1 1[ 1 1 u - )·~ Q)s - 0(s+0) + e (s+0) 
(3. 19) 

Further implification gives, 

- 1 [1 1 1 1 [ l 1 U = Yt ; - (s+0) + e (s-t 0) ' 
(3 0 20) 

aking inver c Laplace's tran formation on equation (3020), gives, 
u - L- t L- 1 + 1 L- 1 

1 l {} { '1 [ { ) - ~ ; - (s+CJ 0 (s+0)} ' (3. 2 \ ) 
r 

0 



Or 

1 ot r 2_ u =--e l Yt . r (3. 23) 

1l -
Yt 

Or 

- t lO-yt 1, 
Yt8 J 

(3. 24) 

(3. 25) 

Since, u(t) = l_, => y(t) = l_, we can write the general solution equation (3.25) as; 
y u 

(3. 26) 
when r=O, y(O) is the initial conditions andy, is the threshold condition for the occurrence of a conflict at time t. 

3.2. Dynamic Representation of the ystem Model A discu cd in ection 3.1, above, purely l mcar and exponential function of tunc an be u cd for the estimation of the trend of the conl1tct as a solution to theit corre pl nding time dynamics cqt ations, i.e., equation. used to describe how tcm change or c o\vc o cr tim·. ' l hi i impmtant be au e unlet tamlin • the 

th lin • t ity a um1 ti n in ., ilu ti n 1i nfii l 

II 

1 



nonlit car dynamic syst m-. n:llyti a\ solutions of these systems are in general unattainable for some rc.'latt\ ly more complicated dynamics and the only method of ~.:stimution 1\h\\ l th' d namic approach. 
In stuti · · 'Sl •m, the initial data point is used as the initial condition of the dilTcn:nlial equation, while in the dynamic option; the initial condition(s) is c ·timated a an additional parameter. The nice thing about this procedure is that the dynamics are written as they occur in the model equations. It is very important to und·:!rstand the difference between the static and dynamic options when fitting dynamic models to data. 

The model we have developed can be used for the estimation of the initial conditi )ns for both static and dynamic systems. 

3.3. Model for theE stimation of Initial Conditions 
As indi:ated in section 3.1, control variables are crucial in m)delling any conOict. These LOntrol variables as indicated earlier can be any private information tlmt is relevant to the party's decision nuking in a conflict environment. In most ca e the control variable are hidden or reserved from the other parties to the con!lict. uppo c we denote the pri ale infom1ation by C 1 (where i= 1 ... N, are part1es to tlr COI!Jlict}, the ·e reserved infon ation u ua\ly will lead to a con!lict m op1111011 ince th y rc ba ed on per onal con idcrations and belief. As a consl;qucnce or nflict f pinion, a l;on!lict talc de cribcd by the c diver ,cnt 01 inions is cl hi onflict tate ch mctcrizcd h initial l' nditi m (nmtwl rhi h mu t b 

ny nflict. 

d nd qu ntili 

2 



The eBtimation of the initial , )t1llition in a conOict situation can be compared to the e~ timation of typt.!s in a B yes ian game theory. In this study, the control variables are 1\lt) 1 •II ·d h ·onstitute the following components: 
I. I) ·mand to the thcr pa1 tics. 

2. Demand from the other parties. 

The two components are considered as the conditioning variables to a probability of one another. Assuming that a conflict is most likely to arise if the demands from one party are not met by the other party and these demands are private inform:ition, these demands can be uefined by Baye's probability distribution described in section 2.8. 

Now, ~ uppose the initial conditions are the state set,B, (current demands), they can be represented by: 

(3. 27) 
where N is the total number of pat ties to a conflict, X is the state vector 0 is the > I state of the system at i. 

Initially, the state is assigned a-priori belief P(O) which rcOccts existing 
knowledge about the conOict tate. A the system evolves, ome new pt ivate information and data say D will become available. I'o estimate these ne\ utcom · , the available beliefs can he updated using the Bayc' rule '"lm:h states th t; 

. 2,) 



From equation (3. 2 ) an w S'l uCinitial conditions can be obtained for a con11ict 
state. Sine , th . s t or initial conditions arc dcpenJ.ent on the a-priori 
condition~. • ll <l • ml itioning is r~quired so as to limit and provide constraints on 
the dt·mam.b at the same t1me provide dyna!llism to the model. This can be 
achim cd b , using the concept of ultimatum game theory discussed in section 
3 .. 1 hdO\ . 

3.3.1. Constraining the Initial Condition Estimation Model 
Suppo ;e in a conflict the first party has made an offer y based on the state set 0 
given by (3 .27), then the second patty will chose between the offer and her 
reservation value given by R2 + f 2 where R 2 is public information for the second 
party a.1d f 2 is the private or reserved information for the second party. Then the 
equilib; ium and hence settlement of a con11ict can be achieved if the second party 
will play the cut-point strategy given by: 

if Y ~ R 2 + f 2 

ij y< R 2+C2 (3. 29) 

From a negotiation stand point, th fi r t party does not observe e
2 but 111u t assess 

the probability that the second party wi ll accept or reje t hi offer, , here; 
Pr( accept I y) = Pr( y ~ R 2 e 2 ) 

= Pr( e 2 ~ • - R 2 ) 

(3 . 30) = I· t z ( ' - R 2 ) 

on i ring the optimiz: tion p10blcm for the first p. rl • 'ivcn th ccond patt •' s 
t y 3. 0 then the p l utility r th fi t 1 .u y i : 

,) 
. I 



By tht.! first order con iition (F. . ) and the log-concavity of.fe
2

, the first party's 
optimal offer i, the \11111\1' * tllnl implicitly solves 

(3. 32) 

However. 0::; i ::; Q. and sometimes y* will be outside the feasible set. We can 
then hO\: that an end-point (0 or Q*) is optimal and in any perfect Bayesian 
equilil rium (PBE), the first party will have the strategy: 

(3. 33) 

Taking variables ok' k E {o,y,l} such that Oo = 1 if y = 0, ov = 1 if 0 < y < o· and 

01 = 1 if y = Q • that is, a censored model with a "latent" best offer in the constraint 
et. Othenvise there is the best feasible offer, at, a boundary point. 

1 aking the second party's acceptance a c5"ccc"' = 1 if he accepted the o!Tcr and 
8n PI = 0 if he rejected the offer and as uming we have data on both parttcs 

action (i.e., y and oo«rpl ) from the state set, 0, then the hkchhood ,. ould be 

" 
I. = n Pr&,· < 0 .Pr(y· = ' , . 1- p, ,· < Q" )) I X Pt(ac cpt) •. . p, /'t:icct)' '•• 

, ... 

( . 



Equation (3.34) i bcgg don !he existing control variables inO. It gives the log-
likelihood functton r r 0\ll data in terms or distributions already derived, which 
arc functions )r r 

U~ing ·quatinn 4), the Likelihood, P(D I 0), which is a measure of the 
probability of ecing particular realization of the state 0, can therefore be 
e timatcd. v here y =ultimatum offer from the first party to the con11ict, Q• 
=upper bound of the contested prize, 8; =actions, CY; : f; --) A; , i = {1, 2}, where 
A' defines the action set for the i1

h party. 

Since, party 1 is making the ultimatum offer, A 1 ={y: y E [0; Q"]}, the second 
patty is then left to accept or reject the offer, so A 2 = {accept; reject}. 
Pr (accept 1 y ) = 1\ (y - z r ) 

(3. 35) 
Suppofe the public portion of tte parties' reservation values are R

1 
= {JX and 

R2 = rZ , where X and Z are sets of substantive regressors. 

Then for party 1, logistic distribution of/ implies that 

y = Q • - {J X - e 1 - A y yZ 
A. - yZ (3. 3(>) 

' hich · the optimal offer, whc re A(.) is the logit cumu\at1ve distribution 
functiOI c.d.l) and A.(.)is the logit probability density function (p.d.l). ~olving . 

r y give 

• - {J)( - l - } - (J) > Q • - p X - yZ - 1 - I 

. 7 



where OJ is Lamb rt's rv, whi ·h solves transcendental functions of the form 
z r.ve" for w. I uml ~.:.rl's w is useful here because it is known to have nice 
propcrtit.:s . i'irsl. 1 ~m\ •tt's (V is single valued on R,. Second, OJ•s first and second 
<.krivutivt:s , ist and arc well behaved, making it easy to show that y* is a 
mono I ni function of e 1 and allowing for the derivation of the probability density 
function for equilibrium offers. 

From (3.28), the new initial conditions estimates of G m a dynamic system 
estimated as posteriors can then be given by: 

8* LP(8) 

(3. 38) 
f P(D/8)P(8)d8 

where J p(D 1 B)p(B)dB is used to ensure that the values of P(D I 0) sum up to 

one and thus define a proper probability distribution, L is the constrained log-
likelihcod given by equation (3.34) and 8 is the a-priori conditions. 

3.4. Application of the Model to an Armed Conflict 
We examine the application of the model in the estimation of initial conditions in 
an anncd conflict situation. Modelling the initial conditions in this situ:llion can 
be contparcd to the modelling of the ri k related to the previous conllict 

Iemen inc, Dirk and Francoi (2008). 

1t i believed that countries that ha\'c c.·pcricnccd an armed con!1ict arc m rc 
prone !11 an ther conflid in the future an I thu th ir risk levels of ,

1n armed 
c nOict rc high. We ha c I velop a m lei th t stimutc th initial condition. hi h 11 th 1 int r t th urr Ill ri 
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state control variables. The estimates of the initial conditions can be used to make 
prediction for the futur tr nds or a conllict in a dynamic state system. 

Assur1ing thut .111 '(Hitltri s in the world are a universal set \f' and the countries 
that u · ~.: likdy t be in a conflict arc its subset denoted by Q•. Our concern is on 

th~: 'ub ·et whi h can be described as the "prize". A country becomes an element 

(mcmoer) of Q. if it has experienced an armed conflict at any time in the period 

of interest. The set Q• is described as a semj-open space since it allows 
individuals to become members but does not allow them to get out. 

We can therefore define an indicator variable X,c, such that 

X - {0 IC -

1 

Thus, 

if c is not in conflict in year t 
if c is is in conflict in year t 

The total number of ~ountries in a conflict in year t is.: 

II 

St=LXrc 
c=l 

(3. 39) 

(3. 40) 

The number of countries that are at conflict in year t and have experienced at least 
one am1cd conflict in the pa t i 

" ---., 
111, • •-J ,.,\ rc if X rc = l and y < t I X >c = l I 

1l1c number of countric · that ha,·c c. ·pcricnccd an armcti conlli t bdt)rc 

( . 41) 

Y 1 t, th y ar not , l conflict in yo,;ar /, but arc H.:pm tc I to hwc c p rknccd 
n th r c nfli t later i : 



II 

z, =l:X,c+l if X,,= and y<t,j>tiXyc =l,X1c =1 (3. 42) ' I 

The numbl;r or '(llllltrics at conflict in year I that arc reported to be still at conflict 
ut an lat ·r 1 en d 1 : 

,. -
I 

II 

C=l 

X tc if X tc = 1 and 3 y > t I X yc = 1 

The tctal of armed conflicts in a country which is subset of Q• is: 

(3.43) 

(3. 44) 

The probability, P(D I B)), given by equation( 3.34) that an armed conflict is 

likely to occur given that a country is a member of Q• in t can be estimated by: 

( m r PDIB))=L= 11 

m
1 r1 + s,z 1 (3. 45) 

And the prio1 belief P(B) can be btained as: 

P c e ) a c 

(3. 46) st 

Using the data set m appendix A extracted rrom PRl /Upp ala onllict Data 
Project, obtained from Jzup:l/w.vw.prio.nolcwp!Armccl onfhct and e ·timated 

value by equation (3.45) and (3.46), our estimated initial contliti 11 0, for the 
ariou conflict ituations in the arious countries in the year 2000, 2003 and 

2 c~ 1 be c timatc u 111 tuat n ( . . ' I he · estimate an.: hown in tab\ 1 

9 



Table1: Estimated initial conditions as posterior 

Country 2000 Country 2003 Country 2004 ,--
No of No. of No. of conflict conflict 

1\ conflict 1\ 

0 s 0 s () s 0.6 0.6 0.7 
India 

8 8 India 9 7 India 4 6 
0.6 0.6 0.6 Nepal 0 1 Nepal 0 1 Nepal 7 1 
0.5 0.3 0.5 DRC 0 1 DRC 4 - DRC 6 -..... 

Colombi 0.6 Colombi 0.6 Colombi 0.7 a 8 1 a 8 1 a 4 1 
0.1 0.1 0.1 Peru 4 0 Peru 4 0 Peru 8 0 

~ 

0.4 0.4 0.5 Pakistan 9 1 Pakistan 9 1 Pakistan 6 2 
0.6 0.6 

0.7 Ethiopia 8 3 Ethiopia 9 2 Ethiopia 4 2 
0.6 0.6 

0.7 Turkey 8 1 Turkey 9 1 Turkey 4 1 lndonesi 0.5 lndonesi 0.5 lndonesi 0.5 a 5 1 a 5 1 a 2 1 
0.2 0.2 

0.3 Mali 5 0 Mali 5 0 Mali 1 0 
1-

0.1 0.1 
0.1 igeria 4 0 Nigeria 4 0 Nigeria 8 1 

1-

0.3 0.2 
0.3 19 r 7 0 Niger 5 0 Niger 1 0 -

0.5 0.5 
0.6 

Th 11 nd 5 0 Th 1land 5 1 h ilan 2 1 
.... 
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1\ 

From the table 0 r pr's nL th estimated initial conditions for the vanous 
count ·ics ba ·u on the 1 ,\st amH d conllicts and the current slate conditions. The 
estim,tl ·s 1 tkrt th, ris I, cJ of an occurrence of an armed conflict and can given 
u poiutct to lh · future trends of the existing conflict. The result gives a positive 
prt:!tlit lion of the occurrence of a conflict in a given year considering the previous 
con11id experienced by the country. 

3.5. Conclusion 
In this chapter, the dynamic- time-varying model for estimating control variables 
(initial conditions) which play a significant role in the success of conflict 
resolution is estimated using a logistic probability t!}odcl has been developed. A 
real conflict data set, from International Peace Institute, Oslo (PRIO), was used to 
test on the workability of the model. 

The m<1del gives initial conditions based on the previous and available conditions 
for the country in conflict. The estimated initial condition give the probability o!' 
the occurrence of a conflict and can thus forms the basis for further investigation 
and pr.;diction of the trend that a conflict i likely to take us nth 1 11 '\ 

interplaying factors come into play. The model i dynamic in the sen c it can be 
adju te~J over the ttmc under investigation . 
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Chapter Four 
0 FLI T PREDl TION IN A DYNAMIC STATE 

·tO. Introduction 

AI' pointed )Ut in haptcr 2, conllict situations can be described by statistical and 
numerical model of the system dynamics. Most of these models are described by 
sy tcms of ordinary differential equations (ODEs), Signorina (1999, 2002). The 
model ~ can be used to predict the future dynamics of the conflict, provided that 
the initial states of the conflict are known or can be estimated using equation 3.38. 
In order to understand and precisely model a given con11ict, it is fundamental to 

· ~ 

identify potential or existing conflict causes, as well as possible factors 
contriluting to peace. The causfs of conOicts can be defined as those factors 
which contribute to people's grievances and can be categorised as: 

1. Structural caust>s- pervasive factors that have become built into the 

policies, structures and fabric of a society and may create the pre-

conditions for violent conflict. 

II. Proximate causes- factors contributing to a climate conducive enough for 
violent conflict or its further e calation, ometimes apparently 

)ymptomatic of a deeper problem. 

iii. ·r riggers - single key act , event., or their anticipation that\ ill set otT or 
c calate violent connict. 

II th fa t r arc Ia ilied as oh ctvablc variables in conl1itt nll..>ddlin ' · p 
nnict ten to •en rat n au pnn ut .ultti ,n , 

m urth 1. 
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As th.: main factors contributing to onflict and to peace arc identified, it is also 

impmtant to acknowktlt that ·onfli ts arc multi-dimensional and multi-causal 

phenomena - tlnt th ·r' is no ;;; ingle cause or conflict. It is also essential to 

establish linkug ·s und synergies between causes and factors, in order to identify 

potential area for intervention and further prioritise them for consideration 111 

modelling the conflict. 

omplete data defining all of the states of a conflict system at a specific time arc, 

howe\ er, rarely available. This challenge can be handled using missing data 

analysis techniques, Rubin (1996), Harzog and Rubin (1993) and Omwenga 

(2004). In a conflict, for instance, there are some underlying issues that can be 

desctibed to be private and as such may not be available. Furthermore, both the 

models and the available initial data contain inaccuracies and random noise that 

can lead to significant differences between the predicted states of the system and 

the actual states of the system. In such a case, observations of the system over 

time can be incorporated into the model equations to derive impr vee\ . timutc ' or 
the states and also to provide information about the uncertainty in the cstinwtcs. 
Due to the popularity of model-ba ed alg rithms in a number of sys\ ms \i~, 

conflict control and process opti .nization there has been in ·rca sed interest in 
d \'eloping fundamental models with prcc1 c param~.:tc1 estimates, Biegler and 

ro rnan (2004), bl-h11Ta and hristolidcs, (2003). In thi ~.tudy, \ ~.: hav~.: 
dcvc)o cd a conflict prediction m del ba cu on the stated •nami~.:s as rcp 1 ~-:scnll.; 1 
by th rdinary di r uti I cqu tion 

1\ it ti n .1. I h m I I u 

7 
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estimated as discussed in chapter 3. This model is expected to adjust as per the 

existing conflict con lition:. nd time. 

4.1. n uami ·Model onceptualization 

As di:cu·s ·tl in cction 1.8, a conflict is generally dynamic and therefore, to 

cll~ctivel · de cribe and modelling a conflict in such a situation will require a 

dynamic model. 

Considering the linear and exponential dynamic models discussed in section 3.1, 

and also considering the observable variable using the criteria discussed in section 

4.2, we have developed a conflict prediction model for a dynamic state given by 

equation (4.9). 

Now, suppose we define an indicator variable Y; that fully describes a conflict 

situation as· , 

y. == fl if there exist a conflict for year i 
t t 0 if there exist a peace for year i ( 4.1) 

Then a Bernoulli distribution with parameter rri(probability of occurrence or a 

conflici:.) fully describes this variable if conflict and peace arc exhaustively 

de ·cribed by the above indicator variable. 

Let a vector of a constant tcrn1 and 11 xplanatory variable · be denoted by; 

x,-== (l,Xl"Xzi,· .. ,Xm)· 

ten a linear function that de ciib~ the.: conflict ituati )11 i given h •; 

. ) 

Pn• 'n , 
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where XJJ is a matri · howing a linear relationship between rr1 and X1 and the 

(k ~ 1) x 1 vcct r {3 intli ·,,tcs a constant term and k coefficients on each of the 1c 

xplanatory V'H ill I ·s. 

Tlu:n.:l'on.:: 

(4 .3) 

The linear probability function has a challenge of generality values of rr1 greater 

than 1 or less than 0 which are outside the boundaries defined by the indicator 

variable Yi. Due to these challenges a linear model we replaced rri with logit 

model given by; 

rri = lngit(X1{3) = ~X · fJ 
l+e t (4.4) 

which maps the linear function fatm Xd3 by taking the interval [0, l]requircd lor 
n:, by applying logit function. 

From (4.4), the underlying probability of a conflict rri is therefore given as a logit 

function of a linear function of xi. 
That is 

(4.5) 

Equation (4.5) 1 therefore the genvralization of the linear probability mudd 4.2), 

obtained by adding an extra level fhictarchy. 

•quati( n ( 4. ) further e timates the impos. ible values ,. hich ar gtvcn b · model 

· 2 < nd it a ·umc a more a n:ptablc relationship b ·t\ en the c. planatmy 

~ riablr nd the 1 rubability out com . 'I he fii.:ct I ca<.: h c. plan lot , , 1 i.lhlc 
ri 
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To C}.amme the changes in th '[Teet of explanatory variab les, derivative of 

probabilit y rri with n:.'J c t to 0111.; r the explanatory variables, say xli is 

consi<.l ·red. F )r 1 llm.:.ll modd , this derivative is fJ (which is a constant) whereas 

!'or a I )git m d ·I th dcri ali ve is; 

(4.G) 

The l git derivative given by (4.(i) is better compared to the constant value given 

by a li.1car model. But since rri is within a small range above zero for most of the 

observations; this is a highly restrictive and nearly constant specification. To 

improYe on this weakness, we sp;::cify a random effect model which is the iuitial 

condition estimation model discw,sed in section 3.3. Instead of leaving {3 fixed at 

one set of values as in equation ( 4.4), we let it vary randomly over observatious in 

some form given by equation (3.28). 

Inclusi m of a random estimation model into (4.5) gives an additional variable in 

Xiand ~onsiders more state variables which influence the conflict. This strategy 

work well by considering the a-priori conditions in the development of the initial 

conditi,>n estimation model as di scussed in ec tion 3.3 

4.2. ontrollability and Ob er abilit in a onflict Environment 

In gen ral if the desi red tate i pccified for all time the requi rement· for the 

cxi tentc of a control variable O-'t0 ) (initial conditi n that \ ill gcm:ratc the 

d ir I tate¢ ), tht.: new tate condition, tt.: vet stringent. le · ·tmbililHts hut 

oal i t r 1uirc only ati m of th~.: tall: \at i.thl ·s. 

ifi tion i f, r in , th 1 iv n 
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specified value at some finite tim' in the future. That is, given an initial time, t
0 

an initial slut ·¢(t0 ) 'u 'lnd a final stale¢(/), and a control variable 

O(t), 10 _ / t t f'. ft 1 some finite T, such that ¢(t0 +T) = ¢1 , there may or may 

not b~.: a , ntr I \ ariable, O(t) which can force the system to attain the state¢(!). 

There<,fier it may be desirable to maintain the state 0(!). However, by a suitable 

choice of error coordinates such as state variables, the problem of reaching and 

maintaining a specified state is the problem of matching a desired dynamic 

respon3e. 

ow, considering the first order differentiable dynamic system (3. 7) that 

describes a state given by; 

dy 
dt = 0(y), 

(4.7) 

And since a conflict environment has many interplaying factors , then equation 

(4.7) can be modified by considering; 

0(y) = A(t)y(t) + B(t)8(t), 

where .l(t) is an (n x n) square matrix and A: pn -+ B E ~11 i · rcgrcs ive and 

rd-continuou , ince it i continuods in ri ght den e point a11d lim f (s) as s t 
cxi t ftn· all right den e points at t E T . 

uch th, t equation ( 4.7) becomes: 

dy 

d;:::: A(t)y(t ) + 13 ( t )8(t), y(to) =Yo 

1 lc c 11 pt of contmlluhility and ou c1-vability fnr the lil1clcllti ·lh\c d •namic 

fUalion . ) Hl i 1 'I 111 thi ti II \hi! ll tin, lhtl 

ility i influ ifi mit tim 
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DefinUion 4.1: A dynamic ,y, tem given by (2) is said to he completely state 
I 

controllable if, for any inilin! stnf y(to) = e, initial time to 1 it is possible to 

generate an uucmJ.,·t~ riu • I cmlrol variable vector 0(y), that will take any glven 

original ·on fict 'ilat • ¢(t0 ) to any final state f/JV 1 ) in a finite time interval 

And· equation (4.8) is controllable for all Yo at t = to and for all Yt at t = t
1

, 

then the system ( 4.8) is said to be completely controllable. Then, suppose that 

rm =(a... b) n T and the associated standardized system is 

dy 
dt" = A(t)y(t), y(to) = 8 =Yo (4.9) 

If we let q>A(t, t0 ) be a basic matrix solution of (4.9), then any solution y(t) for 

( 4.8) tl:!S 1he funn; 

t 

Y(t) == q.JA(t, t 0)y0 + J (])A(t, a(s))B(s)8(s)ds ( 4.10) 
to 

from equation ( 4.1 0), we get; 

t 

y(t) = J <PA(t,o-(s)) B(s)B(s)ds, (4.11) 
to 

which is a particular solution of the dynamic system (4.8), Lak hmikantham, 

Sivas ndaram and Kaymakelan (1996). 
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Theorem 4.1: The system ucfin d by equation (4.8) is completely controllab le on 

the closed interval F = [t0 , t1] irund only irthc (n xn) symmetric matrix 

t, 
W(t 0,t1) J <!J(t,a( )) B(s)IJ'(s)(/J*(t,CJ(s))ds ( 4.12) 

tu 

is non-singular. 

Proof 

Assumillg that w(to, tr) is non-singular, then the dynamic system (4.8) IS 

completely controllable. For given (n x 1) vector y0 , we choose; 

(4.13) 

From a1>ave, the control variable () is continuous on F and the corresponding 

solution of(4.8) with the initial condition y(t0 ) =Yo=() is given by; 

tt 

Y(tr) = ct>(t1, t 0 )y0 + J ct>(t0 ,CJ(s))B(s)()(s)ds (4·.14) 

to 

Substituting for e(t) and using W(t0 , tr) as given in the theorem, we get 

t 

Y(t1) = Cb(t, t 0)x0 - J w(t,CJ(s))B(s)B*(s)<!J*(t,CJ(s))w- 1 (t0 ,t1 )y
0
ds 

to 

t 

== (/J(t, t 0)y0 - </JA(t, t 0 ) J <!J(L,a(s))B(s)IJ.(s)<!J'(t,CJ( ))W- 1(t 0 ,tr)Yods 

to 

::::Q 

u the dynamic ·y. tcm i controllabl for all lo ::;; t ::;; tr und it follow that the 

ern •iv n y cquntion ( . ) i ornplctcl · conttollabh.:. 
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Next assuming that the dynarni s. st m (4.8) is completely controllable on F and 

suppose; that W(t0 , t1) is singular. l'hcn since W(to, tr) is non-invertible and 

there c>,ists u non zt.:r) (n 1) c tory, such that; 

tr 

y"W( t0 , t1 )c = J y•ifJ( t0 , a(s) )B(s)B*(s)C/J*(t0 , a(s) )yds ( 4.15) 

Because~ of the fact that the integrand in this expression ts non-negative 

continu >us function, we have; 

(4.16) 

It theref)re follows that; 

y*(])( t0 , a(s) )B(s) = 0, s E F. ( 4.17) 

Since tJ·.e state equation is completely controllable on F, choosingy0 = y, there 

exists a continuous control variable 8(t) such that, 

tr 

0 = (])(t1, t0 )y + J (]) (t1, a(s)) B(s)8(s)ds 

to 

Or 

tr 
y =- J w-1 (t1, t0 )a)(t1,a(s))B(s)e(s)ds 

to 

tr 

=- J <!>(t0 ,a(s))B(s)(}(s)ds 

to 

ll • 
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tr 

y *y =- f y*C/J(t0,a(s))B(s e(s)ds (4.18) 
to 

And since ( 4. 17) hoi 1:, it fnJim: s that y•y = 0, and thus it contradicts the fact 

that y * 0. Tlm · W ( t 0 , tr) ts non-singular•. 

Definition 4.2: A system is completely observable on[ t0, tr ], if, for some arbitrwy 

initial 'itate y(t0 ) = y 0 , there is a finite output unique~y determined such that 

from 111easurements of the output, (y (0), y (!), ... ,y(m)), the initial state, y(t0 ) = 

Yo = e. Call be computed. 

Theorem 4.2: The dynamic system (2) is completely observable on (t0, t1 ) i[ and 

only if the (n x n) symmetric observability matrix 

tr 

M[t0 , t1) = J ([J*(s, t 0)C"(s)C(s)<t>(s, t0 )ds (4.19) 

to 

IS non-singular. 

Proof 

uppose that M[t0 , tr] is non-singular, then the so lution expression with O(t) = 0 

is given by y(t) = C(t)QJ(t, t0 )yo, 

Or 

C/>. (t, t 0 )C(t)y(t) = ([J. (t, t0 )C(t)C(t)(/>(t, to) Yo ( 4.20) 

II nee 

t, tt 

J f/>. ( , t0 )C" (s)y( ·)ds = 
J <f>"(s, l)C"(s)C( )c/J 'i, t0 ) •0 cl 

to to 
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Since M is non-singular, Yo m b determined uniquely. Thus the dynamical 

system (4.8) is complcu.:l 'll s'r tbk 

In a e nlliet th' L'On ·'It or obsc1 vabi lity is employed so as to analyze the state 

0(!). ( bs •rvubihl · 11111 lies th<' determinability of a state 0(!) fi·om an 

ob 'crvati n or the output over a finite time interval, starting from the instant at 

whi h 1hc slate is desired. 

In complex systems the observability of the system can be determined by 

examination of the coordinates of a transformation of the state vector ¢(t). In 

some control problems, it is necessary to determine the state of the system in 

order tu generate the appropriate control input. Observation of the output or a 

completely observable system, over a finite time interval, yields s uLTici ~nt 

infom1ation to detem1ine the state of the system at the beginning of the time 

interval. 

By selecting different trajectories for the control variables G over time a set of 

future histories' or behaviour can be built for the system. The problem is, 

however, to choose between the essentially infinite possible future histories, by 110 

le · th< n rigorous mean . The ntost 'appropriate' hi tory can be selected by 

chao ing certain value. of O(t) th10ugh time. By 'appropriate' it is meant that the 

choice . f the values of the control variables hould be govcmt.:u by some 

objecti\ e or goal that the parties are attempting to achieve. 

.... 3.1. bje tivc Function 

·r he main rc on o havin • ontlllll, blc n lob c1-v-thk d ·n Ill i t ) h 

bl t build n th bj c tiv l:n ti n th nt th d i1 d i I h m th 
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dynam!c system at each moment in tim anJ is expressed as a function of the state 

variabL, control variabl and tim· l'iv ·n by; 

F(0(t), O(t), t) ( 4.21) 

where F is lh · objc th function. 

Thus fnr u finite time horizon, the general statement of the optimization problem 

is to fird a particular B(t ), call thi1; () * (t), which will optimize : 

T 
F = I ;.,(¢(t ), B(t ), t) dt 

to 
(4.22) 

subject to the initial condition e(t )and possibly other conditions. 

The us~ of the integral in ( 4.21) indicates that the parties to a co nil ict desires to 

optimize over the entire time period from t 0 to T. Equation (4.22) is commonly 

referre(: to as objective function and it describes the utility function or the parties 

to a COJ,flict who are to make a decision that will optimize their tradeoff's. 

We can therefore infer that a conflict problem has three parts: 

a) an objective function of the form given in equation ( 4.2 I) 

b) a ·tate equation ¢(t) 

c) a set of initial condition· 8(t)and po sibly additional constraint on the 

value of variables and parameter, through time or at the initial or tcnuinal 

ime points. 

11
0W, uppo c the state variables ¢(t), the control variables O(t) and time (t, 

compri c a complete and clo cd system. then an objectiv · f"u11dinn or a d namic 

nflict y tcm can c d rih d l y 1 t of lirfctcnthl lll 'lli H\ ol th to11 n in 

I . , I.e. 
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dy = F(¢(t ), B(t ), t) v(O) - (} 
dt (4.23) 

where{" is generally som lm 'Or obj\.:ctiw function and~~ is the rate of change in 

y. 

Busctl
1
)ll th ~ w rl--. f Bellman, the Soviet mathematician Pontryagin showed the 

gcn ral problem defined by (4.23) and (4.22) could be solved by defining a 

function kno' n as the Hamiltonian. In effect, the Hamiltonian function combiucs 

the objective function (4.22) and the state equations (4.23) through the use of 

pecial auxiliary variables, also functions of time. The auxiliary variables arc 

known as the adjoint vector and are denoted here as p(t). 

The Hamiltonian function can be written in its general form as: 

H(¢(t ), B(t ), p(t ), t) (4.24) 

Specifically, the Hamiltonian is: 

H(¢,8 p,t)=J..(¢,B,t)+F.p' (¢,0,t) (4.25) 

and p atisfies: 

(4.26) 

It is important to note that the adjoint vector p(t) which allo\ s for the 

combination of the objective func tton and tate equations mu t satisfy the partial 

derivative in equation (4.26). ' l he optimal control variable 0' (t) can be obt.uncLI 

by b rving that: 

d/1 
-=0 10 . 

( I. 7) 
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In thi; approach, the procedure r II ' cd is to form the 1 [amiltoniau function 

(4.24) and with equation 1.. b and (4.27) together with the initial conJitions 
' 

solve forrF(t), th • {lptilll.d ·ontml variable or optimal strategy. Having obtained 

the optimal sttalcgy, il i. then possible to substitute the expression for o· (t) into 

lh · late equali n to obtain the optimal trajectory f (t). 

gn r l v ·· 9l 

will influcn e the attainment of optimization and achievement or the desired 

bj tiv in a confli t; conflict modelling and re lution. ln section 4.3, u model 

for onLlict prediction in a dynamic state through careful analys is or thl! co11 trol 

variable in a conflict is given. 

4.3. The Conflict Prediction Model Components 

In developing a model for conflict prediction, objective function, tate condition 

(obsenable variable) and a set oJ initial conditions (control variables) inclut.ling 

pos ible additional constraints on values of variables and parameters through lime 

or at initial/terminal time points must be considered. cncrally, analytical 

solutions or prediction can be found to conflict problems if the objective function 

i quadratic in form and the state equation is a linear system. "" nllict pr blcms 

which do not ·ati fy the e conditions can on occa ·ion be ol cd but the soluti 11 • 

arc more complex and fr qu"nlly rcqutrc the u · of numc1 icul stimation 

technique . 

In thi tu y model that u c lh tim: l' 1111pon nts ohj l'tiH; fun tinn, st tit: 

11 c mtrol v ui bl an t f initi·tl 111dition t l JH li t , 11 (1j 1 i 
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4.3.1. Objective Function Model 

The general objective fun ·ti on fur the model is ; 

F(0(l), O(t ), t ) (4.28) 

with n targ '( to timizc the functi on through o· (t) which is the estimation of 

O(t) givt.=n by equation(3.38). 

4.3.2. State Equation 

According to Omwenga and Mwita (2010), a conflict with control variable .fi>can 

be defined by a Bayes' probability distribution which is drawn independently and 

identi< ally distributed (i.i .d) from a logistic distribution function Fi (.) with a 

corresponding everywhere positive density fi (.) , mean lli = 0 and variance 

al < oo assuming that fi 's are continuously differentiable. Therefore, a conilict 

enviro 1ment is defined by the log1stic relationship ; 

- = r/Jy 1--dy ( y) 
dt y, 

whose .:;elution gives the state equation 

Ye t ) _ Yt(} 
- (} ( (}) -0t + Yc- e 

4.3.3. Initial or.ditiom ( ontrol ariabl ) 

(4 . 29) 

(4.30) 

Initial l'Ondi tions nrc vi tal in dctnmining the lraJC ·tory or the equation (3 .2(1) : 

olution or the state equation. hnthcr, ctmtrol variables in a mllict setting :uc to 

large c ·tent private information and they ignilicantl ' inllucnrc the decision 

m de by the partie t th onni 1 nd h n " th lircdi n t r. uc tor y 



takes And therefore by u ing cquati n (3. 8), the initial conditions in a dynamic 

system can be estimat d , s; 

!p(O) 

fp(L /O)t (o u; (4. 31) 

N 

4.4. Conflict Prediction Model in a Dynamic State 

In developing the conflict prediction model, we have considered purely linear and 

exponential functions of time. This is because they can be used for trend 

estimation as a solution to their corresponding time dynamics equations, I.e. , 

equations used to describe how systems change or evolve over time. 

From the state equation defined by equation ( 4.30), that is, 

( 
Yt8 

Y t) = 8+(yt-8)e-¢t 

with the estimates of B given by (4.31), the conflict trend model can be given by: 

4.5. Application of the Model on Environmental onflicts 

According to Libiszewski (1992), an environmental conflict is caused by the 

environmental scarcity of the resource that means: caused by a humun-madc 

di turl.ance of ecosystem's nonnal regeneration rate. l.:.nvironmcntal conflict . <He 

therefore the rc ult of anthropogenic activities that strain and damage the 

em·ironment. rr the activitie e ·cccd environmental thresholds, .\', there is an 

increased probability of anncd wnflict . Sptinz (199 ' )de crihcs cnvitonmcnt,l) 

thr h ld the tate in , hi ·h th fun tinning of ll 'llut tl , t Ill ch,tn •c 
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fundamentally. They can b c lima! d a, ration based on the current state and 

futun.: capacities of the m rronm nt. 

In applying the mod ·I it i. '-ls~;:un~d that the threshold, y, and the state conditions 

¢(t) un.: known Jm.l gl!n ·rally have a marginal change on the overall model. They 

arc th reforc, a· umed to be constants over time. Further, the application of the 

model to environmental conflict is depended on the conditions; that the conflict 

follow a Bemoulli distribution with parameter y, defined by the indicator values 

given by: 

y = {1, if there is environmental conflict 

' 0, if there is peace. 
(4. 33) 

The rr ode! will work effectively when the environmental control variables arc 

identically independent distribution (i.i.d) defiiTed by Bayes' probability 

distrib rtion drawn from a logistic distribution F;() with a corresponding 

ever)'\\ here positive density f,(), mean f-1.1 = 0, variance 0",2 < oo and fi 's are 

continuously differentiable. 

4.5. Conclusion 

In this chapter, the dynamic time varying model for predicting the cnvironrncntal 

conflict i developed, using Ullimatum game theory and Bayc ian theory. 1 he 

initial ( tate) conditions which play a ignificant role in the succc s or conflict 

modelling as given in chapt r 3 rc used in the conflict prcJiction modd . 
II 

analogy 011 the application of the model in the moJcllin' 11" cnviwnmcnt.tll ,_ 

in lu cd onflict i given. 
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In the model we have the ultin1ntum l:ltnL: theory which is in-built in the initial 

condition estimation model, '' · h,1 provided a mechanism for the restrictions on 

the choices for th · parli ·s tn th ·onllict and this has enabled us to express the 

outcomes as prol abthl \ cightcd) of individual ideas. The restriction has the 

advantage f cncap ulating most of the inherent optimality conditions in the 

anu· theory. Through this apprvach we are able to estimate the likelihood of an 

occmrence of a conflict and make a prediction in a dynamic state. 

The model developed is a prediction model for the trend and can be used to 

project on the anticipated outcomes considering the initial conditions and the state 

varial,les. In the context of determining environmentally-induced conllicts 
' 

environmental threshold values play a decisive role, since exceeding them is the 
· ~ 

sufficient condition for environmentally-induced a1med conflicts. 
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Ita ptcr Five 

~o FLICT RESOLUTION 

5.0. Introduction 

To ruu l.llldCt"' land the bargarning problem and its contribution to conllict 

analy"is, re earch has been conducted on the empirical relationship between 

substantive variables of interest, such as regime type, economic interdependence, 

in titutional rules, legislative composition, and bargaining outcomes, McCarty 

and Poole ( 1995). However, la.;king is an explicit model of the process that 

generates the empirical data, and leaving out the~ choice-based path by which 

these variables influence decisioJJs. It is often the case that selection and omitted 

variable bias plague the analysis King et al (1994). In particular, Signorina (1999, 

2002) demonstrates that traditional linear and categorical estimation techniques 

can lead to faulty inferences when the strategic data generating process is ignored 

during estimation. 

Therefore, for effective bargaining there is need to integrate theoretical model 

and stati tical methods ignorino et al (2006). A stati tical tool that suppOl t 

theoretical con j tent inferences about the relationship bet\ cen ub ·tantivc 

variable , the bargain truck, and the probability of bargaining failure j need. Att 

Jtimatum bargaining game· model ' hich is a statistical rnod 1 has been 

dcvelot cd which addrc s the ~ul· tantivc variables, the hat 'ain struck an 1 the 

Jl b bllity or bargainin faillll ,,i [)tl rin) l I (20 (l .' I h. model I I c Ill th 
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relati•)nship between the variabl s that affect the players ' utilities and the 

outcomes o[thc bargaining inn ~lnl ·gi ·setting. 

Usint the Ultimatum h:u•ainin, model, we present a case of conflict in a social 

contc·~l wh ·r~ th~ ·ont -.·ted op111ions an.: seen as the regressor variable(s) and the 

outcome ure s ·en a the dependent variablc(s). 

5.1. The Ultimatunt Game in a Conflict Resolution 

Suppose that a conflict is characterized by a contested prize that may be due to 

divergent opinion on how to share the prize. Assuming a scenario of two players 

in a bargaining arena as shown in Figure 2, where t~1e two players must diviJc a 

contes :ed prize, which is represer ted as Q. Let the prize Q c JR{+ be cou tpact UllJ 

convex., with lower and upper bounds Q < Q. Without loss of generality, rcsc::lle 

the bounds of the prize [ ~, Q] = [o, Q ·] . 

The game then proceed as follows: Player 1 first offers some division of the pri ze 

(Q*- y; y) where player l's allocation is Q*-y and player 2's is y. Player 2 then 

decide whether to accept or reject player l's offer. If player 2 accepts, they 

divide rhc prize according to player l's offer. If player 2 rejects the offer, they 

receive ome re ervation amount, which may differ bet\ ecn the player . 

A ·uming each player's utility for bargaining failure has l\ o comp ncnts: one 

that i public knO\ ledge anJ on that i privall:. then, we dt:notc pia ·~r l' 

luc a R1 CI and player 2' ' R2 2 whcic 1 
1 

is pia, I i' 

publi ly ob crvablc r J n II inf1 Ilrt:tlil ll. \' 
\1111 ' 

1 



that nature draws the typ C of n h play r i from a well dcfiued probability 

distribution. 

2 

Acceot Heiect 

Q-y 

y 

Figure 2: The Ultimatum Game Tree 

Assuming that each player has a well defined a-priori beliefs about the 

distribt tion of these types and that each type is drawn identically and 

independently distributed (i.i.d.) from the cumulative distribution function F,(.), 

with a corre ponding ever)'\vhcre positive den ity fi (.),mean P, = 0 and variance 

a 1
2 < oo. We a! o as ume the f.' are continuously differentiable. 

'I hen, rnch player's strategy can b characterized by a mapping (i·om type~ 
11110 

actions: a
1 

: 
1 

;1 1 
, i = {1. 2}. ' h~:re 1 

define lht.: action set for i>lay• ·r· · s· 
'- I. 1111.: t; 

player I i making the ultimatum ollct A 
1 
={y: Y [0, Q•]} . Pia ·cr 2 i th~;n il:lt 

cp orr je t the fTcr 
2 {a pt;l jt.: t} . 
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If it is further assumed that both plny"r,' utilities arc strictl y increasing and 

continuous in their amount t)f' th' disput~;d good, and by the random utility 

structm , the public ,utd pt iv,ttl' components of the players' utili ti es are additively 

scpun\bk. 

That is; u · ·uming 

u1 (y; accept)- Q*- y 

u2 (y· accept) = y 

u2(y; reject)= R2 + f 2 

The attainment of equilibrium m the statistical Ultimatum game has player 1 

making an offer from his strategic action profile that balances and maximizes tlw 

marginal utility thereby increasing the probability that an offer is accepted and the 

marginal utility of a larger amount of y is achieved. Player 2, knowing her own 

type, chooses the altemative that maximizes her utility. These condition. are 

summarized in the following the rem . 

Theon m 5.1: Every conflict with a finite number of players N ami finite number 

of acti n profiles Ai has Nash equilibrium. 

Proof 

11 v n u trategy profile s E S for all i EN and ai E A;, where ,)' is the set or 

tt tc ) tim ptolilcs: then\ •c define 

q11a1(s) = ma {0. Ut(at,S- t)- u.( )} 
.1 

9 



when u1 is the expected utilit ' un lion gi n by; 

n 

ui(s) = L u,(a) n s,( IJ (5.2) 
II A J• l 

We then ddine llw fun ·ti{ n 

(5.3) 

where 

(5.4) 

si(ai)+cpiai(s) 

1 + LbiEA1 +cpibi(s) 

By intuitive, the function maps a strategy profiles to a new strategy pro(ile s' in 

which each agent's actions that are better responses to s receive increased 

probability mass. 

The function/is continuous since each cpiai is continuous. Since S is convex and 

compact and f: s -t S by Brouwer's fixed point theorem,fmust have at least one 

fixed point. 

We m 1 t now show that the fix ed points of fa re the Na ·h equilibrium. l<irst, if sis 

Nash equilibrium, then all cp's are 0 making s a fixed point off onvcrscly, 

consider an arbitrary fixed point of s of;: By the linearity of c pcctation there 

mu t e:i tat lea tone action in the upport of , ay a
1 ' for which 

( .5 

J·r 111 th dcfiniti n of qJ in cqu ti n . I), c hav q11a; (!i) = 0. 

m fi p int ff, 1 'Ca t ~ = t (a , . 



Consider equation (5.4), the c. prc,.sion d fining s; '(a1 '), the numerator simplifies 
to s1 '(a1 ') and is positive mcc c1,' is in t's support. lienee, the denominator must 
be I. Thus ror nny i md IJ, ,\,. ~·,ht(s) must be equal to 0. From the definition 
of qJ, tlds cun tlltly t) • ·u1 when no player can improve his expected payoff by 
moving to a pure tratcg . Therefore s is Nash equilibrium • 

5.1.1. Uniqueness of Equilibrium and its Existence in 

Ultimatum Game 

In a game players will set strategies that map a random variable to their action 
space so as to win a game, such as a traditional Bayesian game or random utility 
model, the player's actions are however probabilistic rather than deterministic. 
Noting that a Nash equilibrium of a statistical Ultimatum bargaining game, where 
each player knows the other has random utilities, is equivalent to a perfect 
Bayesia 1 Nash equilibrium of an underlying Bayesian game, where the types of 
the players are private information, we can use well-known game theoretic tools 
to begin to specify both our theoretical predictions and our empirical estimator. lf 
the perf ~ct Bayesian Na h equilibrium (PBE) of this underlying game can be 
hown to be unique, then we can solve for the equilibrium strategic~ and 

characterize an equilibrium probability distribution over observable outcomes. It 
is this "haractcri tic of the Ultimatum model that ' ill allow for its structural 
estimation. 

Propo i ion 5.1. If F12 1, log-l oncavc, then th~.:r c. 1 ts a \llllquc perle ·t 
n- a h equilibrium to th ti ti al Ultimatum amc. 

Proof 



Assuming player I has made an oft' r 1, pia r 2 chooses between that o1Ter and 

her reservation value R2 f f 'l. • Ph. l r \\ill therefore reject the offer if and only if 

y< Rz I e2 .Gcncrulll in ill\Y JUilil rium, player 2 plays the cut-point strategy: 

) e., - . . . {
CICCI.:fJl tf 

• z (y, · J 1'1.:) ·ct t/ ' 

onsidcring that 

Rl ~- e'l. 
+ fz 

Pr(acceptfy) = Pr(y > Rz + -fz) = Pr(.ez < Y- R2) 

and 

(5.6) 

(5.7) 

(5.8) 

Now assuming Fe 2 is log-concave and considering the optimization problem (()I' 

player J, given player 2's strategy, then his expected utility for an offer y is: 

Differeutiation show that Eu
1 
(y, )' is positive when, 

( 5. 1 0) 
which implies 

fe.)Y-Uz) 1 
F

12 (y-R 2 ) > Q*-y-R1-fl (5.11) 

By in pection, the right hand side or the above equation is Stl ictly lllCreasing in y. 

·upposc equation (5.11) holds when Y = Q·, then equation (5.11) becomes; 

(5.12) 

If we rep! c for y < Q., in tead of Y = Q. the lei hund sidt: bt: Ollll: non -

mg n I th ri ht han id b om hi tly <lcl:l , in' · I h 1 li.nc th 



derivative of Eu1 (y)is positive o ·cr the entire interval [0, Q* J and y == Q* Is 

optimal offer when 

(5.13) 

Simi lurly, diiTcr ·utiali n ~how· that Eu
1 
(y, )'is negative when, 

(5.14) 
Implying 

fez (y-Uz) 1 

Fe 2 (y-Rz) < Q*-y-Rl -.fl (5.15) 

If wee\ aluate equation (5.15) at ofy == 0, we get 

(5.16) 

So, when we move from Y == 0 to Y > 0, the left hand side is non-increasing and 

the right hand side is strictly increasing. Therefore, the derivative of Eu
1 

(y)is 

negative over the entire interval [0, Q*] andY == 0 is optimal offer when; 

(5 .17) 

By examination of equation (5.13) and equation (5.17), it is clear that sometimes 

neither ··quation is satisfied. To demon trate thi , con idcr that; 

(5.18) 

Multiplying through by -l ami taking the inverse of each ·ide, we get, 

ftz(Q·-Rz) < lt2(-Rz) 
F12 (Q*-R2)- Ft

2
(-Rz)-Q•ft 2 (-Rz) ( . I<>) 

7 



At Q* == 0 the left hand side < nd ri )ht hand side arc equal. However as Q * inere~ses the left hand sill' is nnn-in ·r asm' and the tight hand is strictly 
increasing. 

When 1 citlH.:r (5 . 11) or ~ . 17 hold. then for some y E [0, Q* ], the derivative of 
E u t (y) is 1ero, imp I ymg 

f l?z (Q*-Rz) == 1 
Fe

2
(Q•-R2) Q•-y-Rl-el (5.20) 

Since the left hand side is non-increasing on [0, Q* ] and the right hand side is strictly increasing on the same interval, equation (5.20) can have at most one solution, say y*, and note that it im•)licitly solves as; 

(5.21) 

Since we have not assumed that £, .1 (y) is concave, we must demonstrate that y * maximizes player 1 's expected utility. Obviously, since Eu1 (y) is continuous for every e 
1 

on the interval, the utility maximizing offer exists, and must be a critical point like y* or a boundar:; point. If neither (5.13) nor (5.17) hold, then there ar-e two ca es. First, if one of the end points is the unique solution to equation (5.20) we arc done. ccond, if y· is mtcrior the dcnvative of Eu 1 (y) at y = 0 is po itivc and Eu/Y· )' a~ Y = Q* i negative by (5 .13) and (5.17) . ·1 hus, the inlet ior critical point i a local and glob.1l ma:imtm1 • . 
\)\ con id r the optimization p10blcm lor pi ycr I, given pia ct ~·s ttatcg am\ hi c pl ted utility fun ti n giv n by qu. tion 

IJ\' 1\ \ 

u ti n pun l r i th uniqu ' th l imtli it\ , l\ • 

8 



to equztion (3.37). The first party will th ' rcfore have a strategy defined by 
equation (3.33). Using these results'' e pn.;s 'Ill in section 5.2 an empirical model 
using the ultimatum 'i\11\t: th~·t r to provide constraints on the strategies 
employed by ca ·h party in the r s lution of a conflict. 

5.2. Empirical lodel of the Ultimatum Game 
The application of the Ultimatum game in empirical analysis requtres that a 
distribu.ion for the .eil and the appropriate likelihood are specified given the 
dependent variable(s). 

Assuming we have data on both player 1 's and player 2's actions, that is, assume we can measure and code y and Q• for each observation, as well as whether player 
2 accepted or rejected the offer. Let the public portion of the players' reservation 
values t.e R

1 
= {3X and Rz = yZ, v. here X and Z are sets of substantive regressors 

for player 1 and player 2 respectively. Our interest is in estimating the effects of X 
and z on y and player 2's decision. 

Since the outcome of the bargaining model consists of two dependent variables 
i.e. 1 's offer and 2' decision, then the probability model is a joint density over 
these raudom variables. The c timator can be obtained by as uming that the types 
of player 1 and 2 are drawn i.i.d. from a I gi tic cumulative distnbutton function 
which i log-concave. 

Proposition 5.1 . If Fe
2 

i ~ logi tic, then it i. log-concave. 

Proof 

1 gi tic i lt ibuli n. hen it C\ Y'Jht"'tliti\c ami 

nlinu u ly jffc nti bl nth 
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(5.22) 

and sin<,.e a continuously <.liiTtt ·n t1.tl I li111 lion f: IR ~ I~ 1 , is log-concave on an 

interval (a, b) if and onl' il' lnfe2 ( ))" ~ 0, then the logistic cumulative 

distribution Cunclion i · log- nca c• . 

Now considering pia 'er 2's decision with a logistic error term in the random 

utility equation, then the probability that player 2 accepts the offer y is just the 

logit pn ·bability given by· 

P(acC(_pt/y) = 1\(y- Zy). 

For pla~ ·er 1, logistic distlibution ofy* is given uy equation (3.36). 

Whose probability density J> (y ·I (JX, yZ, Q*) is given by; 

with the cumulative density functi n given by; 

·1 he 1 trnint n the a tion p c oft lay r I , h 

n b I ' ·. 

00 

(5. 23) 

(5. 24) 

(5. 2 ~ ) 

lhut th • oh co r \'Cd 



Remark Suppose player 1 plays tltc strategy s1 above, then the distribution of y* 
is the tt uncatcd distribution of th' tnH: mstrained y*, where the truncation points arc from below at 0 and ahov ' at 

Take vuriubh.:s <'>'A k {o. ·.I} ·uch that 80 = 1 if y = 0, oy = 1 if 0 < y < Q. and 
Q •. That i , a cen ored model with a "latent" best offer in the 

constraint set. Otherwise there is th~ best feasible offer, at, a boundary point. 
Taking player 2's decision to be defined by; 

. . l8accept = 1, if offer is accepted deetswn = r: = 0 if offer is reJ·ected ' Uaccept ' , (5. 26) 

and ass .1ming we have data on both player 1 's and player 2's actions (i.e., y and 
8 ). then the likelihood would be; nccrpt 

i=l 

(5. 27) From e-
1
uation (5.27), we can derive the log-likelihood function for our data in tem

1 
of distribution already derived, which are functions of our regress01s, and which explicitly model the Ultimatum game. 

5.3. Application of Bargaining Beha iour to lndu trial onllicl 
Re olution 

·1 he theory of bargaining is imp >rtant due to its nature of cutting across the ariou di ciplin . ·1 he concept ha been employed in area like multinational c )I n.ti 11 and tate o cr term f f reign in c tm nt, lo the n.: · \utiln of 
tcrrit rial di put 

01 



... 

At this point, however, we cxamin th application of the barga ining model to conflict resolution in a soct t with k 'Cn 'mphasis to its statistica l interpretation. 
As disc\lsscd clscwht.:n: in tlw ·hat t ·r, there are basicall y two players to a game. This could be st.:t.:n tl~ parties l an d1spute, i.e., the proponent of a given view 
and the oposcr of lhl! giYen vic\'· Thus considering player 1 as the proponent of a 
given v1cw and player - as the opposser to the ideas or views as presented or 
adduced by player l then we can apply the bargaining model to a conilict 
resolution set up. 

For instance, in an industrial strike, player 1 may involve the employer and player 
2 may involve the employees. If there is a conflict between the employer and the 
employees, one could expect that there exists grounds for some miss­
understandings. If the issues are ~ell defined, it is possible to quantify them or 
even model them. Suppose the con1lict between the employer and the employee is 
on salaries. The employer may make an offer after laking into consideration a number of factors, e,g, economic factors, motivational factors c.t.c, let us take all 
these factors to be the variables. It is possible that among these factors there arc those which arc public and those which are private. Elsewhere in this thesis these 
factors have been identtficd as pllycr's utility for ~argaining failure and have 
been denoted by R1 + e, \ here Ri arc the publicly kn wn variables and fi arc the 
private variable'. imilarly, the employee will be making demands , ith both public n 1 private riabl . 1 u avoid any conl1ict, if a demand i addlll:ed h, the 

t the mploy r, we pr• P c a m an emplo • ~:1 an 
opp rtunil , t m ke 11 ro r th t \ ill b cptabl l lh mplo 
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For illustration, let us take the vr.riubl thnt the employer will be taking into 
consideration in order to make an ' o iT·r tl) h · denoted by LX and the variables 

I 

possibly considcn.:d by ·mtln · · in making a given demand to be denoted by L z. Of l:ritical con · ~.:m i (! r the estimation of the effects of these variables on 

the outcome i.e. on · (employer's allocation or demand) and the decision on the 
employees (accept or reject an offer). We assume that the concerns of both parties 
are drawn i.i.d from a logistic distribution. 

Let R
1 

=-= f3 LX be public reservation values for employer and R2 = y L z be the 
i 

public reservation values for employees. 

Then th~ probability that the employees accept the offer y is a logit probability 
P(acce

1
Jtjy) = 1\(y- yZ). (5. 28) 

But the optimal offer by the emp1oyer y ·will be given by 

1\ y"- yZ y" = Q.- fJX- c I- A y"- yZ 

(5 . 29) 
olving for / will give the best offer so that the employees will accept the ofrer 

and a conilict \.Vill be ettled which will present an equilibrium trategy ror the 
employer. 

sA. onclu:ion 

In thi hapt r a tati tical m del for conllict t c o\ution using the concept or 
bargaining g me th ry 1 lcvclopcd. We mak umpti HIS that in 1 nmlli t 

thcr • p rtic ~· ith pp in pini n where on muk\: , n ~lll 1 

10 



with a probability of a higher valuo:- of a plan otherwise il will be rejected and 
a conflict will escalate. l h modt I '~' 'S ~stimators of' the offers that are to be 
made in a conflict and it minimi \:' tlH:. ·han ·cs of failure since any offer made is 
tied to the likcliho\)l\ ~11' it l ·inl' accepted as it takes into considerations the 
demands from th' oth r part to the conflict. 

The to·,itic bargaining model de ·eloped can be used to address and mitigate 
·" 

failures in a conflict by enabling the parties to a conflict make reasonably 
acceptable offers and demands. The bargaining games can be applied to a number 
of situations to assist in solving a conflict. 

1 



haptcr ix 
CON Lll '10 A D RR OMMENDATlONS 

The research dwelt on thl: :tul l r mathematical modelling of con11icts m a 
dynamic state. Th~.: ( l·tnt · th 'lH • and Bayesian theorem are used as the underlying 
theorctitul frum~.:work with a ·umptions that conllicts can structurally be 
described. The rc ·carch outcome indicate that a conflict can be modelled in three 
levels; the instantiation leYel, the prediction level and the at the resolution level. 
The instantiation le el establishes ~he initial conditions which can be considered 
as the trigger factors. The prediction level establishes the trend a given conflict 
will follow taking into account the initial conditions (control variables) and other interplaying variables like state variables. The Resolution stage establishes the 
appropriate conflict resolution mecbanism through the Ultimatum Game Theory. The research has shown that the probability of occurrence of a conflict in a 
dynamic state can be estimated by the use of initial conditions (control variables). 
These conditions are estimated as posteriori co"nditions in the dynamic environment. The application of the model to analyze the probability of 
occurrei ce of an armed conflict given the a-priori conditions that existed in variou countries prior to the yvars 2000, 2003 and 2004, gave accurate 
prcdictit ns compared to the actual occurrence of the conllicts in those countries as shO\\'ll in table 1. 'I he e probabilitie can therefore be used a· the indicatms or 
risk lcvd of a confli t occunenc;c given the prc\'ai\ing conditions and prior conditio. . A mm n probability thrc hold cannot how vc1 be generalised to 
PI ly t ll 

10 



Logistic model developed from t~1c olution o[ an exponential model which integrates the initial condition sti 1.1ti H1 mt)d 'I i, used as the conflict prediction model. Since the model inlt: 't 11 '. th initial conditions that arc estimated as posteriori condititHI~. it lit~ \\'·II i1.t a dynamic state and can be used to give a trend of a conllict. rhe application of this model in predicting the conflict trend 
assumes that the tate \ ariablcs 0 and threshold factor Yt will remain constant over time period t. We further assume that a conflict follows a Bernoulli distribution with parameter Yi· The logistic model developed can be used to predict student unrests in universities where the student issues arc modelled as control variables (initial conditions), the state conditions being the institutional policies and procedures and the threshold being the level upon which both parties cannot engage in negotiations. By applying the model it is anticipated that the patterns exhibited by the predictor model will give an indication of the direction a given stand-off is likely to take. ., 

The conflict resolution model developed has a constraining factor on the choices to be made by the parties to the conOict by use of the Ultimatum Game Theory. From the model, the inclusion of tlw constraint [actor through Ultimatum The ry n:llscs tl:c minimum thre hold lor any demand to be made. This is a self a sc mcnl mechanism that limits the partie involved in a conOict to underlying i sues to the conflict whereby the demands made are based on probabilities or accct 
1 

n c rath r than rcjc tion. 'I 1c model a sumcs that the contested prize is veil d ttncd n the ri bl in uc ti n 'Ire public 1c c1 at ions m 1 pt i\', tc in nmlti n. further um th. t the P• rti t a nlli t 1 • dt ,1 n f11Jm an 
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i.i.d logistic distribution. The mod 1 an be applied in solving industrial related 
problems whereby the demands or l lln m.Hk by the union leaders or employers 
arc optimally assessed usin' th mo I 'I with an aim of establishing higher 
probability of ac Tptam:c than rcj~.: ·tion before the demand is put forward. A 
lower p.·obability value implie · a higher degree of rejection and hence a high 
likelihood of failure to olve a conflict. The model can work well in so lving a 
political problem con idering the various waning parties as players having 
diiierent demands. Through the model their demands are constrained to the 
overall aim of acceptability and hence solving of the problem. 
future extensions on the model for conflict prediction to remove the structural or 
distributional assumptions to take care of the ever changing conflict environment 
may be explored. Testing on the reliability of the estimates obtained by the initial 
conditions estimation model needs to be investigated. , 
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1}_oo.Q 54_ India India NSCN- K NaQaland QQ._ 
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54 II Jdia India NSCN - K Nagai and 2007 99 India lnd1a MNF Mizoram 1966 99 India India MNF Mizoram 1967 99 India ----·- India MNF Mizoram 1968 139 India lndL<l_ TNV --------1-T_r_Liip _~u_ra ___ -1 __ 1_9_7_8-1 139 lndi lnditJ TNV Tripura 1979 139 India -----t-ln_d_ia_·-~ TNV Tripura 1980 139 l11di India TNV Tripura 198·1 139 l11dia India TNV Tripura 1982 139 ~a India TNV Tripura 1983 139 li1dia India TNV Tripura 1984 139 India India TNV Tripura 1985 139 India India TNV Tripura 1986 139 India India TNV Tripura 1987 139 India India TNV Tripura 1988 139 India India ATTF Tripura 19~~ 139 l11dia India ATTF Tripum 1993 139 India India NLFT Tripura 1995 139 li1dia India ATTF, NLFT Tripura 1997 139 li1dia India ATTF, NLFT Tripura "1998 139 li1dia India ATTF, NLFT Tripura 1999 139 l11dia India NLFT Tripura 2000 139 India India NLFT Tripura 2001 139 India India NLFT Tripura 2002 139 India India NLFT Tripura 2003 139 li1dia India NLFT Tripura 2004 ----+~~-------~~~~---~-~~ 
139 India India NLFT Tripura 2006 152 11-,d::-ia------~ln.:...::d:.:..::ia=-----~P-=LA:_:_ ________ t---'-M"-'-a"-n=-ip.ccu_r ----J--:-::-:1982-
152 India India PLA Manipur 1983 152 India India PLA Manipur 1984 152 India India PLA Manipur 1985 152 India India PLA Manipur 1986 152 India India ----j--:P-=L=:.A..:...________ ~1anipur __ 1987 152 l11dia India PLA Manipur 1988 152 India India PLA Manipur __ 1992 ~15~2~~1r~Jd~ia~-----~l~nd~i~a ____ -+~P~L~A~-------~~Ma~ur 1993 152 India India UNLF Man1pur 1 ~94 ~15~2~~~~~~d~ia~--------~l~nd~i~a---~-~P~L~A _________ r~M~a_n7lp_1u_r __ ~ 1995 152 India India PLA --------~M...;;;.a=-ne.J:.iip ..;;..u_r ----1 1996 152 lnd1a lnd1a KNF, UNLF Mani_P."""u=-r___ 1997 152 l· _•d_ia _______ ~ln.:..:d:..:.;ia=-- __ 

1
..:.P....:L::..A..:...._ ______________ 1~Q;..;;U.;..r____ 1998 152 lnd1a lnd1a UNLF ManiP.Ur Hl99 ·...;;;.:_ __ --1 152 lnd1a India PLA ManiQur 2000 ;...;..... __ --1 152 1.1d1a lnd1a UNLF Manie~u::...r ----t-2::-:0:-:0~3~ 152 India India PLA, UNLF Manil:.:."::..•r ____ 

1
....;2::-:-:00;.:·4-l 152 India India UNLF Mnmpur 2005 152 lnd1a India PLA UNLF -M~n...Li>:u=r =====~1 ..;..;;:..200~~~ 152 hldla_ India ~tJLF ____ Mon!E:.::;u;_r --~2007 ' 
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~15=-=2"-+_ln_d_ia _____ -t-_ln...c..;d...c..;ia~--I-K:...:.C.=..:__!_P, PREPAK Manipur 200!3 156 India India __ Sikh insu r91..._:..:..en..c..;t:..:..s ____ -l __ P...::.u~n j.__;a_b_/K_h_a_l is_t_an--+ __ 19_8_3-1 ~ India ______ 1 India Sikh insurge . .:..:n..:::ts=------.j-:-P-=u:.:..nic·a-=b:.:.lf<..::.h.:.::a::..:li.=.st=a"-'n-l---'1-=-9-=-84~ 156 India lndin S1kh insurg..,_~"-n--'t-=-s _____ --+_P_u_n_._j·a_b_/_K_ha_l_is_ta_n-! __ 1_9_8_5_
1 ~ India lnt1in Sikh insurgents Punjab/Khalistan 1986 1 ~ Indio Indio Slkl1 insur._..gce....:n..:.:ts'-------1-P-'-u~nj.__·a_b'-/K_I_1a_li_st_a_n-i __ 1_9_8_7 156 lndi _____ 1 _1_nd_~a____ Sikh insur-g_ents Punjab/Khalistan 19El8 156 lndi lnd1a Sikh insurgents Punjab/Khalistan 1989 156 Indio India Sikh insurgents Punjab/Khalistan 1990 ~ li1dia India Sikh insurgents Punjab/Khalistan 1991 156 I 1dia India Sikh insurgents Punjab/Khalistan 1992 156 India India Sikh insurgents Punjab/Khalistan 1993 169 India India Kashmir Insurgents Kashmir 1989 169 India India Kashmir Insurgents Kashmir __ 1990 169 India India Kashmir Insurgents Kashmir 1991 169 l11dia India Kashmir Insurgents Kashmir 1992 169 India India Kashmir Insurgents Kashmir 19~3 169 India India --t--.:K_::a::::s:::_h::..:m:..::i.:_r .:.:.1 n.:.::s:.::u.:.;rg;z.:,e:_:_n:..:.ts=----t_:_K_:_:a::..:s_h-'-m-'-ir-----11-99_4_ --------1-~~-169 li1dia India Kashmir Insurgents Kashmir 1995 169 India India Kashmir Insurgents Kashmir 1996 169 India India Kashmir Insurgents Kashmir 1997 169 India India Kashmir lnsul"9_ents Kashmir 1998 169 India India Kashmir Insurgents Kashmir 1999 169 India India Kashmir Insurgents Kashmir 2000 169 India India Kashmir lnsuroents Kashmir 2001 169 l11dia India Kashmir lnsurQents Kashmir 2002 169 India India Kashmir lnsur.gents Kashmir 2003 169 India India Kashmir Insurgents Kashmir 2004 169 India India Kashmir Insurgents Kashmir 2005 169 India India Kashmir Insurgents Kashmir 2006 169 ll1dia India Kashmir Insurgents Kashmir 2007 169 India India Kashmir Insurgents Kashmir 2008 170 India India ULFA Assam 1990 ~~-~~=------------+~~-----+~~~---------r~ _c..;_ __ ~ 170 India India ULFA Assam 1991 r-~T7·~-------~~~----+~~------------_,__:._c..;~-------j-170 India India ULFA Assam 1994 ~17~o~71n..:.:d~ia=--------~ln~d~i~a---+~U~L~F~A~-------4~A~ssam 1995 ~17~0~~1r_ld~ia~--------~l~nd~i~a-----+~U~L~F~A~------~ Assam 1996 170 I n-:d::-ia ____________ f-:-:.1 n.:.:d:.:.:ia:.._ __ i--'U LF A Assam ------l--199 7 170 India India ULFA Assam 1998 --------f-170 India India ULFA Assam 1999 170 India India ULFA Assam 2000 170 India India ULFA Assam 2001 170 India India ULFA Assam 2002 ~~T7~~----------~~~---4~~~-------~ 170 India India ULFA Assam 2003 170 lnd1a India ULFA Assam 2004 170 lnd1a lnd1a ULFA Ass_am ?.005 .J_70 India India ULFA Assam 2006 170 India lnd'a ULFA Assam 2007 ~~~~~----------~~~~~·----~~~--------------~~~~------·-
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.J.2Q_ India lndia __ -l ·_U_L_F:...:A~-------4~A~ss=-.:a:::.:..m'-'------+--'2_0_0_8-l 
t--22_7_

1 
__ 1n_d_ia ______ -t-lndia __ ABSU --------1-B_o_d_ol_a_nd____ 1 ~~ 

227 India lndm ABSU ______ , __ -t--=B=-=o=-=d:...:::o..:..:la_n--'-d ____ t-1_9_90---1 
-----~·--227 ' India Indio NDFB Bodoland 1993 ~ij India lnd@ NDF:;s;~~~~~~~~~~~~~~:;_B-o~d~o~la~n~d~~~-=-'----t---1-9-9-4 227 India lnd@ NDF.--:8=---------t-Bo_d_o_la_n_d____ 1995 

227 India ----- india NDFB Bodoland 1996 
I ~--227 lndi India NDFB Bodoland 1997 227 India India NDFB Bodoland 1998 227 India India NDFB Bodoland 1999 227 India India NDFB Bodoland 2000 227 India India NDFB Bodoland 200 1 ~27 ~l_nd~i_a _________ -4~1~nd~i~a ___ -+~N~D=-=F~B~---------I~B:...:o:...:d:...:o~l a_n~d ____ ., __ 2_00~ 

227 India India NDFB Bodoland 2003 ~ 71n_d~ia ________ ~ln~d~ia~---~~N~D~F~B~-------~B=-=o~d~o~la:::.:..n~d~--~2:...:0~0~4 
258 India India DHD- BW Dimaraji • 200tl 259 India India PULF Islamic Stale 2008 20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir ~~20~~1n..:..:d~ia~·~P~a~k~is~ta~n~--4~1~nd~i~a ---~P~a~k~is~ta~n~-------t--=K..:..:a~s~h~m--'-ir--'-·---20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan -~ Kashmir 20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir 20 :ndia, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir 20 India, Pakistan India Pakistan Kashmir 20 :ndia, Pakistan India Pakistan Kashmir 
~~~~~~~---+~~--~~~~-----------+~~~~ ----

20 India, Pakistan India Pakistan Kashmir 20 India , Pakistan India Pakistan Kashmir 
--20 India, Pakistan India Pakistan Kashmir 

1~~ 
1964 
1965 
197'1 
1984 
19137 
1989 
1990 
1991 
1992 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 46 Indonesia lndones:.::ia=---j..-.:0=-a~r-=u:::.:..l ~ls~la::.:..m~------1---------·- _J_ ~5~ 

46 Indonesia Indonesia PRRI 
f--1958 46 I 1donesia Indonesia PRRI 

1959 46 I 1donesia Indonesia PRRI 
1960 46 Indonesia Indonesia PRRI 
1961 94 Indonesia Indonesia OPM West Pa ua 1965 94 Indonesia Indonesia OPM West PaP.ua 1967 

~4 1.1donesla Indonesia OPM We5t PnP.ua 1968 
94 l.1donesia Indonesia OPM West Papua 19G9 94 Indonesia Indonesia OPM _ 1 ~o.~.!_f' pu..!! 19(.~ 94 lndonesm lndone .. ia OPM West P~~u -·- _l~EL 
94 Indonesia lndonm;ia OPM West P·1 u ~78 ~13;;;..~4.;...r....;.;.ln..;;;d..=.o;..;.;no~sila=-----..L..!.!In~d~o:!.!n~esia~.J...!F.!.Ire~t~lhn.:-___ _ __ E_~st 11rnor liE§.. 
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134 I Indonesia Indonesia Frelilin East Timor 1976 1--13_4_-J l_l n--=d--=o__:n__:e.:...s i.:...a ----+-1 n don es i a F re li 1-i n-=--=--=--=--=--=--=--=--=-~--=--=--=--=--=-:-=-E-=_a-=_s-=_t -T_-i_m-=_o-=_r-=--=--=--=-~~-=-1-9:7_7: 134 Indonesia lndonosm Frelilin East Timor 1978 
------- -

' 1
__:!l±_ Indonesia ___ 

1
Jndonosi _

1

_rrolilin.-'---------i- E_as_t_T_im_ o_r __ 1979 134 Indonesia Indonesia 
1
_Frelilin ________ ,r-E_a_s_t_T_im_o_r ____ 1980 134 lndon i lndon sia Fretilin East Timor 1981 134 lndon si Indonesia Fretilin East Timor 1982 

------~~ -1--~------------r-------+---~ 

134 
134 
134 

,.. lndonesi· Indonesia Frelilin East Timor 1983 lndon sia Indonesia Frelilin East Timor 1984 
--------~~~~-~~__:__: _________ -r~------+---~ 

Indonesia Indonesia Fretilin East Timor 1985 1__:!l±_ Indonesia Indonesia Fretilin East Timor 1986 _1l±_ Indonesia Indonesia Fretilin East Timor 1987 o-:-13:-4-:-t--1 n__:d::.::o-'-n-=-e.=.:si-=a _______ ~l n:.:..:d~o:.:..:n~e.:::si:.:::a_-t--:--F~re:.:.ti::.:.l in:_:__ ________ ---! East Timor 1988 
I 

----------~------

134 Indonesia Indonesia Fretilin East Timor 1989 134 Indonesia Indonesia Fretilin East Timor 1992 134 Indonesia Indonesia Fretilin East Timor 1997 134 Indonesia Indonesia Fretilin East Timor 1998 171 Indonesia Indonesia GAM Aceh ·t990 171 Indonesia Indonesia GAM Aceh 1991 171 Indonesia Indonesia GAM Aceh 1999 171 Indonesia Indonesia GAM Aceh 2000 171 Indonesia Indonesia GAM Aceh 2001 171 Indonesia Indonesia GAM -~ Aceh 2002 171 Indonesia Indonesia GAM Aceh 2003 171 Indonesia Indonesia GAM Aceh 2004 171 Indonesia Indonesia GAM Aceh 2005 177 Mali Mati MPA Azawad 1990 177 Mali Mali FIM Azawad 1994 177 Mali Mali ATNMC Azawad 2007 177 Mali Mali ATNMC Azawad 2008 72 Nepal Nepal Ne.Qali Congress 1960 72 Nepal Nepal Nepali Con_g_ress 1961 72 •'Jepal Nepal Nepali Congress 1962 ~7~2~7N~eL.=p;a~l ---------~N~e~~p~;a~l ----1--C_P_N_-_M ______________ -r------------ 1 9~ ~7~2~~N~ecp;a~I _________ ~N~e~~p~:a~I ____ ~C~P~N~-~M~------------~----------- 1 9~~ ~7~2~1~~e~~P::.::•a7t __________ ~N~ep~:a~l --~-C_P_N_-_M ______________ ~----------- 1998_ ~7~2~~N~e~p;a~I __________ ~N~e~~p~;a~I ____ ~C~P~N~-~M~------------4-------------_J999_ 72 t Jepal Nepal CPN- M 
2000 72 Ne_Q_al Nepal CPN- M 
2001 

72 N7e~~p-.a~I--------~~N~e~~p=;a~l----rC~PN~-~M~-------------~-----------r~2~0~02~ t-:7::2:-t-r~r e~lP:..::«a;;_r -----l...!.N~e at --t_C_P_N_-_M _________ ------ 2003 72 I lEma I Nepal CPN-M 
2004 t-:7=2~~~~~~e:p~,a~I~~~~~~~~~~~~~N~e:!p~;a~l __ · __ rC~P-'-N-'---'-M-'----------r--------r' ~20~0~5~ t-:-:7;;2-r.t-::=le;.c;.P•a=-:1 ____ -+..:..::N~ep~;a!!..I_-I_C_Pl'!_-_M______ 1 2006 ~17:-:8~_:-tJ~'!g~=..:...etr _____ -l-N!.!~iig '~'e:__r ---}---::C~R,:::A~--------t..!:Air nd A:z wad 1 :L 212 NigQr Niger FOR __§_a~mJ'!iger 19 ;;..... ~12 ~liQor __tJiger FARS ~rnl;li ;-_""_1_2._ 255 Niger Niger FLAA ----t 1991 

1 



255 [ Niger Niger FLAA 
; 1992 255\ Niger NiQer UFRA 

1997 ·- " --255 Niger Ntg r __ MNJ 
2007 ~ Nig_er Nig _r __ MNJ 
2008 249 Nigeria Nig _ti< __ Ahlul Sunnah Jamaa Northern Nigeria 2004 250 Nigoria Nt tia NDPVF Nig_er Della 2004 -210 Cam roon, Nig ri Camoroon Nigeria Bakassi 1996 154 Ch d, Nigeria Chad Nigeria Lake Chad 1983 129 Pakistan Pakistan Baluchi insurgents Baluchistan 1974 r!-29 Pakistan Pakistan Baluchi insurgents Baluchistan 1975 .. JR Pakistan Pakistan Baluchi insurgents Baluchistan 1976 ~ Pakistan Pakistan Baluchi insurgents Baluchistan 1977 -- - ----l__g_g_ Pakistan Pakistan BLA Baluchistan 2004 ---

129 Pakistan Pakistan Baluch lttehad Baluchistan 2005 ----,- ---
129 Pakistan Pakistan Baluch lttehad, BLA Baluchistan 20Q§_ 129 Pakistan Pakistan BLA Baluchistan 2007 129 Pakistan Pakistan BLA, BRA Baluchistan 2008 209 Pakistan Pakis1an MQM 

1990 209 Pakistan Pakis1an MQM 
1995 209 Pakistan Pakistan MQM 
1996 209 Pakistan Pakistan TNSM ·~ 

2007 209 Pakistan Pakistan TTP 
2008 95 Peru Peru ELN, MIR 
19~5 ~-"-

95 0 eru Peru Sendero Luminoso 1982 95 Peru Peru Sendero Luminoso 1983 95 Peru Peru Sendero Luminoso 1984 95 Peru Peru Sendero Luminoso 1985 95 Peru Peru Sendero Luminoso 1986 95 Peru Peru Sendero Luminoso 1987 95 Peru Peru Sendero Luminoso 1988 95 Peru Peru MRT A, Sendero Luminoso 1989 95 Peru Peru Sendero Luminoso 1990 95 Peru Peru MRT A, Sendero Luminoso 1991 -
95 Peru Peru MRT A, Sendero Luminoso 

1 99_~ 
95 Peru Peru MRT A, Sendero Luminoso 1993 95 Peru Peru Sendero Luminoso 

ur 
95 Peru Peru Sendero Luminoso 95 ~ Peru Peru Sendero Luminoso 

96 95 Peru Peru Sendero Luminoso 97 95 Peru Peru Sendero Luminoso 1998 95 Peru Peru Sendero Luminoso 1999 95 Peru Peru Sendero l.uminoso ?007 9~- ..feru Peru Sendoro Luminoso 2008 1-41.. _!hailand Thail<md ilitar~ faction {Navy) 19G1 43 l]:lmland Thailan_.:l_ CPT 
1974 43 Thailand Thallan_d_ CPT 
1975 f--· 43 Thj!iland Thailand CPT 
1976 43 Thailand Thailand CPT 
1977 
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Thaii.Jnd CPT 
1978 ----------------+-----------~-~~~ 

43 Thailand -
43 Thailand ThaiL"'nd CPT 

1979 ·-----Th8il : tnd CPT 
·J980 

1---------------------,_ _________ ___ 

43 Thailand - -

Thail:md CPT 

Thai!: tnd CPT 
1981 --------------------+-----------
19B7. 

43 Thailand 
~ TI!!Ji@_nd 

Resi~itance Armee 
1
_148 Tuni 1 -----1 Tunisia Tunisienne 

_ 19_1J_Q_ 1
_ 15g_ TJ:!rkey TurkE~YL_ __ -1-P_K_K _________________ ~._K_u_r_di_s_ta_n _______ 1_9_84_ ~ Turkey T u rkE y'-----t-P~K-=-K'----------------~~K-=-u::.:.r-=-d-=-is..:..:la~n'--____ 1 __ 1-=-9-=-8~5 1 
159 Turkey TurkE'y'--__ ,_P_K_K ________________ --t_K_u_r_di_s_la_n _______ 1_8~~ ~ Turkey Turkey PKK Kurdistan 1987 159 Turkey Turkey PKK Kurdistan 1988 159 Turkey Turkey PKK Kurdislan 1889 -------
159 Turkey Turkey PKK Kurdislan 1890 159 Turkey Turkey PKK Kurdistan _ 199'L 159 Turkey Turkey PKK Kurdislan 1992 --------
159 Turkey Turl<ey PKK Kurdislan 1993 159 Turkey Turkel'_ PKK Kurdislan 1904 

r---+---~----------+----~----+--------------------+-------------------

159 Turkey Turkey Pf<K ·~ Kurdistan 1995 
~~~~~----------+----~----+--------------------r-------------------

159 Turkey Turkey PKK Kurdislan 1996 159 Turkey Turkey PKK Kurdislan ~15~9~_T_u_rk~e~y ________ -+_T_ur~--~P_K_K ________________ -+_K_u_rd_i_sl_a __ n ______ _ 
199/ 
19913 159 Turkey Turkey PI<K Kurdislan 1999 

r-~+-~~----------+---~----+--------------------4--------------------

159 Turkey Turke { PKK Kurdislan __ 20_0Q_ 159 Turkey Turkey PKK Kurdislan 2001 159 Turkey Turkey PKK Kurdistan . 2002 159 Turkey Turkey PKK Kurdislon 2003 159 Turkey Turkey PKK Kurdislan 2004 159 Turkey Turke't PKK l<urdislan 2005 159 furkey Turke" PKK Kur distan 200G 
----+-'--'-----------------+~~~------

159 f~u_rk~e~lY __________ -1-T~u~r~ke~v ____ ~P~K~K~--------------~~K-=-u:::.:.r-=-d -=-is~ta_n ______ r-2-=-0-=-0~7 159 furkey Turkey PKK Kurdislan 2008 
r---+---~----------~--~----+-------------------~ 

188 Turkey Turkey Devrimci Sol 
1991 188 furkey Turkey Devrimci Sol 
:1992 188 furkey Turkey MKP 
7005 
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