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Abstract 
 

In the current competitive economic environment, there is a lot of focus in optimization of processes 

and providing high quality customer experience. This study explores the use of deep learning 

particularly convolutional neural network to enhance the retail store stock taking process. It provides a 

review of literature on different convolutional neural network architectures to identify the best fit for 

image object detection and count. It highlights some of the image analysis applications in various 

sectors such as counting fish, yield estimation and construction site management. 

 YOLO is noted to be perform well based on the literature review and the study further implements 

and compares the performance of YOLO v2 and YOLO v3 in object detection and count. The 

implementation leverages on the pretrained weights on ImageNet and further training is done on open 

data image set of retails stores. Both YOLOv2 and YOLOv3 achieve mean average precision above 

75%, however YOLOv3 is leading attaining a mean average precision of 81.86%.  

Keywords convolutional networks, YOLO, stock take 
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CHAPTER 1: INTRODUCTION 

1.1. Background 

Data has been recognized as one of the key drivers of business advantage and organisations are 

consciously defining their data use cases, making investments in data to achieve informed decision 

making, operational efficiencies and ultimately be able to value data as an asset. The initial focus in 

data analysis has been on the structured data generated throughout the internal business processes 

which gives a good descriptive story of progress over time and is one of the key inputs into 

development of predictive models. In addition to structured data, significant research has been done 

towards use of unstructured data, both text and images, to gather insights and provide services such as 

facial recognition security feature on smart phones, targeted advertising based on history search, 

automate quality control using image analysis in manufacturing plants and automatic parking fee 

clearance based on number plate images amongst others. 

Stock take is a key process in inventory management and retail analytics. It guides the business on 

when to reorder goods, which items to stop stocking, what items are fast moving and identify any loss 

of goods. Currently, stock takes in retail stores are done manually at a set interval. This process is 

very manual, tedious and prone to many errors. Stock take tends to be done at closing time or off-peak 

hours when there is little movement at the store (Kamali, 2018). The support staff are distributed 

across the store to manually count and record the volume of the different products on a tallying sheet. 

These sheets are then collected by the supervisor to be later captured in the system for onward 

processing. This process flow has two key points of weakness. The repetitive count of products and 

the transfer of data from tallying sheets into the system. These are monotonous tasks which are highly 

prone to error impacting the accuracy of data captured on stock levels (Kull, et al., 2013). 

Digital image processing is a subarea in digital signal processing (DSP) that has been in existence 

since the 1960s and 1970s when digital computers become available. However, implementation of 

DSP was limited to critical operations such as oil exploration, medical images and space exploration 

since computers were expensive. Since then various techniques have been developed for digital signal 

processing the greatest catalyst being the growth in the computational power, data storage, display 

and transmission (Bhausaheb Shivajirao Shinde, 2011).  

Application of digital image processing has increased significantly with implementations such as 

posture detection (Wang, et al., 2016), automatic reading of coordinates from an image and linking 

the image to the specific location on the map (Goodfellow, et al., 2014) and emotion detection 

through analysis of facial expressions (Luoh, et al., 2010). 
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Deep learning is one of the key techniques applied in digital image analysis particularly convolutional 

neural network to enable image classification, object detection, image retrieval, semantic 

segmentation and human pose estimation (Guo, et al., 2015). The convolutional neural networks have 

been preferred in image analysis owing to its ability to better manage the data volume and ability to 

share parameters reducing the number of variables to tune. 

1.2. Problem statement 

Stock take is a mandatory exercise to confirm level of stock for accounting purposes as well as 

support in deciding when to reorder and restock the shelves. Currently this exercise is done manually, 

requires a lot of resources depending on the size of the store and is prone to errors. Automated stock 

take would enable retail store to optimize their stock process and free time to address other needs in 

the store. Retail store managers are aware of the importance of the being informed on accurate stock 

levels, however they are still faced with a backlog of inaccuracies they are not able to resolve (Ishfaq 

& Raja, 2019). Manual inventory count is highly repetitive such that the concentration span of an 

individual reduces drastically making it difficult to obtain accurate results (Neeley 1983, 1987) hence 

the need to automate this process. 

1.3. Main Objective 

The study aims to implement image object detection and count using convolutional neural networks 

for stock take in a supermarket. 

1.4. Specific Objective 

1. To review the processes and challenges in stock taking in a retail store 

2. To review existing literature on convolutional neural network applied in digital image processing 

3. To implement a prototype convolutional neural network to enable object detection and count in 

retail product image 

4. To measure the effectiveness of the convolutional neural network in image object detection and 

count for stock take  

1.5. Significance 

As retails stores open up to more channels of transactions and collaborate with third party ecommerce 

platforms, the need to ensure product availability is critical to meet customer demands (Kamali, 

2018). Ensuring optimal stock levels is required to avoid the financial impact of low or very high 

stock levels. High stock levels require additional expenditure on storage and potential loss in damage 

or spoilage. Whereas low stock levels can lead to high delivery cost due urgency to restock. Central to 

management of stock level is being able to determine the current stock count in time to make a 

decision on when to reorder considering the lead time to delivery. 

The automated stoke count using images aims to increase accuracy and improve on time spent in 

determining the stock levels. 
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1.6. Scope of study 

The analysis focuses on one category of inventory, bottled soda. However, the prototype solution 

presented in the paper can be applied in count of other bottled products. It is applicable on the 

products whose quantities are based on count and not weight. 

The next section, chapter 2, provides a review of existing literature on stock take and convolutional 

neural networks. It gives an overview of the stock process and the challenges noted. On convolutional 

neural network, it shows the development in the technique, use of this technique in different domains 

and its performance. Chapter 3 gives an overview of the methodology applied in developing the 

convolutional neural network for image analysis in retail shelves stock take. Chapter 4 outlines the 

performance of the convolutional neural network and chapter 5 highlights the conclusion and 

recommendations based on the study. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Review of inventory count 

Materials management (MM) is an essential business activity responsible to maintain a flow of 

materials and other stock items (inventory) used in an organization, and deals with other functions in 

supply chain management, such as the planning, acquisition, and supply of overall material flows 

throughout the whole supply chain. One of the key roles of MM is inventory control. The main reason 

that an organization holds inventories is to ensure to satisfy customers demands at the right time 

(Kull, et al., 2013). 

Accuracy in inventory level has been a challenge over time and various technologies have been 

implemented to automated this process. One of these technologies is barcoding. This has largely been 

used in the checkout process. Barcodes are a set of vertical bars printed on products by the 

manufacturer. The vertical bars store basic information about the product such as name, weight and 

colour. Using a bar code reader at the checkout point, the product can be identified and the 

appropriate price charged and stock level adjusted at the same time.  

Another technology that has been applied in inventory management is the radio frequency 

identification (RFID). Use of RFID has increased over time however it still remains an expensive 

option that may not be applicable in certain setups(Lee & Özer., 2007). It uses near field technology 

such that the scanner is able to pick multiple RFID signals from a given distance. 

Accuracy of inventory count is affected by both transaction dependent elements and transaction 

independent elements. The transaction dependent are replenishments, misplaced items, product 

returns, incorrect deliveries, partial deliveries, frequency of replenishments while the transaction 

independent factors are internal product movement, operating multiple channels, theft, spoilage or 

damage (Kull, et al., 2013). Order fulfilment and inventory replenishment are quite susceptible to 

such problems (Lee and Özer 2007). 

Transaction dependent factors 

frequency of replenishment 

 orders and demand 

 misplaced items in the store 

 incorrect deliveries 

 product returns 

 

Transaction independent factors 

internal product movement 

 theft or spoilage 

 multiple channels with one store of operation 

 

Table 1: Factors affecting inventory accuracy, source (Kull, et al., 2013) (Guo, et al., 2015) 
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There is need for adequate inventory policies and frequent inventory count to enable quick 

identification of the inaccuracy in inventory level to enable better inventory management. The ability 

to accurately determine how much inventory is on hand is critical. This becomes the guideline on 

when to reorder goods to minimize the cost of holding high inventory volume or too little inventory 

such that the store is not able to meet customer demand. Inventory record inaccuracy is a key issue 

across multiple industries affecting the accounting process, mergers and acquisitions amongst others. 

Most stores do not know the accurate inventory value and would generally tend to hold more stock to 

meet the demands rather than fall short (Barratt, et al., 2010). 

2.2 Deep learning 

 

Artificial intelligence refers to algorithms that aim to mimic human behaviour. Machine learning is a 

subset of artificial intelligence which entails analysing data to determine the current relationships and 

capture this in a model that can then be applied on new instances to predict the output. Deep learning 

is a subset of machine learning that is inspired by the functioning of the human brain.  It takes in data 

and works on deriving the features through layers of connected neurons. The features extracted at 

each layer is then transferred to the consequent layer till the last year where the prediction in 

computed (Guo, et al., 2015). Deep learning has gained popularity given the increased volumes of 

data and computational capacity such that large models can be designed and trained within shorter 

periods. This reduces the time taken to go through the iterative process of data collection, data 

preparation, training, testing and optimization. 

Various deep learning algorithms such as AlexNet, GoogleNet and YOLO, have been developed to 

enable image processing and have been optimized to reduce the computation cost as much as possible 

considering the fact that a single image contains multiple features and the volume of data may grow 

exponentially within the neural network if not checked. 

Digital image processing entails converting a continuous signal such as sound or light into a discreet 

format that can be used for further computational processing. An example is an image captured using 

a camera is basically a reflection of light signals from the object of interest which is digitized into a 

sequence of number to represent the light intensity at different points of the object. This sequence of 

numbers can then be stored and referenced to recreate the image for viewing.  A two-dimensional 

function, f(x, y) is used to represent the images such that x and y are spatial (plane) co-ordinate, and 

the amplitude f  is the gray level of the image at that point. Discrete values of  x, y and the amplitude  

f make an image a digital image (Bhausaheb Shivajirao Shinde, 2011). Numerous mathematical 

procedures and algorithms have been developed and tested to enable processing of a wide spectrum of 

images in the medical domain, geospatial domain and even in commercial products such as smart 

phones and laptops. Some of the objectives set out in digital image processing include image 
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enhancement to highlight certain features of interest, colour enhancement, creating augmented reality, 

image overlays, object detection and recognition. 

2.3  Convolutional neural networks 

 

Convolutional neural networks are widely used in image analysis due to its ability to take in a large 

number of inputs and reduce the dimensions systematically, managing the number of parameters to be 

trained and improving general performance.  This is achieved when a number of parameters share 

weight reducing the number of parameters to be trained and the local connectivity enables learning the 

correlation among pixels. Below is an illustration of the building blocks of a convolutional neural 

network. It consists of the image input, convolution layers, pooling layers and fully connected layers. 

 

Figure 1: A general pipeline for a CNN, source (Guo, et al.,2015) 

 

Convolutional neural networks (CNNs) has been applied in object detection, semantic segmentation, 

image classification, image retrieval and human pose estimation (Guo, et al., 2015). 

Various architectures have been developed over time and refined to improve on performance. Some of 

the common architectures include AlexNet, GoogleNet, VGG -16 and 19, Network in Network, 

Inception v3 and ResNet. Research has been done to compare performance of these models looking at 

accuracy, computation cost and efficiency of the model, (Canziani, et al., 2016). Inception 3 was 

noted to have the highest top accuracy. Other architectures such as VGG-19 were noted to have a 

fairly good accuracy however its computation cost was noted to be highest as well. This led to the 

need to look at a third measure information density, (Canziani, et al., 2016) where GoogLeNet was 

noted to perform best. 
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Figure 2: performance review of deep neural network architectures (Canziani, et al., 2016) 

2.4  You only look once (YOLO) detection system  

 

YOLO network architecture has been built for image detection and classification. It was inspired by 

the GoogLeNet model which was noted to have the best performance in previous studies. In this 

approach, object detection is considered as a single regression problem from image pixels to bounding 

box coordinates and class probabilities. As the name suggests, an image is scanned once to predict the 

objects in it unlike other algorithms that split the image into sections and review it section by section. 

YOLO is fast, this being attributed to its simple structure. YOLO takes in information of the whole 

image and is able to encode contextual information (Redmon, et al., 2016). At a high level, the image 

below demonstrates how a single convolutional network is able to predict multiple bounding boxes 

and classes. 

 

Figure 3 Illustration of YOLO image object detection and classification, source (Redmon, et al., 2016) 

The first step in the analysis is to divide an input image into N x N grid. If the centre of an object falls 

withing that grid, that grid is used to detect the object. Each grid cell is associated with a bounding 

box and confidence score. The confidence score is a measure of the probability of an object existing 

in that frame and the degree of overlap, intersection over union, between the predicted box and the 

ground truth. The output of each bounding box has 5 predictions x, y, w, h, and confidence. The 

center of the box relative to the edges of the grid cell is captured by the x and y coordinates. The 

width and height are predicted relative to the whole image while the confidence prediction represents 

the overlap (IOU) between the predicted box and any ground truth box. In classification problem, and 

additional output would be the class prediction. The YOLO approach has been evaluated on the 
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PASCAL VOC detection dataset  which has a variety of image classes using 24 convolutional layers 

followed by 2 fully connected layers as indicated below, (Everingham, et al., 2015).  

 

Figure 4: YOLO network architecture with output accuracy of 88% 

YOLO can process images at a high speed however it faces spatial constraint limiting the  number of 

clustered objects that the model can predict and does not perform as well in detecting small objects in 

a cluster (Redmon, et al., 2016). This a key areas that lead into development of advanced version of 

YOLO to YOLO v2, YOLOv3, YOLOv4 and currently YOLO v5. 

The YOLO approach has been compared against other image analysis techniques such as the 

deformable parts (DPM) and R-CNN. The DPM uses a sliding window approach (P. F. Felzenszwalb, 

2010) which is a disjoint pipeline that is trained independently. R-CNN applies region proposals to 

detect objects. This involves a combination of selective search, CNN to extract features and SVM to 

score the boxes, linear model to adjust the bounding boxes and non-max suppression to eliminate 

duplicate detections. These components are also trained independently. Compared to R-CNN, YOLO 

predicts fewer bounding boxes per image and has a comprehensive architecture that is jointly 

optimised (Redmon, et al., 2016). Below is a summary comparing performance of YOLO to DPM and 

R_CNN object detection systems. 

 

Table 2: Comparison of YOLO to DPM and R-CNN (Redmon, et al., 2016) 
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Yolo was noted to be the fastest detector on record for PASCAL VOC detection and was twice as 

accurate as any other detector. A detailed error analysis was done for R_CNN and YOLO to better 

understand the root cause. It was noted that for R_CNN most of the errors were background errors 

while for YOLO it was localization error (Redmon, et al., 2016) 

 

Figure 5:Analysis of errors (Redmon, et al., 2016) 

 

Further enhancements have been made on YOLO giving rise to YOLOv2 and YOLO9000. The focus 

was to improve on localization error and recall in YOLO. This study went further to increase the type 

of objects that can be detected leveraging on the classes available in image classification taking noted 

that labelling images for detection is more intensive compared to labelling for classification or 

tagging.  

In YOLOv2 the enhancement has been made on normalization, use of K-means to determine the 

initial box dimensions, multiscale training, use of anchor boxes and high-resolution classifiers as 

captured below.  

 

Figure 6 : Enhancements to YOLO (Redmon, et al., 2016) 
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In YOLO9000, the team developed a new architecture called the Darknet-19 leverage on the Network 

in Network model. It consists of 19 convolutional layers and 5 max pooling layers while the YOLO 

architecture consists of 24 convolutional neural networks and 2 fully connected layers. 

 

                                                             Table 3: Darknet -19 architecture (Redmon, et al., 2016)   

The Darknet – 19 achieved to increases the number of objects that can be detected to over 9000 

objects leveraging on the labelled data available from ImageNet with labels pulled from WordNet 

which enables hierarchical classification. 

2.5 Related work 

2.5.1 Classifying equipment at a construction site using convolutional neural networks 

Construction site project managers are faced with the challenge of ensuring maximum output on each 

day. There is need to ensure the project timelines are on track and that resources are being fully 

utilised to enable sharing of these resource across multiple sites. To track the site operations, one of 

the approaches is to use the Global Positioning system however this cannot be attached to every 

gadget on site. This led to exploration of computer vision to analyse the utilisation of the equipment 

and safety at the site, (Soltania, et al., 2017). The first step in application of computer vision was 

being able to accurately detect the equipment the surveillance footage. 

The study compared conventional classifiers and convolutional neural networks to determine the 

better model. The conventional classifiers tested include Local Binary Pattern (LBP), Histogram of 

Oriented Gradient (HOG) and bag of words (BoW). The study focused on a subset of constructions 

equipment which are excavators, loaders and dump track. Amongst the conventional classification 
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approaches, the HOG was leading with an accuracy of 47% followed by LBP with an accuracy of 

41% and lastly BOW with an accuracy of 38%. The classification was again tested using deep neural 

network models particularly the AlexNet-SVM, AlexNet and VGG-f. The accuracy of the models was 

compared and noted that AlexNet-SVM was leading with an accuracy of 83% followed by AlexNet 

with an accuracy of 78% and VGG-f attained an accuracy of 68%. The CNN based methods obtained 

better performance compared to the conventional methods. The analysis was further reviewed and it 

was noted that the synthetics images used in training appeared rich in colour and brand new unlike the 

actual equipment which due to wear and tear tends to have a dark brown colour. This difference in the 

training set and reality on the ground was a key factor in the performance noted. 

 

Figure 7: sample of real and synthetic image, (Soltania, et al., 2017) 

The study further analysed the performance of the AlexNet-SVM and AlexNet using different 

scenarios of synthetic and real images as indicated below. Based on the results obtained, addition of 

synthetics images to the training set improved the training results and the accuracy of the model, 

(Soltania, et al., 2017). 

 

In addition to the application of CNN in identifying excavators, loaders, and dump trucks there is 

need to add classification of other equipment (Soltania, et al., 2017). 
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2.5.2 Application of convolutional neural networks in counting fish 

 

One of the global sustainable development goals focuses on life below water to ensure that the 

ecosystem in protected. Institutions have been set up to continuously monitor the fishing activities 

looking at the species and size of fish harvested. A study has been done to explore application of 

computer vision to help track the number, species and size of fish harvested as captured in the 

surveillance videos (French, et al., 2015) . This will increase the efficiency in enforcing the fishing 

policies. 

The first step in the analysis was to carry out the foreground segmentation separating the actual fish 

from the background and irrelevant objects such as conveyer belt and people. This was achieved using 

CNN approaches specifically the neural network nearest neighbour (N4) fields algorithm. At this point 

the foreground pixels of fish are separated to be counted and later on classified into the different 

species.  

 

 

Figure 8 Steps from the original image to box prediction, edge detection and finally measure accuracy (French, et al., 2015) 

A number of factors were to be considered while building the model. The model was to be applied on 

a video stream where there would be long period of no activity and periods when a lot of fish is to be 

reviewed. The video is also captured as other fishing activities are proceeding, so a lot of human 

hands would be captured in the video. In addition, the fish would overlap, have different sizes and be 

randomly positioned. With all these factors considered, the model was able to reduce the error range 

to 2% to 16%, (French, et al., 2015). 

2.5.3 Convolutional neural networks to count fruits 

 

The agricultural sector is one of the industries that is aggressively integrating technology into its 

operations with an aim to ensure returns on investment. Being able to accurately determine the 

expected yield would be highly beneficial in planning and in the future potentially a trusted collateral 

to be able to obtain financing. Manual yield estimation in time consuming and tedious, this study 

aimed to explore the application of computer vision to count tomatoes in a big farm, (French, et al., 

2015). 

Keeping in mind the target working environment, the model to be developed had to address issues 

such as lighting variation, overlap and scale variations. The team sort to explore object count without 



13 
 

necessarily detecting the object by focusing on the colour variations. Tomatoes would be a shade of 

red while the leaves would be green.  

 

Figure 9 framework for counting tomatoes using CNN, source (Rahnemoonfar & Sheppard, 2017) 

The study was able to apply CNN, a modified inception-Resnet and simulate based training where the 

model was trained using synthetic data and tested on real images achieving an accuracy of 91%. The 

approach was able to address illumination, occlusion and scale variations. 

 
Figure 10 sample of image, predicted count and ground truth, source (Rahnemoonfar & Sheppard, 2017) 
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The algorithm performs fairly well in counting fruits whose colour is a shade of red, it did not cover 

the green fruits, unripe fruits. This can readily be extended by adding the green fruit examples in the 

training dataset, (Rahnemoonfar & Sheppard, 2017). In terms of delivery of the solution to the 

farmers, the solution can be packaged as a mobile app however aerial images with a surveillance 

camera would be ideal. 

2.6 Challenges in image processing 

 

In carrying out image processing the technique applied needs to consider the contrast between object 

and background, degree of object clustering, object texture and its variations, object size and its 

variations, complexity of the objects among others (Barbedo, 2012). 

Researchers have developed different techniques to minimise the impact of these challenges as seen in 

the YOLO architecture where the architecture involves analysis of the images at different scales so 

that its able to analyse objects of different sizes. The approach applied in YOLO was noted to have 

fewer background errors compared to the R-CNN model and YOLO2 tried to improve on the 

localization error through incorporating K-means clustering to automatically find good bounding 

boxes priors. 

2.7 Gap 

 

Convolutional neural networks are leading in the space of image analysis. Various architectures have 

been proposed and tested on the key computer vision datasets, Pascal VOC dataset, to benchmark and 

compare performance. The YOLO algorithm was noted to perform well in comparison to other 

algorithms. Further analysis on the false positives indicate that YOLO faces challenges in localization 

and identification of highly clustered images. Later versions of YOLO have been released with a key 

focus to improve on the challenges of YOLO version 1 and also expand the classes of objects being 

detected.  

Convolutional neural network has been applied in various areas such as counting fish in fisheries, 

monitoring work at a construction site and counting apples in a farm and crowd counting. This study 

explores the application and performance of the YOLO convolutional neural network in count of soda 

in supermarket shelves. This will further train the algorithm on highly clustered objects and increase 

the classes of objects that can be detected. 
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CHAPTER 3: RESEARCH DESIGN AND METHODOLOGY 

3.1  Introduction 

This chapter highlights how the research on convolutional neural networks for stock take has been 

structured. It covers the research design of the study, the data collection process, model development 

and evaluation metrics. 

3.2 Research design 

Quantitative research entails collecting and converting data into numerical form to enable statistical 

calculations, inferencing and draw conclusions (Bryman, 2004). This study is a quantitative research. 

It aims to identify an appropriate convolutional neural network architecture to enable image object 

count for stock take. The images obtained are transformed into numerical data and relationships to 

enable object detection and provide a count as an output. The research evaluates the YOLO v2 and 

YOLO v3 on object detection and counting of soda bottles in a retail store. 

The key phases in building the neural network entailed data collection and preparation, building the 

model followed by iterative steps of training and evaluating the model. 

3.3  Data collection and preparation 

The YOLO algorithm is applied as a form of supervised learning requiring an input of images with 

predefined bounding boxes to enable it learn the class of images to be detected. It requires a set of 

retail images with annotation indicating the class, bonding box and position of the image as indicated 

below. This is done using the BBox label tool to generate the bounding boxes and python code to 

convert the labels into the format: 

<class id> <Xo/X> <Yo/Y> <W/X> <H/Y> 

where, 

class id = label index of the class to be annotated 

Xo = bounding box’s center, x coordinate 

Yo = bounding box’s center, y coordinate 

H = bounding box height 

X = image width 

Y = image height 

 



16 
 

 

Figure 11: Illustration of image annotation using BBOx labelling tool 

The BBOx tool enables labelling of multiple objects within the image capturing the dimensions of the 

bounding box as displayed in the top right. The dimensions captured is the start and end position of 

the height and width of the image. This further adjusted using python code to convert it into the 

YOLO format [category number] [object center in X] [object center in Y] [object width in X] [object 

width in Y] which provides dimensions relative to the dimensions of the image. 

 

Figure 12: Function to convert bounding box labels to yolo format 
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The image and the dimensions of the bounding boxes are saved in one location as pair with the same 

file name as illustrated below. 

 

Figure 13: Sample model training files 

 

 Sample image Bounding box labels generated 

<class id> <Xo/X> <Yo/Y> <W/X> <H/Y> 

 

1. 

 

0 0.29296875 0.494140625 0.3203125 0.96484375 
0 0.58984375 0.49609375 0.21875 0.9453125 

2.  0 0.49609375 0.5 0.3125 0.984375 
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3. 

 

0 0.30078125 0.515625 0.1953125 0.75 

0 0.51171875 0.513671875 0.203125 0.76171875 

0 0.724609375 0.513671875 0.19921875 0.76171875 

Table 4: sample bounding box labels generated 

 

The neural network is trained and tested based on the Freiburg groceries dataset, focusing on the soda 

category. 500 images are loaded and labelled using the BBOx tool providing a total of 1,300 bounding 

box examples. This then randomly split into 400 images for training and 100 images for testing. This 

was equivalent to 1,301bouding boxes for training and 294 bounding boxes for testing. 

3.4 Development environment 

The darknet neural network framework is used to build the convolutional neural network and train the 

model. This is an open source platform that provides the foundation to build the YOLO convolutional 

neural network. This framework is built in C. 

Google colab environment is used for building, training and testing the model. It is a free cloud 

service provided by Google. It provides access to a single Tesla T4 GPU which enables faster training 

of the model. This is an online environment and is integrated with google drive to provide storage. 

The google colab notebook is used as the code editor. 

A local Anaconda python environment is setup on a single user machine running on windows to 

enable the data pre-processing. This is used to setup the BBOX tool and convert bounding box labels 

to the YOLO format. 

3.5 Neural network design and development 

 

A single neural network is applied on the full image. When the image is loaded it is converted into a 

matrix with a series of numbers ranging from zero to 255. To enable easier computation and 

inferencing, the matrix is normalized by diving by 255 to get number between 0 and 1 to represent the 

different shades of red, blue and green that form the picture. The image is further resized to the 

requirements of the model to be a cubic image. Below is a sample image representation in the model. 

 

 



19 
 

 
 

 
 
 

 

 
 

 
   

Shape of the image is (1, 416, 416, 3) 

• 1 image 

• 416 x 416 x 3, 3 channels to capture red, blue and 
green (RGB) shades. 

 

 

 

Initialization of parameters 

They key purpose of a neural network is to tune the hyperparameters to derive a pattern that enables 

us predict the output of unseen instances. In this case the hyperparameters to be tuned are the weights, 

learning rate, and bias. 

The YOLOv2 and YOLOv3 model is loaded and initialized. The learning rate is set at 0.001, decay is 

set at 0.0005, iterations set at 2000 and momentum set at 0.9. The bias and weights are initialized to 

the YOLOv2 and YOLOv3 pretrained weights respectively. 
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Figure 14: Sample of the YOLO configuration file 

The next step is to define the number of classes, the path to the training set file, the test set file, the 

class labels and the location to save the trained weights. 

 

Figure 15: Sample data configuration file 

The train.txt file and the test.txt file contains the path to the images to be loaded into the model as 

captured below. 

 

Figure 16: Sample training file configuration,train.txt. 

 

Iterative training 

The convolutional neural network training begins with a forward propagation. The input image matrix 

is feed into the first convolutional layer which consists of the padding, convolution process, 

normalization, activation function leaky ReLU and max pooling as indicated below. The output of this 

first layer then becomes the input for the next layer. 
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The image is padded differently at each point in the neural network to either maintain the size of the 

input image referred to as same padding or reduce the size of the image, referred to as valid padding. 

This enables the neural network to maintain high performance when tasked with images of different 

sizes as well incorporate the information at the edge of the image. 

Each layer has a varying size and number of convolutional filters followed by the batch normalization 

and leaky ReLU activation function. The max pooling is applied to reduce the noise and as well as the 

size of the output. 

This analysis is done through the 23 convolutional layers of the YOLOv2 and 73 convolutional layers 

for the YOLOv3. The initial iteration is based on the pretrained weights of YOLO which provides a 

more informed start. 

At the end of the first iteration, the cost function is computed and this is used to initiate the 

backpropagation. Back propagation involves computation of derivates with an aim to determine the 

appropriate change required on the weights taking into account the learning rate set. The back 

propagation provides the required update to the weights and bias. 

The neural network then goes through another forward propagation using the new weights and bias, 

the cost is computed, then back propagation to update the weights. This is repeated through 2000 

iterations as defined in the initialized parameters. 

The output of the iterative training process are the weights for the model that will be used to carry out 

the image object detection and count for stock take.  



22 
 

 
Table 5: Overview of a neural network process (Andrew NG) 

 

3.6 Model evaluation 

 

Image object detection is affected by occlusion, size, aspect ratio, visibility of parts, viewpoint, 

localization error, confusion with semantically similar objects and background (D. Hoiem, 2012). 

Some of the approaches applied in evaluating performance of object detection algorithms include 

analysis of false positive, precision-recall curves and average precision. 

False positive is when detections do not correspond to the target category while localization error is 

when an object is predicted with a misaligned bounding box. Based on the comparison on the Fast -

RCNN and YOLO, background and localization error was noted to be the largest error respectively. In 

evaluating this convolutional neural network, the target is to minimize the cost function and also 

attain high precision.  

The model is evaluated by comparing the predicted count from the model and the actual count as 

indicated below 

 

Figure 17 Formula for percentage accuracy, source (Rahnemoonfar & Sheppard, 2017) 
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In addition to the percentage accuracy, the model is evaluated by the loss function which looks at the 

localization error, confidence loss and classification loss. The loss function is computed as indicated 

below. 

 

Figure 18: YOLO loss function (Redmon, et al., 2016) 
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CHAPTER 4: RESULTS AND DISCUSSION 

4.1 Introduction 

This section highlights the findings of the research. It provides an outline of the performance of the 

YOLO v2 and YOLO v3 in image object count for stock take. It provides an analysis of the average 

loss and mean average precision attained by the two models as well as an illustration of the output of 

the model on a sample of images. 

4.2 Model results 

The YOLOv2 and YOLO v3 model are trained on a single Tesla T4 GPU taking note of the average 

loss and mean Average precision. The average loss improves from 30.26 to 0.4181 for Yolo v2 and 

from 14000 to 0.3538 for Yolo v3.  

YOLO struggles to get the boxes perfectly aligned with the object. In the past YOLO struggled with 

small objects. However, with the new multi-scale predictions YOLOv2 and YOLOv3 have relatively 

high mean average performance, (Redmon, et al., 2016). Below is a summary of the average loss and 

mAP observed during the training. 

 YOLOv2 YOLOv3 

Training iterations Average loss mAP Average loss mAP 

200 6.02 n/a 14000 n/a 

400 1.87 n/a 2.12 n/a 

600 1.12 n/a 1.31 n/a 

800 0.51 n/a 1.01 n/a 

1000 0.39 71% 0.98 78% 

1200 0.37 76% 0.52 80% 

1400 0.34 72% 0.43 78% 

1600 0.21 77% 0.41 82% 

1800 0.13 76% 0.32 79% 

2000 0.17 76% 0.3 80% 
Table 6: YOLOv2 and YOLOv3 training evaluation 

The YOLOv2 model achieves a best mean average precision of 76.53% and average loss of 0.17 after 

2000 iterations. The average loss is below the acceptable minimum loss of 2 and provides the weights 

that can be applied in the retail stock count. 
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Figure 19: Yolo v2 performance 

 

The YOLOv3 model achieves a best mean average precision of 81.86% and average loss of 0.3 after 

2000 iterations. The average loss is below the acceptable minimum loss of 2 and provides the weights 

that can be applied in the retail stock count. 
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Figure 20: Yolo v3 performance 2000 iterations 

 

 

4.4  Sample image tests on YOLO v2 

 

Below is summary of object count for a sample of 15 images using the trained YOLOv2 weights. 

 Image Actual 

count 

Count based on 

YOLO v2 

Accuracy 

1. 

 

4 4 100% 
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2. 

 

4 4 100% 

3. 

 

6 3 50% 

4. 

 

9 1 11% 

5. 

 

3 1 33% 

6. 

 

12 10 83% 

7. 

 

5 3 60% 
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8. 

 

3 3 100% 

9. 

 

12 10 83% 

10. 

 

5 3 60% 

Table 7: YOLOv2 testing on sample images 

Based on the model evaluation, an average accuracy of 68% is attained with the lowest score being 

noted when the angle of the image is close to a top aerial view as indicated in example 4 and 5. In 

example 10, one image is not detected due to the similarity with the black background. 

The same set of images were tested using the trained YOLO v3 weights and the results are as captured 

below. 

4.5 Sample image tests on YOLO v3 

 

 Yolo v2 Yolo v3 Actual 
count 

Accuracy  

1. 

 

4 

 

4 

4 100% 
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2. 

 

4 

 

4 

4 100% 

3. 

 

3 

 

6 

6 100% 

4. 

 

1 

 

4 

9 44% 

5. 

 

1 

 

3 

3 100% 

6. 

 

10 

 

10 

12 83% 
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7. 

 

3 

 

5 

5 100% 

8. 

 

3 

 

3 

3 100% 

9. 

10 
 

10 

12 83% 

10. 

 

3 

 

4 

5 80% 

Table 8: YOLOv3 testing on sample images 

Both YOLOv2 and YOLOv3 achieve a high mean average precision with YOLO v3 leading at 

81.86%. In the previous evaluation of the YOLO model on the PASCAL VOC dataset YOLO v2 

achieved a mAP of 76.8% while YOLOv3 achieved a mAP of 79.26%,  (Ju, et al., 2019). The current 

training and evaluation of YOLO for retail stock take remains the same for YOLOv2 while YOLOv3 

has improved by 2.6%. 
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CHAPTER 5: CONCLUSION 

 

5.1 Summary of the study 

The overall objective of the study was to implement a convolutional neural network to enhance stock 

take. This objective was accomplished by designing, implementing and testing the YOLOv2 and 

YOLOv3 convolutional neural network. The end product is a convolutional model able analyse 

images, detect and count objects using the YOLO model. 

The first objective was to review the processes and challenges in stock taking in a retail store. This 

was achieved through literature review on store management. The study highlights the factors that 

impact the accuracy of stock levels and some of the technologies that have been explored to improve 

the process. 

The second research objective of the study was to carry out a literature review of the convolutional 

neural network architectures and identify an appropriate convolutional neural network for image 

object count in a retail store. Based on the review, the YOLO architecture was noted to be leading in 

performance and accuracy and was select as the approach to be implemented and tested. 

The third objective was to implement a prototype convolutional neural network based on the YOLO 

architecture. This was achieved by implementing the YOLO v2 and YOLO v3 architecture based on 

the darknet framework. 

The fourth objective was to test the effectiveness of the convolutional neural network in image object 

count. This was analysed through review of the loss function and the mean average precision of the 

model on the test data. The YOLO v3 model was noted to perform better compared to YOLO v2 

achieving a mean average accuracy of 81.86% and loss function as low as 0.3 

5.2 Limitations of the study 

Training of the YOLO v2 and YOLO v3 model was done on the google colab environment which 

provides the minimum GPU platform requirements. This has made the training process slower 

compared to the published articles on YOLO. 

5.3 Recommendations for future work 

One key area that can be explored for future work is to enhance the model to detect and count objects 

for additional product classes in a retail store. Currently the model has been trained using YOLOv2 

and YOLO v3 pre- trained weights and further trained with retail store images of bottled soda.  

In addition, deployment of this solution in a retail store will require further work to incorporate small 

shelve cameras that are able to take periodic aerial view images capturing all the items in one view to 

provide 100% count of the products per shelve.   
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APPENDIX 
 

6.1. Architecture of the YOLO model 

 

 

 

 



33 
 

 

 



34 
 

 

  



35 
 

6.2. Python code to convert the bounding box dimensions to YOLO format. 

 

Figure 21: Conversion of bounding box dimensions to YOLO format  

 

6.3.  Sample training output 
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6.4. YOLO v3 model accuracy evaluation output 

 

 

6.5. YOLO v2 model accuracy evaluation output 
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