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Abstract

The study used supervised machine learning approaches to predict infant mortality in Kenya and

the 2014 Kenya Demographic and Health Survey. Di�erent classi�cation methods were used. The

methods were Logistic regression, K-nearest neighbor and Random forest model. Random Forest

performed well with an accuracy of approximately 97.1% followed by Logistic Regression model

with 86.1% and K-nearest neighbor with 85.6%. The results concluded that random forest model

was the best performing model.
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1 CHAPTER 1: INTRODUCTION

1.1 Background of the Study

1.1.1 Global Mortality

Infant mortality is defined as the death of a child before a�aining the age of one year [21]. Globally,
there has been good progress in reducing child mortality. As compared to early 1990, millions of
children have a be�er chance of surviving. However, the global number of child deaths is still high.
According to the United Nations Inter-agency Group for Child Mortality Estimation (UN IGME),
the estimate of infant mortality rate worldwide by the Sustainable Development Goal region has
reduced from 48 deaths per 1,000 live births in 2003 to 28 deaths per 1,000 live births in 2019.

According to [38], the global under 5 mortality rate has reduced from 90.6 deaths per 1,000 live-
births (90% uncertainty interval 89.3 – 92.2) in 1990 to 42.5 (40.9 – 45.6) in 2015, which represents
a reduction of under-five mortality rate by 59 percent. At the same period, the annual number of
under five deaths worldwide decreased from 12.7 million (12.6million – 13.0 million) to 5.9 million
(5.7 million – 6.4 million). The global under five mortality rate reduced by 53% (50 – 55%) in the
past 25 years and thus missed the MDG 4 target [38]. Based on point estimates, two regions East
Asia and the Pacific, Latin America and Caribbean achieved the MDG 4 target [38].

Therefore, between 2016 and 2030, 94.4 million children are projected to die before the age of 5
years if the mortality rate remains constant in each country and 68.8 million would die if each
country continues to reduce its mortality rate at the pace estimates from 2000 to 2015 [38].

1.1.2 Mortality in Sub-Saharan Africa

Sub-Saharan Africa remains to be the region with the highest under-five mortality rate. The under-
five mortality rate was 78 deaths per 1,000 livebirths in 2018 which translates as 1 in every 12
children dies before the age of 5 [38]. According to [38], seven countries from sub-Saharan Africa
region recorded mortality rates of more than 100 deaths per 1,000 live births. If all countries achieve
the Sustainable Development Goal of an under five mortality rate of 25 or fewer deaths per 1,000
livebirths by 2030, we project 56.0 million deaths by 2030. The two thirds of all sub-Saharan African
countries need to accelerate progress to achieve this target [38].

1.1.3 Mortality in Kenya

According to the United Nations International Children’s Emergency Fund (UNICEF), the infant
mortality rate in Kenya was 31.87 per 1,000 livebirths in 2019, reducing by 32.97% from 1990. How-
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ever, the country had not achieved Millennium Development Goal 4 (MDG 4) by 2015. Even though
Kenya has made a huge progress on improving child survival since independence (1963), under-
five mortality still remains high and heterogeneous with substantial di�erences between counties
[19]. Historically, the regions which have recorded the highest child mortality rates includes the
coastal region, arid and semi-arid areas around Lake Turkana and areas around the Lake Victo-
ria region. The Coastal and Lake Victoria region have high child mortality rates due to intense
malaria transmission. Also, the reason for high child mortality rates in arid and semi-arid areas
around Lake Turkana is due to harsh arid conditions.

1.1.4 Machine Learning

Machine learning (ML) is one of the most advanced concepts of artificial intelligence (AI), and
provides a strategic approach to developing automated, complex and objective algorithmic tech-
niques for multimodal and dimensional biomedical or mathematical data analysis [27]. The ML
algorithms are able to read and modify its structure based on a set of observed data with adapta-
tion done by optimizing over a cost function or an objective [14]. ML techniques can be classified
in four ways:

a) Supervised learning techniques
Supervised learning techniques are ML learning techniques or algorithms that bind previous
and current dataset with the help of labeled data to predict future events [20]. For supervised
learning, the learning process starts with a dataset training and develops targeted activity to
predict output values and the techniques are able to give results in input data with an adequate
training process, compare results with actual results, identify errors and modify the model
according to the results [26].

b) Unsupervised learning techniques
According to [25], these techniques are used when the training data set is non-classified or
non labeled. The learning techniques deduce a function to extract hidden knowledge from
unlabeled data-set. This technique does not identify the proper output but rather extracts
observations from the dataset’s to find hidden pa�erns from the unlabeled data set [25].

c) Semi-supervised learning techniques
According to [17], semi-supervised learning techniques lie between supervised learning tech-
niques and unsupervised learning techniques, where labeled and unlabeled datasets are used
in the training process. These learning techniques consider a smaller labeled data set and larger
unlabeled data set [29].

d) Reinforcement learning techniques
According to [17], reinforcement learning techniques interact with the learning environment
by actions to identify errors. Some of the common features of the reinforcement learning tech-
niques are delayed rewards, trial and error searches and the techniques are used to identify
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the ideal behavior in a specific context to increase the performance of the model [29], [28] and
[30].

The machine learning process begins with collecting data from a variety of resources [12]. The
next step is to fix the pre-processed data to fix data-related issues and reduce space size by deleting
invalid file data to select interesting data [37] and sometimes the value of the dataset might be
very hard for the system to make decision, therefore, machine learning algorithms are designed
using others concept such as statistics, theory control and probability to analyze data and extract
useful information from past experiences [12]. The next step is the performance evaluation of the
models and finally is model optimization improving the model using new dataset and rules [25]).
Machine learning techniques have been used in a variety of areas such as medicine, engineering,
education, manufacturing and production, forecast, tra�ic management and robot among others
[12].

In this work, supervised machine learning techniques are used to predict infant mortality in Kenya,
using the 2014 Kenya Demographic and Health Survey data with common supervised learning
algorithms which are random forests, logistic regressions and K-nearest neighbors. This approach
is substantially faster and easier than manual classification [9].

1.2 PROBLEM STATEMENT

According to the World Health Organization, infant mortality remains to be a major concern in
many parts of the world. In developing countries, high levels of infant deaths has been a serious
problem.

The Kenyan Government’s vision in reducing infant mortality has been remarkable for the past 18
years. Government programs in place such as Malezi Bora Strategy, Child Survival and Integrated
Management of Childhood Illness Program have been approved to be e�ective in improving child
health. Although infant mortality rates have decreased from 53 per 1,000 live births in 2003 to 32
per 1,000 live births in 2019, it is still high. Also, in 2015, Kenya did not achieve its Millennium
Development Goal (MDG) target for reducing under-five mortality. Therefore, for the country to
accelerate progress to 2030, she needs to understand what impacted mortality during the MDG
period. By identifying factors that a�ect infant mortality, the current government e�orts in place
can be further enhanced and optimized.

Previous studies have investigated several predictors of infant mortality in Kenya. [16] reported
the socioeconomic determinants of infant mortality in Kenya using the 2003 Kenya Demographic
and Health Survey (KDHS). Similarly [2] analyzed regional variations of infant mortality in Kenya
using the 2009 Kenya Demographic and Health Survey. Although many studies have been carried
out previously to identify factors resulting in infant mortality in Kenya using KDHS datasets of
di�erent surveys, to the best of our knowledge, no studies have been done in Kenya to predict
infant mortality risks using the supervised machine learning methods and the 2014 KDHS data.
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According to [4] machine learning provides solutions for all possible problems in vision, speech,
health and robotics. Several studies have applied machine learning to solve health related prob-
lems.

[7] used a machine learning approach to predict under-five mortality determinants in Ethiopia us-
ing the 2016 Ethiopian Demographic and Health Survey data. [6] also used a machine learning ap-
proach for confirmation of Covid-19 cases (positive, negative, death and release). This means that
there is no optimal machine learning technique that fits all situations. For instance, the method
that works best for Ethiopian data or Israel Covid-19 data may not perform best for Kenyan data.
This study aims to determine risk factors of infant mortality using the best performing supervised
machine learning models and the 2014 Kenya Demographic and Health Survey (KDHS) data.

1.3 OBJECTIVES

The following are the study’s objectives:

1.3.1 General Objective

To evaluate supervised machine learning approach for predicting infant mortality.

1.3.2 Specific Objectives

a. To explore the 2014 KDHS dataset with reference to infant mortality

b. To compare the performance of the supervised machine learning method for predicting infant
mortality using 2014 KDHS dataset

c. To determine risk factors of infant mortality in Kenya using the best performing Machine
Learning approach identified in objective 2

1.4 SIGNIFICANCE OF THE STUDY

The identified risk factors of infant mortality will help the Government of Kenya and non-government
institutions access if the implemented health programs in place are useful in increasing the sur-
vival rate of infants. This will lead to a�ordable infant programs such as vaccines and intensive
care of newborns and their mothers.
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2 CHAPTER 2: LITERATURE REVIEW

2.1 INTRODUCTION

Several studies have been done in developing countries using survey data and census data with
the aim of investigating key predictors of infant mortality.

2.2 EMPIRICAL LITERATURE

[35] compared di�erent supervised machine learning algorithms for disease prediction to identify
key trends among di�erent types of supervised machine learning algorithms, their performances
and usage for disease risk prediction. Two databases (Scopus and PubMed) were searched for
di�erent types of search items and 48 articles were selected in total for the comparison among
variants of supervised machine learning algorithms for disease prediction. The results of the study
found that the Support Vector Machine (SVM) algorithm was applied most frequently (in 29 stud-
ies), followed by the Naïve Bayes algorithm (in 23 studies). The study also determined that among
all the algorithms, the Random Forest (RF) algorithm had superior accuracy comparatively. Of
the 17 studies it was applied, RF showed the highest accuracy in 9 of them followed by SVM. The
study concluded that the relative performance of di�erent variants of supervised machine learn-
ing algorithms for disease prediction can be used by researchers in the selection of an appropriate
algorithm for their studies.

[32] applied five supervised machine learning techniques (Support Vector Machine, Random For-
est, K-Nearest Neighbor, Naïve Bayes and So�max) to predict stock market trends. The results
showed that the Random Forest algorithm performs the best for large datasets and the Naïve
Bayesian classifier performs best for small datasets. The results also revealed that reduction in
the number of technical predictors reduces the accuracies of each algorithm.

[33] used Systematic Literature Review (SLR) method to gain a thorough insight into di�erent
algorithms used in supervised machine learning (SML) and their categories, and also to compare
the best performance measures of the SML algorithm. Various algorithms under SML were Naïve
Bayes, Logistic Regression, Random Forest, J48, CART, Artificial Neural Network, Multi-Layer Per-
ceptron and Support Vector Machine (SVM). SLR was performed on the existing research works
from the year 2015 – 2019, sorting of the papers according to selection criteria and data extraction
was done, and 61 final studies were selected. The study found that SVM and Artificial Neural Net-
work (ANN) were the top two performing algorithms in classification. The study concluded that
research study should include more assessment measures of SML algorithms and unsupervised
machine learning.
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[31] applied machine learning in the analysis of infant mortality and its factors using the United
States dataset. The study used the Birth Data Files of the year 2013 and important factors were
identified using Kendall rank correlation coe�icient. A randomized split of 80% to 20% was used to
build a training dataset of 32432 cases and a testing dataset of 8081 cases out of 40541 cases. Three
di�erent classification models (Logistic Regression, Naïve Bayes, and Lagrangian Support Vector
Machine) were used for the binary classification problem and the three models were fi�ed with
the training data and cross validated in 10 folds using the test data. The evaluation metrics used
were accuracy, precision, recall and F1-score. The results determined that the performance of the
Logistic Regression Model was the best with a high precision score followed by Naïve Bayes and
the Lagrangian Support Vector Machine. The study also indicated that identifying a mother at
high risk is more important than misclassification of a low risk mother given by recall. The results
suggested that the best model with high precision can be used to predict key factors and high risk
mothers and thus they can be given proper medical care to mitigate the risk, hence reducing the
infant mortality rate.

[34] used multiple logistic regression and cross tabulation analysis to investigate the predictors
of infant mortality in Bangladesh. Predictors of infant mortality were categorized into two sec-
tions: Neonatal Mortality and Post-neonatal Mortality. The study used data from the Bangladesh
Demographic and Health Survey (BDHS) 1999-2000. The study considered all births and deaths
that occurred during 5 years prior to the survey and the sample children were then divided into
two cohorts: neonatal (deaths within 0 – 28 days of age) and post neonatal (deaths between 1
– 11 months of age). Results from the study indicated that parents’ education had a significant
negative e�ect on infant mortality while occupation of parents had a significant influence on
post-neonatal mortality only. The study also determined that mother’s education, family size,
breastfeeding status, mother’s age at birth, birth spacing, complication during birth, type of birth,
timing of first antenatal check and Tetanus Toxoid (TT) during pregnancy had significant e�ect on
neonatal mortality while post-neonatal mortality varied significantly by education and occupa-
tion of father, family size, breastfeeding status, mother’s age at birth, type of birth and TT during
pregnancy. The study suggested that further research is needed to assess the impact of several
variables on neonates and post-neonates so that policy formulation will be easier for the people
involved in planning purposes.

[11] conducted a research study to determine the comparison of three classes of Marginal Risk
Model in predicting infant mortality among newborn babies at Kigali University Teaching Hospital
(KUTH), Rwanda, 2016. The three models were the Bootstrap Marginal Risk Set Model (BMRSM),
Jackknife Marginal Risk Set Model and Marginal Risk Set Model. The study used 2117 newborns
at the KUTH recorded from the 1st January to the 31st December 2016. The models revealed that
female babies survive be�er than male babies, and the risk is higher for babies whose parents are
under 20 years old as compared to other parents’ age groups. The results also indicated that the
risk is lower for underweight babies than babies with normal weight and overweight and even
lower for babies with normal circumference of head as compared to those with relatively small
heads. The results concluded that being abnormal in weight and head increased the risk of infant
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mortality and avoidance of early pregnancy with proper clinical care would reduce infant mortality
in Kigali.

[13] used chi-square analysis to determine the e�ect of migration on infant mortality between
migrants and non-migrants in Lagos State. The target population for the survey was women ages
15-49 who had given birth to at least two children, and the study population consisted of both
migrants and non-migrants in Lagos State Southern western part of Nigeria. A sample of 2000
was used, in which 1000 were migrants and 1000 were non-migrants. Results indicated that the
current age of the mother had an impact on infant mortality and it was higher among migrants
than non-migrants. The study also determined that there was significant di�erence in the e�ect
of “sex of first dead child” on “the number of children who died with one year of birth” either
migrants or non-migrants, and there was a significant di�erence in the e�ect of residence on
infant mortality between the rural and the urban migrant dwellers (p<0.05) whereas there was
no significant di�erence in the e�ect of place of residence on the infant mortality between the
rural and urban-migrant dwellers (p>0.05). The results suggested that, concerning mother’ health
and the child, there is need for specific programs such as family planning services to minimize
the incident of high risk of births that occurs below the age of 18 years and over the age of 35
years. The study also concluded that medical services should be made available and a�ordable to
encourage women to seek modern curative measures for themselves and their children.

[18] used three models (forced-entry, forward-selection, and backward selection) of multivari-
ate logistic regression to identify trends and risk factors for infant mortality in the Lao People’s
Democratic Republic. The study used 53,727 live births and 2189 women from the 2017 Lao So-
cial Indicator Survey. Results indicated that the estimated infant mortality rate decreased from
191 per 1000 live births in 1978-1987 to 39 in 2017 and the factors that were associated with the
high infant mortality in all three models of multivariate logistic regression were auxiliary nurses
as birth a�endants compared to doctors, male infants, and small birth size compared to average
in all 2189 women; and 1-3 antenatal care visits compared to four visits, auxiliary nurses as birth
a�endants compared to doctors, male infants, postnatal baby checks, and being pregnant at the
interview in 1950 women whose infants’ birth size was average or large. The study concluded that
maternal, child healthcare and family planning should be strengthened for instance upgrading
auxiliary nurses to mid-level nurses and antenatal care quality should be improved.

[1] used the Kaplan-Meir method and Cox proportional hazards regression model to identify the
survival status and the proximate determinants associated with the infant mortality. The study
used the 2016 Ethiopian Demographic and Health Survey where records of all 10,641 live births
and survival data of all 2826 infants born 5 years before the survey were reviewed. The results of
Kaplan-Meir estimation determined that about 65% infant deaths occurred in the early months of
life immediately a�er birth and reduced in the later months of follow-up time, and the results of
Cox proportional hazard model indicated that mothers’ level of education, preceding birth interval,
plurality, size of child at birth and sex of child were significant predictors of infant mortality. The
study also showed that the risk of dying in infancy was lower for babies whose mothers had
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secondary education level (RR = 0.68, 95% CI: 0.56-0.98), higher education level (RR = 0.51, 95%
CI: 0.45-0.80), for preceding birth interval longer than 47 months (RR = 0.51, 95% CI: 0.27-0.92)
and higher for birth interval shorter than 24 months (RR = 2.02, 95% CI: 1.40-2.92), for multiple
births (RR = 4.07, 95% CI: 1.14-14.50), for very small size of infants (RR = 3.74, 95% CI:1.73-8.12),
for smaller than average size of infants (RR = 3.23, 95% CI: 1.40-7.41) and for female infants (RR
= 1.26, 95% CI: 1.01-1.56) compared to the reference category. The study recommended that close
monitoring and supporting reproductive age mothers to increase the uptakes of family planning
and antenatal care follow-ups will increase the survival of infants.

2.3 SUMMARY OF THE LITERATURE REVIEW

From the literature review, it is clear that infant mortality remains to be a major concern in various
developing countries and several studies have been done to investigate infant mortality risks. Male
infants were found to have high infant mortality compared to female infants. Children born to
uneducated mothers were found to have high infant mortality compared to educated mothers. It
was also identified that babies born to young mothers (less than 18 years) were at high risk of
experiencing high mortality rates compared to babies born to mothers above 18 years.

2.4 LITERATURE GAP

From the literature review, only few studies have applied machine learning methods to predict
infant mortality risks using the best performing algorithm. In Kenya, most researchers have used
various traditional methods to predict infant mortality using KDHS data, yet machine learning
techniques are available and need to be applied for be�er predictions. All classification techniques
in Machine learning and Deep learning algorithms need to be implemented in health studies es-
pecially when dealing with child mortality predictions, and then compare results from all the
techniques to obtain be�er results.
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3 RESEARCH METHODOLOGY

3.1 DATA DESCRIPTION

The data source for this study is secondary data from the 2014 Kenya Demographic and Health
Survey (KDHS). The 2014 Kenya Demographic and Health Survey was a nationally probability
sample survey of approximately 40,300 households (KDHS, 2014). The previous surveys were con-
ducted in 1989, 1993, 1998, 2003, and 2008-09. The survey used a two-stage sample design based on
the 2009 Kenya Population and Housing Census and was designed to produce representative es-
timates for most of the survey indicators at the national level, urban and rural areas separately, at
the regional level (former provinces), and for selected indicators at the county level (KDHS, 2014).
In the first stage, 1,612 clusters (995 rural and 617 urban) were selected from the master frame and
in the second stage of selection households were selected systematically from an updated list of
households, in which 25 households were selected from each cluster (KDHS, 2014).

The eligible women for the interview were all women aged 15-49 years who were either usual
residents or visitors present in the selected household on the night before the survey. Out of 15,317
women who were identified as eligible for the full Woman’s �estionnaire interview, 14,741 were
successively interviewed with a response rate of 96%, and out of 16,855 women who were identified
as eligible for the short Woman’s �estionnaire interview, 16,338 were successively interviewed
with a response rate of 97% (KDHS, 2014). The response rates were generally lower in urban areas
than rural areas and the reason being both eligible men and women were not available at home
despite repeated visits to the household (KDHS, 2014).

The unit of analysis includes infants with a total sample size of 40,300 selected from 1,612 clus-
ters across Kenya. This is based on children’s data obtained from retrospective information from
mothers about their children that died before a�aining age 1 within the 5 years preceding the
survey (2008-09 to 2014).

The 2014 KDHS dataset was downloaded from the Kenya National Bureau of Statistics (KNBS)
website, Excel 2016 was used to open the data set, and R programming language (version 4.0.5)
and the caret package [15] will be used to perform data processing and analysis.

3.2 Study Variables and Measurements

In this study, the outcome of interest was infant mortality measured as a binary outcome. Infant
mortality was measured as being alive (coded as 0) or dead (coded as 1).
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For independent variables (features), the modified version of Mosley and Chen’s [23] concep-
tual framework was used. Factors related to infant mortality were grouped into three levels,
namely community factors, socio-economic factors and proximate factors [23]. The community
level factors consisted of geographical region (Nairobi, Central, Coast, Eastern, North Eastern,
Nyanza, Ri� Valley and Western) and place of residence (urban/rural). The socio-economic factor
is mother’s education level (No education, primary, secondary and higher), marital status (Di-
vorced/separated, Married/Living with Partner, Widowed, never in Union), family size, time to
water source and wealth index (Poorer, Poorest, Middle, Richer, Richest). The proximate factors
consist of mother’s age group (15-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49), age of the mother at
first birth, number of births in the last three years, sex of child (male or female), source of drink-
ing water (Borehole, Rainwater, Waterbodies, Public, Protected, Unprotected, Piped, other), type
of toilet facility (Flush, latrine, No facility, other) and the place of delivery (Government, Private,
Mission, Home, Other).

3.3 Supervised machine learning methods

The three widely used machine learning algorithms - Logistic Regression (LR), K Nearest-Neighbor
(KNN) and Random Forest (RF) models will be used to predict infant mortality in Kenya using the
2014 KDHS data.

3.3.1 Logistic Regression

Logistic regression is the analysis to conduct when the dependent variable is binary (0 or 1) and it
is widely used in population health research as an inferential tool. According to [5], independent
variables (x) are combined linearly using weights or coe�icient values to predict the dependent
variable (y).

The logistic regression equation is given as:

Logistic regression(p) = ln(p/1−p) (1)

Steps performed by logistic regression algorithm

Step 1: Input: Set of (input, output) training pair samples; call the input sample features x1,x2 to
xn and the output results be y. There can be lots of input features xi.

Step 2: Let p(x) be a linear function of x. Every increment of a component of x would add or
subtract so much to the probability.

Step 3: Calculate odds ratio which is odds in favor of a particular event.
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Odds = p/1− p

Where:

p stands for the probability of the positive event.

Step 4: Define the logit function to calculate the logarithm of the odds ratio.

logit (p) = log p/(1-p)

Step 5: Logit function takes input values in the range 0 to 1 and transforms them to values over
the entire real number range, which express the linear relationship between feature values and
the log-odds.

Step 6: Now to predict the probability in order to classify the class, use logistic function /sigmoid
function.

Step 7: Output: Set of weights w (or Wi), one for each feature, whose linear combination predicts
the value of y.

3.3.2 K-Nearest Neighbor

According to [3] k-NN classifier is one of the simplest and most widely used in such classification
algorithms and was proposed in 1951 by Fix and Hodges, and modified by Cover and Hart. k-NN
technique can be used in both classification and regression problems. k-NN depends on calculating
the distance between the tested, and the training data samples in order to identify its nearest
neighbors, and the tested sample is then assigned to the class of its nearest neighbor [3].

According to [3], the k-value in k-NN stands for the number of nearest neighbors. When k = 1, the
new data object is assigned to the class of its nearest neighbor, and the neighbors are taken from
a set of training data objects where the classification is already known. K-NN works best with
numerical data and various numerical measures have been used such as Euclidean, Manha�an,
Minkowsky, City-block, and Chebyshev distances. The most widely used distance function is
Euclidean distance.

The Euclidean distance function is given as:

d(x,y) =

√
n

∑
i=1

(xi − yi)2 (2)
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Steps performed by k-Nearest Neighbor algorithm

Step 1: Finding the number of nearest neighbors (k-values).

Step 2: Calculating the distance between the test sample and all the training samples.

Step 3: Sorting the distance and finding the nearest neighbors based on the kth minimum distance.

Step 4: Assembling the categories of the nearest neighbors.

Step 5: Utilizing the simple majority of the category of nearest neighbors as the prediction value
of the new data object.

3.3.3 Random Forest

According to [5], random forest creates multiple decision trees and makes it random. Random
forest builds multiple decision trees and merges them to get a more accurate and stable prediction
[5].

According to [5], random forest is a meta estimator that fits several decision tree classifiers on
various sub-samples of the data set and it uses averaging to improve the predictive accuracy and
control over-fi�ing. The main advantage of the random forest is that it can be used for both
classification and regression problems. Also, it is easy to use random forest algorithms because
hyper-parameters o�en produce a good prediction result and the number of hyper-parameters is
not that high hence easy to understand.

Steps performed by random forest algorithm

Input: Set of (input, output) training pair samples; call the input sample features x1,x2 to xn and
the output result as y.

Step 1: Randomly select “k” features from total “m” features of data set.

Where k < M

Step 2: Among the “k” features, calculate the node “d” using the best split point.

Step 3: Split the node into daughter nodes using the best split.

Step 4: Repeat 1 to 3 steps until “l” number of nodes has been reached.
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Step 5: Build forest by repeating steps 1 to 4 for “n” number times to create “n” number of trees.

Output: On average it takes all the predictions, which cancels out the biases, and a�ains perfor-
mance by selecting the best feature from decisions instead of most important feature [5].

3.4 Training and testing data

Randomized split of 80% to 20% was done; where 80% of the total sample (0.80 ∗ 4833 = 3866)
was used as trained data to prepare the models and the remaining 20% of the random sample
(0.20∗4833 = 967) was used as a test data to predict the measures of model performance [7].

3.5 Performance Evaluation

The algorithm evaluation is mostly judged by prediction accuracy [24] and according to [3], the
most widely used technique for summarizing the performance of supervised machine learning
models is the confusion matrix.

3.5.1 Confusion Matrix

According to [5] a confusion matrix is a table that is o�en used to describe the performance of a
classification model on a set of test data for which the true values are known and it is a table with
4 di�erent combinations of predicted and actual values in the case for a binary classifier.

According to [5], a true positive is an outcome where the model correctly predicts the positive
class while a true negative is an outcome where the model correctly predicts the negative class.

Metrics computed from a confusion matrix

Model accuracy metrics are metrics that show how well the model performs in predicting the
dead and alive cases. For this study, the most popular performance metrics were calculated from
a confusion matrix. The metrics were sensitivity, specificity, positive predictive values and negative
predictive values. According to [7], sensitivity refers to the proportion of subjects who have dead
cases and give positive test results, specificity refers to the proportion of subjects who are alive
and give negative test results, positive predictive value refers to the proportion of results that are
true positives (truly dead) and negative predictive value refers to the proportion of negative results
that are true negatives (truly alive).
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Accuracy

Defined as the fraction of predictions that the model got correct.

According to [8], accuracy equation is given as;

Accuracy = (TP + TN) / (TP + TN + FP + FN)

Where;

TP = True Positive

TN = True Negative

FP = False Positive

FN = False Negative

The formula for sensitivity is given as:

Sensitivity = TP / (TP + FN)

Specificity is calculated as:

Specificity = TN / (TN + FP)

Positive predictive value is calculated as:

Positive predictive value (PPV) = TP / (TP + FP)

Negative predictive value is calculated as:

Negative predictive value (NPV) = TN / (TN + FN)
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3.5.2 Receiver Operating Characteristics (ROC) curves and Area Under Curve (AUC)

Receiver Operating Characteristics (ROC) and Area Under Curve (AUC) metrics were used to
evaluate model performance in di�erentiating between dead and alive cases. According to [10]
receiver operating characteristic curves compares sensitivity versus specificity across a range of
values for the ability to predict a dichotomous outcome and the overall accuracy is expressed as
area under the ROC curve (AUC) and provides a useful parameter for comparing test performance
between dead and alive cases.

AUC gives a summary of the ROC curve, hence the higher the AUC, the be�er the performance
of the model at di�erentiating between positive classes and negative classes [10]. For the best
performing model, a measure of variable importance for the model (Mean Decrease in Gini) was
calculated for each variable.
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4 CHAPTER 4: DATA ANALYSIS AND RESULTS

4.1 RESULTS

4.1.1 Introduction

This section reports the descriptive of the data for the several variables under study, presenting the
results of the three models (logistic, random forest and K-nearest neighbors) and interpretations.

4.1.2 Descriptive results of the background characteristics

4.1.2.1 Categorical Variables

Table 1. Summary Statistics of study variables

Variable Frequency Percentage P-value

Child alive

No 716 14.9%

Yes 4076 85.1%

Age of the mother p<0.0000

15 – 19 476 9.9%

20 – 24 1330 27.8%

25 – 29 1366 28.5%

30 – 34 831 17.3%

35 – 39 562 11.7%

40 – 44 193 4.0%

45 – 49 34 0.7%



17

Variable Frequency Percentage P-value

Region p=0.0379

Central 300 6.3%

Coast 623 13.0%

Eastern 700 14.6%

Nairobi 125 2.6%

North Eastern 352 7.3%

Nyanza 661 13.8%

Rift Valley 1597 33.3%

Western 434 9.1%

Place of residence p=0.3273

Rural 3205 66.9%

Urban 1587 33.1%

Education level p=0.0034

No education 1045 21.8%

Primary 2491 52.0%

Secondary 954 19.9%

Higher 302 6.3%

Child sex p=0.0188

Female 2339 48.8%

Male 2453 51.2%

Place of delivery p=0.0645

Government 2314 48.3%

Private 148 3.1%

Mission 315 6.6%

Home 1964 41.0%

Other 51 1.1%
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Variable Frequency Percentage P-value

Marital status p=0.0002

Divorced/Separated 254 5.3%

Married 4041 84.3%

Widowed 105 2.2%

Never in union 392 8.2%

Source of drinking water p=0.5266

Borehole 412 8.6%

Rainwater 129 2.7%

Water bodies 1144 23.9%

Public 701 14.6%

Protected 756 15.8%

Unprotected 618 12.9%

Piped 856 17.8%

Other 176 3.7%

Type of toilet facility p=0.6172

Flush toilet 417 8.7%

Latrine 3196 66.7%

No facility/bush/�eld 1166 24.3%

Other 13 0.3%

Wealth Index p=0.2129

Poorer 970 20.2%

Poorest 1697 35.4%

Middle 808 16.9%

Richer 701 14.6%

Richest 616 12.9%

The total number of infants were 4,792 (n = 4,792)
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Of the 4,792 infants in the sample, 14.9% did not survive but 85.1% survived. It was found that of
the 4,792 infants, majority of them, 33.3% came from the Ri� Valley region, 14.6% from Eastern
region, 13.8% from Nyanza region and 13.0% from the Coast region. From Western there were
9.1%, North Eastern 7.3%, Central 6.3% and Nairobi there were 2.6%. On the age of the mother,
infants whose mothers were of age group 25 – 29 were the majority with 28.5% of the total sample
size while infants whose mothers were of age group 20 – 24 were 27.8% of the total number of
infants.

From age group 30 – 34, infants were 17.3% of the total number, from age group 35 – 39, infants
were 11.7% of the total number, from age group 15 – 19, infants were 9.9% of the total number of
infants, from age group 40 – 45, infants were 4.0% of the total and from age group 45 – 49, infants
were 0.7% of the total number. It was found out that rural dwellers were the majority in the
study with 66.9% of the total number of infants. On the education level, infants whose mothers
had achieved primary level were the majority with 52.0% of the total number while those that
achieved no education were 21.8%. Infants whose mothers had achieved secondary were 19.9% of
the total number and those had achieved higher education were 6.3%.

On the sex of the child, male infants were the majority with 51.2% of the total number of infants.
On the place of delivery, majority of the infants were delivered in government hospitals with 48.8%
of the total number, while infants delivered at home were 41.0% of the total sample size. Infants
delivered in mission hospitals were 6.6% of the total, infants from private hospital were 3.1% of
the total and infants delivered from other health institutions were 1.1%. On the marital status,
majority of the infants were from married families with 84.3% of the total while infants whose
parents were never in union were 8.2% of the total. Infants from divorced or separated families
were 5.3% of the total and infants from widowed families were 2.2% of the total sample.

On the source of drinking water, majority of infants were from families that use water from lakes,
ponds, streams, rivers with 23.9% of the total infants, piped water were 17.8%, protected water were
15.8%, public were 14.6%, unprotected water were 12.9%, borehole water were 8.6%, rain water were
2.7% and the rest were 3.7% of the total infants. On type of toilet facility, majority used latrines
with 66.7% of the total infants, 24.3% of the total had no facility, 8.7% of the total infants used flush
toilet and 0.3% of the total used other facilities. It was also found that infants from the poorest
families were the majority with 35.4% of the total infants, followed by infants from poorer families
with 20.2% of the total. Infants from middle class families were 16.9% of the total infants, from
richer families were 14.6% of the total and from the richest families were 12.9% of the total infants.
Among the 10 categorical variables given above, only 5 variables were significant in determining
infant mortality. The variables were age of the mother, region, education level, sex of the child
and marital status. The rest of the variables were not significant and were dropped.
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4.1.2.2 Continuous Variables

Table 2. Description of continuous variables

Variable Min/Max Mean (SD) p-value

Age of the mother at �rst birth 6 and 39 19.4 (3.5) p<0.0000

Number of births in the last three years 0 and 4 1.3 (0.5) p<0.0000

Family size 0 and 12 3.2 (2.1) p<0.0000

Time to water source 0 and 580 30.4 (48.5) p<0.0000

The minimum age of the mother at her first birth was 6 while the maximum was 39. The average
age of the mother at first birth was 19.4 with a standard deviation of 3.5. The minimum number
of births in the last three years was 0 while the maximum was 4. The average number of births
in the last three years was 1.3 with a standard deviation of 0.5. The minimum number of family
size was 0 while the maximum was 12. The average number of family size was 3.2 with a standard
deviation of 2.1. For the time to water source, the minimum time was 0 and the maximum time
was 580 with an average time of 30.4 and standard deviation of 48.5. The study also found that all
the four continuous variable were significant in determining infant mortality.

4.1.3 Predicting Infant Mortality

Table 3. Results of the three machine learning models

Confusion Matrix Random Forest Logistic Regression KNN Model

Predicted Predicted Predicted

Alive Dead Alive Dead Alive Dead

Observed Alive 808 21 806 124 814 137

Dead 7 122 9 19 1 6

% % %

Accuracy 97.1 86.1 85.6

Sensitivity 85.3 13.2 4.2

Speci�city 99.1 98.9 99.9

Positive predictive value 94.6 67.9 85.7

Negative predictive value 97.5 86.7 85.6

AUC 92.2 56.1 52.0

The table above gives the results of the three machine learning models namely logistic regression,
random Forests, and the K-nearest neighbor models. The infant mortality prediction accuracy was
found to be high for all the three models, with random forest model having the highest overall
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accuracy of 97.1% using the test data set, followed by logistic regression with 86.1% and K-nearest
neighbors model with 85.6%. For sensitivity, the random forest had high sensitivity of 85.3% im-
plying that among the three models, it was more accurate in identifying the dead cases.

All the three models had high specificity with random forest and K-NN model having the highest
specificity meaning that the models were good in identifying the alive cases. However, the random
forest model correctly identified 95% of the real dead cases (122/ (122 + 7)) and 98% of real alive
cases (808/ (808 + 21)), meaning that the model is relatively be�er at predicting both real dead
cases (positive) and alive cases (negative). The rest of the models (KNN and logistic regression)
gave lower positive and negative predictive values compared to random forest model.

4.1.4 Receiver Operating Characteristics (ROC) Curve

Figure 1. ROC Curves for the three models

The figure above shows the ROC curves for the three models (Random forest, logistic regression
and K-nearest models). From the graph, the curve of the random forest model shows the highest
AUC value (Area Under the Curve) which is approximately 92%, implying that it is the best model
at classifying dead and alive cases when compared with the rest of the models (KNN and logistic
regression).
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4.1.5 Variable importance measures for the random forest model

Figure 2. Variable Importance for the random forest model

Variable importance measure refers to how important a variable is for predicting infant mortal-
ity across all the cross-validation estimates [7]. The figure below shows the variable importance
measures for the random forest model (categories of variables based on their Mean Decrease in
Gini coe�icient) with family size, age of the mother during her first birth and number of births in
the last three years as the top 3 variables in the model. The other important factors that appeared
in the top five variables were time to water source and sex of child (male).
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5 CHAPTER 5: DISCUSSION AND CONCLUSION

5.1 Discussion

The results for this study found out that the random forest model had higher prediction accuracy
and AUC compared to logistic regression and K-nearest neighbors, hence it’s the best perform-
ing model. Another study done in Ethiopia [7] compared three machine learning models (Random
forest, K-Nearest Neighbors and Logistic Regression) and the traditional logistic regression model.
The results indicated that Random Forest model was the best performing model with 97.1% accu-
racy, followed by logistic regression with 86.1% accuracy and lastly K-NN with 85.6% accuracy. The
reason was that the random forest model considers the outcomes from many di�erent decision
trees, thus more accurate compared to others [35].

The results of the model showed that family size, age of the mother at her first birth, the number
of births for the last three years, time to water source and sex of the child were among the top 5
important predictors of infant mortality in Kenya and without the variables the model accuracy
decreases.

From the findings of the best performing machine learning model, male children showed impor-
tance in predicting infant mortality compared with female children. Another study in Ethiopia
[1] showed that male children were at higher risk of dying before celebrating their first birthday.
This was also supported by other studies in which infant mortality rate was higher for males than
females [36] and [22]. It has been studied that male children are at higher risk of dying in the
first month of life because of high vulnerability to infectious diseases [7]. The reason may be that
female infants have a biological advantage against many causes of death than boys hence less
vulnerable to infectious diseases during their first months of life [1].

5.2 Conclusion

The study used three supervised machine learning algorithms to predict infant mortality in Kenya
and identify important risk factors that will help in policy making. Random forest models pro-
vided a be�er predictive power than logistic regression and K-nearest neighbors in predicting
infant mortality in Kenya. The model also revealed some important predictors of infant mortality,
therefore the model can be used for policy making decisions regarding the survival of infants in
Kenya. Factors such as family size, age of the mother at her first birth, the number of births for the
last three years, time to water source and sex of the child play a major role in childhood survival
chances in Kenya especially infants.
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5.3 Future Research

Future work should be done using regression methods to investigate how the factors a�ect the
infant mortality quantitatively.

5.4 Limitation of the Study

The KDHS data had several missing values for important predictors, hence it was di�icult to in-
clude them in this study.
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