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ABSTRACT  

Titanium dioxide (TiO2) is an abundant, chemically stable, non-toxic, and highly versatile 

material, with applications ranging from photovoltaics to catalysis.  TiO2 rutile and anatase have 

band gaps of 3.0 eV and 3.2 eV, respectively, which is too large to absorb visible light, resulting 

in low photocatalytic efficiency. Efforts have been undertaken to generate a band gap suited for 

solar energy absorption in order to improve TiO2's photo-activity under visible light (400 nm to 

700 nm). Nitrogen doping into TiO2 in particular has been able to narrow its band gap, resulting 

in an absorption tail in the visible-light region. However, TiO2 has limits to which it can be doped 

suggesting investigations of the oxygen-deficient corundum Ti2O3. Using the state-of-the-art 

density functional theory (DFT), in the Quantum ESPRESSO package, the properties of the oxides 

were studied and presented in this work. The structural and electrical properties of the oxides were 

computed using the generalized gradient approximation (GGA). Ti2O3 exhibited metallic 

properties, yet it has been reported to have semi-conducting characteristics experimentally leading 

an improved prediction of the bandgaps of the oxides using the DFT+U approach. On doping, the 

band gaps of N doped TiO2 structures were reduced as dopant concentration was increased. Mid 

gap states, having shallower energies in 4%N doping than 2%N cases, were observed in N: TiO2 

structures. However, TinN2O2n-3, n=2, appeared to have a higher absorption threshold than other 

Ti-based oxides such as TiO2, N: TiO2, and Ti2O3.  The most stable sample of the oxynitrides 

(Ti2N2O_P1) had a gap of 2.2 eV, this is clearly near the middle of visible light and did not have 

mid-gap states. This suggests that they are more efficient visible-light-driven materials for 

photocatalytic applications compared to TiO2, N: TiO2, and Ti2O3.  
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CHAPTER 1: INTRODUCTION 

1.1: Background of the Study 

Titanium-based oxides have attracted considerable attention due to their widespread use in 

photovoltaics and photocatalytic water treatment (Wu et al., 2013), thus the need for a better 

understanding of their properties. Water is arguably the most important natural resource, 

accounting for around 70% of the surface of the earth (Cunningham and Saigo, 1995). Due to 

significant population growth, the demand for water has increased, resulting in a water shortage. 

Water contamination has also risen dramatically as a result of rapid industrial growth and 

urbanization, causing disease and death (Foundation, 2014). Photo-catalysis remains a potentially 

low-cost and effective water treatment mechanism (Asahi et al., 2001). Figure 1.1 displays the 

photo-catalyst process, in which solar energy interacts with a semiconductor to absorb a photon. 

The photon excites an electron that causes a redox reaction where the hydrogen ion reacts with 

water to produce hydroxyl radicals and the oxygen reacts with electrons to generate powerful 

super-oxides responsible for the degradation of pollutants.  

 

Figure 1.1: The process of photocatalytic action (Gnanaprakasam et al., 2015). 

Nanomaterials made of titanium dioxide (TiO2) have applications ranging from basic products like 

sunscreen to complex technology like photovoltaic cells, among others (Chen and Selloni, 2014; 

Le Bahers et al., 2014). Solar cells are recommended over fossil fuels such as gas and coal because 

they serve to counter global warming resulting from the combustion of fossil fuels (Guo et al., 

2011).  
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 TiO2 is an auspicious and highly versatile material, except for its wide bandgap which limits it to 

utilize only about 4% of the solar energy (Morikawa et al., 2001). Band gap reduction has proved 

to enhance the photo-activity of TiO2 for improved solar energy applications (Morgan and Watson, 

2010). Doping has been suggested as a potential means of bandgap narrowing   (Mahendra et 

al.,2019) . Doping is the process of adding impurities to a substance in order to change its 

characteristics. Nitrogen substitution into the TiO2 structure has demonstrated an improved optical 

absorption (Mahendra et al., 2019), but the probability of doping higher oxide phases of Titania 

has not been adequately investigated. In this work, ab-initio studies have been employed.  

1.2: Electronic Structure Calculations using ab-initio Studies  

 

Numerical solutions to the Schrödinger equation (Schrödinger, 1926) are required for computing 

the electronic structure of a given system. These electrical structure computations differ from other 

modeling methods in that they are based on fundamental principles, also known as ab-initio 

(Muscat et al., 2002). That is, they do not have any external parameters apart from the most basic 

system definition. To study the properties of materials, first-principles measurement employs the 

fundamental laws of physics (Hohenberg and Kohn, 1964). Many investigations in the area of 

condensed matter have been made feasible thanks to the use of first-principle calculations in 

identifying newer materials and providing a complete explanation of experimental data. 

 Several theories have been developed in the study of the behavior of materials, from Hartree to 

Hartree-Fock (Kohn and Sham, 1965), which has no approximation except that it neglects electron-

correlation, to Density Functional Theory (DFT) (Kohn and Sham, 1965). The growth of ab-initio-

based computational work is also attributed to the rapid advancement of computer technology. 

Given this, the structural and electronic calculations of the Titania-based oxides, which have 

received both experimental and theoretical attention, as well as the least studied Corundum Ti2O3 

and oxynitride Ti2N2O have been studied using DFT (Hohenberg and Kohn, 1964). In order to 

enhance band gap prediction from local GGA calculations, the Hubbard U term has been used. 

The U range has been chosen from 1 to 7 eV to investigate how these U parameters boost the 

energy band gap approximation of TiO2 and Ti2O3 within each exchange-correlation functional. 

The Hubbard U's major goal is to correct for self-interaction effects of the d and f states, which 
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appear to be too close to the Fermi energy (Goh et al., 2017). On Ti-3d states, the U was applied. 

Nitrogen partial substitution in the parent Ti2O3 structure was used to model oxynitride (Ti2N2O). 

1.3: Statement of the Problem 

Rutile and anatase phases of TiO2 have bandgaps which range from 3.0 to 3.2 eV (Asahi et al., 

2001), these are too large to absorb visible light, necessitating the formation of an absorbance tail 

in the visible-light region in order to increase photoactivity. In search of Ti-based oxides with 

relatively narrow band gaps and better absorption thresholds, the theoretical predictions of the 

properties of pristine TiO2, N: TiO2, Corundum Ti2O3, and Oxynitride Ti2N2O have been 

investigated in this study. Adequate theoretical predictions are needed to promote a thorough 

understanding of these materials for appropriate applications.   

 

1.4: Objectives  

1.4.1: Main Objective 

The main objective was to investigate the structural and electronic properties of Titanium Dioxide 

(TiO2), Nitrogen doped Titanium Dioxide (N: TiO2), Titanium Sesquioxide (Ti2O2n-1, n=2), and 

Titanium Oxynitride (TinN2O2n-3, n=2) using DFT. 

1.4.2: Specific Objectives  

The specific objectives were: 

a)  To determine the lattice parameter, bond lengths, and bond angles of Titanium Dioxide (TiO2) 

and Titanium Sesquioxide (Ti2O3). 

b)  To determine the optimum doping level of nitrogen in TiO2. 

c) To assess the impact of nitrogen substitution on the structures of TiO2 and Ti2O3. 

d) To determine and analyse band structures and density of states of pristine and doped TiO2 and 

Ti2O3.  
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1.5: Justification and Significance of the Study 

As discussed in section (1.1) of this thesis, Ti-based oxides have a broad range of applications. It 

is important to carry out fundamental studies on their properties ( e.g. the effects of doping on their 

structures) to reduce the discrepancy between theoretical expectations and actual material 

properties. Theoretical predictions tends to guide experiments, especially in cases where sample 

preparation is a challenge or in novel materials (Sholl and Steckel, 2011). This has been made 

possible by the exponential growth in computing power (Pokluda et al., 2015). There is very scanty 

information from the first-principle calculations on the properties of higher-oxide phases of titania 

like Ti2O2n-1, n 2. This study provides information to complement the pristine TiO2, N:TiO2, 

Ti2O3, and Ti2N2O experimental studies.  
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 CHAPTER 2: LITERATURE REVIEW 

 

2.0: Introduction  

A summary of what has been done with Ti-based oxides, on which this study is based, is given in 

this chapter. The chapter begins by explaining the significance of materials modeling and its role 

in the study of materials properties. This is followed by an overview of theoretical and 

experimental studies on Ti-based oxides. Finally, this study looked at recent studies on doping in 

Ti-based oxides.   

2.1 Materials Modeling 

Modeling is one of the key methods used in studying systems. Computational materials design 

aids in the application of current scientific knowledge, which has an impact on decisions that 

satisfy efficiency and convenience in the relevant areas of usage (Jensen and Kilin, 2012Good 

knowledge of the accuracy of the electronic band gap, and gap level alignment among others are 

critical when a material is modeled for a suitable application (Burke, 2007).  A summary of 

previous theoretical and experimental works on Ti-based oxides is given in section 2.2. 

2.2 Theoretical and Experimental Studies on Titanium Oxides  

Li et al. (2018) examined the connection between narrow band gap Ti2O3 and wide-bandgap TiO2 

in which they offered a platform to explore photo electro-catalytic applications in oxide materials 

(Sedghi-Ghamchi et al.,2007). Attempts have been made to explore titanium-based photo-catalysts 

because of the wide range of their applications in environmental remediation and solar energy 

conversion (Linsebigler et al.,1995). In both phases of TiO2, recent theoretical and experimental 

research has continued to attract interest, with research on anatase showing promising results in its 

function as a photocatalyst (Asahi et al., 2001). Examining experimental reports for both anatase 

and rutile phases, Chen et al., (2011) indicated that anatase is responsible for the high conversion 

efficiency of the photochemical solar cell.  

Kuroda et al. (2005) studied titanium oxynitride (TiO2-xNx) A film of Ti3-O4N material was 

investigated and found to have a greater photocatalytic activity compared to TiO2 film to help 

speed up the search for an effective process for the production of the chemicals (Hyett et al., 2009). 

Even though titanium dioxide (TiO2) containing Ti4+ has a wide band gap (Fahmi et al., 1993), it 
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is still widely studied for catalysis and solar energy applications (Zhang and Kilin, 2012), much 

emphasis has not been laid on the properties of titanium sesquioxide (Ti2O3) containing Ti3+ ions 

and its oxynitride (Ti2N2O).  

As for computational models, within density functional theory (DFT), standard LDA and GGA 

functionals improve understanding of the materials under investigation, allowing for the 

determination of their properties. DFT projected more stability in anatase than rutile at ground 

state (Muscat et al., 2002), with the band gap of anatase being greater by 0.17 eV with respect to 

rutile (Mikami et al., 2000). De Angelis et al. (2014) and analyzed the energy of photo-generated 

electrons in bulk TiO2 using hybrid functional computations. The researchers also discovered that 

excitons produced by UV irradiation were trapped on (101) anatase TiO2 surface.  

The probability of enhancing the photoactivity of the higher oxide phases of TiO2 has not been 

adequately studied. However, considering the lack of correction of self-interaction in DFT studies 

(Hohenberg and Kohn, 1964), the electrons of d and f states can present problems when it comes 

to compounds of transitional elements. To decrease Coulomb repulsion, some methods such as 

hybrid-functional DFT or DFT with Hubbard U correction (Samat et al. 2016), may eliminate 

these deficiencies from LDA and GGA. The hybrid functionals can provide  predictions closer to 

the gaps presented in experiments, however, these require a lot of computational resources (Paier 

et al., 2006). The DFT+U method utilizes lesser computational effort hence a suitable alternative 

when dealing with the exchange-correlation functional.  

Morgan and Watson (2010) conducted investigations on oxygen vacancies and titanium 

interstitials via DFT+U to account for the difference in defect characteristics in rutile and anatase 

TiO2. Zhu et al. (2014) suggested a possible band gap modification on the TiO2 nanotube structure 

as opposed to the bulk material by employing the DFT+U method so as to deal with the DFT 

problem. Similarly, Stausholm et al. (2010) reported on the DFT+U ( U = 5 eV) analysis of defects 

in bulk rutile after performing calculations which ended up in spatially located gap states around 

the Ti atoms. Major attempts have also been employed in studying doping in TiO2 with varying 

degrees of success as outlined in section 2.3. 
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2.3: Doping in Titania based Oxides  

 As observed by Mrowetz et al. (2004), the practice of doping is an important means of controlling 

the photoactivity of TiO2 via the introduction of different elements into its lattice. Doping with 

anions or cations of a semiconductor contributes to various electronic properties (Martyanov et al., 

2004). Doping may be interstitial or substitutional, typically carried out using atoms with smaller 

ionic radii (Santara et al., 2013). 

 Asahi et al. (2001), Chen and Burda (2008), Lindgren et al. (2003), Di Valentin et al. (2007), and 

Mrowetz et al. (2004) among other researchers’ have put much effort in developing an 

understanding of doping in TiO2, with candidate dopants such as N, F, C, P, H, S, and V. The 

mixing of p states from N and O was found to be significant in reducing the band gap size in N: 

TiO2. This result is similar to what is reported for S doping. A more detailed analysis of doping 

with non-metals is present in the reviews of Chen et al. (2011), Fujishima et al. (2008), and  

Etacheri et al. (2015). Filippone et al. (2009)  and Mo et al. (2015)  studied H impurity defects in 

rutile TiO2 and reported that H in rutile exist as O-H complexes. An additional experimental report 

by Mo et al.(2015), shows that the introduction of H changes the electronic structure indirectly 

through the induced change in different orbitals.  

Further work on doping with metals exists  (Mulmi et al.,2004; Ravishankar et al.,2016; Richter 

et al.,2005; Roca et al.,2015; Wu et al.,2017) with varying levels of success and agreements. 

Mulmi et al. (2004)  reports, based on chemical vapour decomposition, showed that shallow levels 

appear on doping anatase with Nb, ascribing these levels to d-d transitions. Later work by Mo et 

al. (2015), however, was in agreement on the TCO like the behavior of Nb-doped anatase. These 

reports indicate that doping anatase with Nb leads to metallicity in anatase. Wu et al. (2007) reports 

however that the doping of anatase with Nb does not lead to increased performance as a visible 

light photo-catalysts, a development that introduces more need for greater understanding of the 

physics of the photo-activation after doping, and most importantly, developing a robust 

understanding of the changes the dopant makes to the structure of TiO2.  At Ti sites in TiO2, 

Henderson et al. (2003) doped various cations such as Ni, Fe, Mn, Cr, and V; such cationic doping 

resulted in reduced photocatalytic activity as a result of the additional states formed within TiO2 

band gap, which would act as recombination centres for photo-excited electrons.  
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An anion (S, B, N, and C) doping in TiO2 resulted in the p-state moving closer to the valence band, 

intrinsically TiO2 are n-type semiconductor (Fujishima et al., 2008; Sakthivel and Kisch, 2003; 

Schneider et al., 2014). In the anatase TiO2 crystal, C, N, F, P, and S elements have been substituted 

with oxygen for better photo-catalysis (Asahi et al., 2001). The p-states lead to a decrease in band-

gap by entangling with Ti-3d states, hence N doped structures were more efficient. Doping with 

nitrogen was reported to extend the onset of absorption of light from 380 nm to a range of 400 nm 

to 700 nm and to have potential visible light irradiation catalytic performance (Asahi et al., 2001; 

Sakthivel and Kisch 2003; Fujishima et al., 2008). Doping with S showed a reduction of the band-

gap, but incorporating it into the TiO2 crystal was a challenge because of its wider ionic radii 

(Asahi et al., 2001). These and many more studies have succeeded in doping metals into TiO2 

photo-catalysts to obtain visible light photo-response (Schneider et al., 2014).  

Aoki et al. (2019) described the electronic properties of TiO2 and Ti2O3 within DFT formalism 

through GW approximations, while Wu et al., (2013) carried out the theoretical prediction of 

TinN2O2n-3 solid compounds for the n = 3 case (Ti3N2O3) using a high throughput screening method 

within DFT. Guo et al. (2011) suggested that TiO2 doped with metals is thermally unstable, and 

that cationic dopant electronic states can serve as carrier recombination centers, resulting in a 

reduction in photocatalytic performance. Furthermore, due to its ability as a material for 

environmental photocatalysis, N: TiO2 has been shown to produce thermally stable N-atom 

impurities. (Di Valentin et al.,  2007; Mahendra et al., 2019). Given this, TiO2 anatase and rutile 

were doped with non-metal, nitrogen. The higher oxide phases of Titania and their oxynitrides 

were as well considered for this work. With an aim of improving the properties of the oxides,  

partial substitution of nitrogen atom(s) at the oxygen site(s) was performed.  
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CHAPTER 3: THEORETICAL BACKGROUND 

3.0: Introduction 

Theoretical framework, which includes density functional theory (DFT), which is the foundation 

for this work, is covered in this chapter. Fundamental theorems on which DFT is built are discussed 

in this chapter. The wave function picture of Schrödinger for particles (electrons) is considered 

and DFT approximations, are discussed. In this chapter, types of pseudopotentials commonly used 

in modeling ion cores are also outlined. Donev et al. (2015), Sholl and Steckel (2011), Burke 

(2007), and Jensen and Kilin (2012) are the primary sources of information used in this chapter. 

The chapter concludes with an explanation of the properties of the materials investigated in this 

research. 

3.1: Background of Density Functional Theory (DFT) Study 

Density Functional Theory started with two approaches, the Thomas-Fermi formulation which 

rests on the free electron gas model, and the Thomas-Fermi-Dirac model that later evolved to 

include electron exchange (Slater et al.,1935). In both cases, the electron density was key but 

without the concept of electron orbitals. Due to their limited accuracy, these approaches were 

discarded. 

3.1.1: Density Functional Theory 

Calculating electronic properties for both ground and excited states are important parts of materials 

science research. However, gaining a thorough knowledge of these electronic properties is 

difficult. It's crucial to understand how materials behave. Electrons and nuclei determine most 

features in condensed matter systems thus providing the required information about bulk, 

magnetic, electrical, and optical properties  (Lykos and Pratt, 1963). A lot of research is still 

ongoing on many theories of the method.  A solution to Schrödinger equation can be obtained in 

a set of interacting electrons in an external Coulomb field.  

The time-independent non-relativistic Schrödinger equation is given by; 

H𝜓=E𝜓,            (3.1)  
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Hamiltonian operator is H, E denotes the system's total energy, and the many-body wave function 

is denoted by 𝜓 . Because the Hamiltonian has a simple form, for a particle in a box, the 

Schrödinger equation can be solved. Multiple electrons interact with multiple nuclei in the many-

body problem (Burke, 2007). The position of each electron and nucleus in the system determines 

the many-body wave function 𝜓. For a system of a number of electrons and nuclei, the wave 

function for many bodies is given by  (Sholl and Steckel, 2011); 

  𝜓 =   𝜓 (𝑟1, 𝑟2, … 𝑟𝑁; 𝑅1, 𝑅2, … , 𝑅𝑀).        (3.2)  

The sum of potential and kinetic energy operators is the Hamiltonian operator. The kinetic energy 

operator, denoted by T is given by  (Sholl and Steckel, 2011) ; 

𝑇 = − ∑
ℏ2

2𝑚𝑒
∇𝑖

2 − 𝑁
𝑖=1 ∑

ℏ2

2𝑀𝐼

𝑀
𝐼=1 ∇𝐼

2 ,         (3.3)  

where  ħ is reduced Plank’s constant, ∇𝑖
2 𝑎𝑛𝑑 ∇𝐼

2 is Laplace operator, the mass of an electron is 

denoted by me,  while  MI is the mass of the Ith nucleus. The Laplace operators for electrons and 

nuclei are given by ∇𝑖
2= 

𝜕2

𝜕𝑥2 +
𝜕2

𝜕𝑦2 +
𝜕2

𝜕𝑧2  , and    ∇𝐼
2=

𝜕2

𝜕𝑋2 +
𝜕2

𝜕𝑌2 +
𝜕2

𝜕𝑍2, respectively. 

For potential energy, the Coulomb repulsion between electron pairs given by (Sholl and Steckel, 

2011); 

𝑉𝑒−𝑒 = 
1

2
∑

𝑒2

4𝜋𝜀𝑜
𝑖≠𝑗

1

|𝑟𝑖− 𝑟𝑗|
 ,              (3.4)  

where the electron charge is denoted by e, the electron coordinates, ri and rj, and, the permittivity 

of vacuum 𝜀𝑜. i and j are indices that range from 1 to N since an electron can only repel another 

electron and not itself the term i=j is exempted, and we divide by 2 to take care of the double 

counting corrections (Giustino, 2014). 

Coulomb repulsion between nuclei is given by (Sholl and Steckel, 2011);  

𝑉𝑛−𝑛 =
1

2
∑

𝑒2

4𝜋𝜀𝑜
𝐼≠𝐽

𝑍𝐼𝑍𝐽

|𝑅𝐼− 𝑅𝐽|
 ,          (3.5)  

where indices I and J range from 1 to M, Z represent atomic numbers with RI and RJ being nuclei 

coordinates. 
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Coulomb attraction between electrons and nuclei is given by (Sholl and Steckel, 2011); 

𝑉𝑛−𝑒 = −∑
𝑒2

4𝜋𝜀𝑜
𝑖,𝐼

𝑍𝐼

|𝑟𝑖−𝑅𝐼|
 .           .       (3.6)  

Where the indices i range between 1 and N while I range between 1 and M, ZI represents atomic 

number. 

The many-body Schrödinger equation is obtained as a combination of the equations for potential 

and kinetic energy, as indicated in equation (3.7) (Sholl and Steckel, 2011); 

[
 
 
 
 −∑

ℏ2

2𝑚𝑒
∇𝑖

2 − 𝑁
𝑖=1 ∑

ℏ2

2𝑀𝐼

𝑀
𝐼=1 ∇𝐼

2 +
1

2
∑

𝑒2

4𝜋𝜀𝑜
𝑖≠𝑗

1

|𝑟𝑖− 𝑟𝑗|
+

1

2
∑

𝑒2

4𝜋𝜀𝑜
𝐼≠𝐽

𝑍𝐼𝑍𝐽

|𝑅𝐼− 𝑅𝐽|

−∑
𝑒2

4𝜋𝜀𝑜
𝑖,𝐼

𝑍𝐼

|𝑟𝑖−𝑅𝐼| ]
 
 
 
 

𝜓 = E𝜓,   (3.7)  

For electrons and nuclei, the kinetic energy operators are represented by the first two terms of the 

equation (3.7). The third, fourth, and fifth terms, respectively, are electron- electron repulsion, 

nuclei-nuclei repulsion, and electrons-nuclei attraction. N denotes number of interacting electrons 

and M are those of interacting nuclei, the electron charge is denoted by  e, ħ represents the reduced 

Plank’s constant, ∇𝑖
2 𝑎𝑛𝑑 ∇𝐼

2 are Laplace operators for electrons and nuclei, the mass of an electron 

is denoted by me,  while  MI  is the mass of the Ith nucleus.  ri and rj are the electron coordinates, ZI 

represents atomic numbers and 𝜀𝑜 is the permittivity of vacuum. Indices that range from 1 to N are 

denoted by i and j, since an electron can only repel another electron and not itself the term i=j is 

exempted. 

  Solving equation (3.7) would allow us to obtain a given system's ground state energy, which is 

key in determining the properties of the materials. The equation is only effective for small atoms 

and molecules, but difficult for large structures, for example, if we consider one molecule of CO2, 

the full wave function would be given by the number of electrons multiplied by three dimensions, 

resulting in a 66-dimensional function that will be a problem to address. It is common to implement 

the Born-Oppenheimer approximation as a first approximation (Burke, 2007), where one neglects 

the contribution of the nuclei to the kinetic energy, as they are normally several thousand times 

heavier than electrons. As such, the Hamiltonian lacks the nuclei's kinetic energy operator, this 

leads to equation (3.8), 
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[−∑
ℏ2

2𝑚𝑒
∇𝑖

2 + 𝑁

𝑖=1

1

2
∑

𝑒2

4𝜋𝜀𝑜
𝑖≠𝑗

1

|𝑟𝑖− 𝑟𝑗|
 − ∑

𝑒2

4𝜋𝜀𝑜
𝑖,𝐼

𝑍𝐼

|𝑟𝑖−𝑅𝐼|
]𝜓 = E𝜓.      (3.8)  

In solving equation (3.8), one is still faced with an unsolvable problem despite this approximation. 

As a result, more approximation techniques have been developed, which can be classified 

generally as wave-function-based or density-based (Burke, 2007). DFT is computationally 

essential in analyzing and predicting properties of the material. The theory articulates that electron 

density is the relevant physical quantity for any ground state system. Several scholars have 

successfully used DFT to describe numerous properties of materials because of its ability to study 

systems of infinite sizes whether periodic or non-periodic (Belogolova and Sidorkin, 2004; Hu and 

Metiu, 2011; Khan et al., 2013; Kroll, 2005; Samat et al., 2019). When it comes to defining system 

behavior, density functional theory has limitations in defining the behaviour of some systems. 

Even though there have been recent advancements, in correlated systems and insulators, band gaps 

are known to be underestimated by DFT. 

DFT is built on Kohn and Sham theorems (Burke, 2007; Sholl and Steckel, 2011) that state, 

 The Schrödinger equation's ground-state energy is a unique function of electron density. 

 The electron density that corresponds to the complete solution of the Schrödinger equation 

is the actual electron density that minimizes the energy of the overall function.  

According to the first theorem, wave function and electron density, both at ground state, maps on 

each other (Burke, 2007). This means that the system's observables are all determined in a different 

way by the ground-state density. It is not possible for two ground states  𝐻𝜓 = 𝐸𝜓 and 𝐻′𝜓′ =

𝐸′𝜓′  to give the same electronic density   𝑛 (𝑟). The ground state 𝜓  which is depends on the 

potential 𝑉 (𝑟) and another potential  𝑉′ (𝑟)  of the ground state density 𝜓′  since they are 

determined by different Schrödinger equations, not unless the two potentials are identical. The 

potential a discrete function of the density; the ground-state density determines the Hamiltonian. 

With this theorem, one moves from an intractable problem of 3N variables (the Schrödinger 

equation) to a problem with three spatial dimensions, which is in principle solvable. The theorem 

does not, however, state how this ground-state density and mapping can be constructed, but only 

proves its formal existence.  
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The second theorem shows an important feature of the ground state density, and an indirect means 

of determining the correctness of the ground state energy (Burke, 2007). One could obtain the 

ground state density and energy, as well as perform the minimization of the energy for the density 

if the form of functional dependency of ground-state total energy is given. The form of this 

functional dependency, however, is not given by the theorem. Hohenberg-Kohn and Kohn-Sham 

theorems are two very essential theorems at the core of DFT. 

3.1.2: The Hohenberg-Kohn Theorem 

In 1976, Hohenberg and Kohn established that density can be computed for a set of interacting 

particles in an external potential, Vext (r), in such a way that Vext (r), is a defined functional of the 

density, which is heavily acknowledged in DFT (Hohenberg and Kohn,1976). According to Sholl 

and Steckel (2011), ground state energy is a unique function of electron density. The actual 

ground-state electron density is the one that significantly reduces the overall functional energy 

(Burke, 2007).  

3.1.3: Kohn-Sham Equation 

The Schrödinger equation for non-interacting particles, which is non-existent, produces the same 

density a given system of interacting particles (Burke, 2007; Sholl and Steckel, 2011). Kohn and 

Sham reorganized the many-body problems in a detailed and familiar way that strengthened the 

functional applications of DFT (Hendrik, 1976). The Hamiltonian is structured in a way that it has 

the same ground-state density as the interacting system. The electronic density, ground-state 

energy, and other desired observables can easily be obtained, given an external potential with the 

only impediment being the exchange-correlation term (Burke, 2007; Sholl and Steckel, 2011).  

In atomic units, where ℏ = 𝑚𝑒 = 𝑒 = 1, 

Veff = Vext (r) +VH [n (r)] +Vxc [n (r)],                                 (3.9) 

  

Veff (r) denotes the effective potential, the second term the external potential Vext, VH  -Hartree term, 

VXC -exchange-correlation term and, n (r) denotes electron density.  The solution to the K-S 

equation (3.10) is the key solution in computational methods.  

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      

 𝐻𝜓𝑖(𝑟) = [
−1

2
∇𝑖

2 + 𝑉𝑒𝑓𝑓(𝑟)]𝜓𝑖(𝑟) = 𝜀𝑖  𝜓𝑖  (r).                    (3.10)  
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H denotes the Hamiltonian operator, Veff (r)  the effective potential, 𝜀𝑖  the minimum energy and, 𝜓  

the many-system wave function. 

The K-S equation is solved with fixed-point iteration, though the initial input for n(r) is usually a 

guess.  The self-consistent field (SCF) approach iterates the input until n(r) and the output n'(r) 

appears identical within the energy cutoff limit. 

 

3.1.4: The Self-Consistent Field (SCF) Cycle  

 

kinetic energy operator and the effective potential, Veff (r), constitutes the Hamiltonian Operator H 

as shown in equation (3.9). Veff is dependent on n (r) and can be calculated from 𝜓i. However, 𝜓i 

is reliant on Veff (r) and hence n (r). The flow chart in Figure (3.1) depicts the process in its entirety. 

The flowchart below demonstrates how to calculate the Kohn-Sham equations for a bunch of 

frozen nuclei (ions). With Cutoff energy optimized and k-points sampled, the trial density is 

chosen by defining the cutoff of the charge density (ecut 'rho') which also dictates the type of 

pseudopotential to be used.  

The calculated density is then applied as an input for derivation of Vxc. As seen in equation (3.11), 

the efficient potential, Veff(r), is the product of external potential Vext, Hartree term VH, and 

exchange-correlation term Vxc(r). The system's Hamiltonian is equivalent to Veff (r) + K.E.  The 

guessed electron density n (r) is the initial density.              

n (r) ∝E0,            (3.11) 

   

 n (r) denotes the electron density and E0 ground state energy, the estimated and calculated 

densities are consistent, implying that they are self-consistent. The energy, forces, and other 

parameters can then be determined. If the estimated and calculated densities differ, a further 

density estimate based on the electron density is made from the previous step, unless self-

consistency is obtained, the whole process is repeated. The schematic diagram showing the self-

consistency scheme is presented in Figure 3.1. 
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                                     Initial guess for n (r)   

 

 

                                             use n (r) to calculate Veff (r)  

                                   Veff (r) = Vnuc (r) +
𝑛 (𝑟′) 

|𝑟−𝑟′|
𝑑𝑟′ + 𝑉𝑥𝑐[n(r)]                                         

  

 

 Solve Kohn- Sham equation 

[
ℏ2

2𝑚𝑒
𝛻𝑖

2 + 𝑉𝑒𝑓𝑓(𝒓)]𝑖 = 𝜀𝑖𝜓𝑖 

                                                 

 

 

 

 

 

  

No 

                         

                                                             Yes 

 

 

 

Figure 3.1: Schematic diagram showing the self-consistency scheme   (Shan et al., 2017) 

  

 new  n’ (r)   

n′(r) = ∑|𝜓𝑖(𝑟)|2 

             Self-consistent? 

 

Problem solved! can now calculate energy, 

forces 

Generate 

new n (r)  
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3.1.5: Approximation for the exchange-correlation energy 

Finding the Schrödinger equation's ground-state energy in many-body problems is extremely 

challenging. The problem relates to the fact that when solving Kohn-Sham equations, the 

exchange-correlation functional should be defined. The Hohenberg-Kohn theorem guarantees the 

presence of the actual form of exchange-correlation, but its exact nature is unclear. Conveniently, 

the electron density does not fluctuate at all points in space in this scenario, the functional can be 

obtained from uniform electron gas. In any real material, this case can tend to be of limited value 

because the variation in electron density determines the chemical bond that makes a material. The 

uniform electron gas provides a realistic approach of employing the Kohn-Sham equations. Local 

Density Approximation (LDA) and Generalized Gradient Approximation (GGA) are two basic 

exchange-correlation functionals (Burke, 2007). LDA +U, GGA+U, and hybrid fuctionals are also 

in use.  

3.1.5.1: Local Density Approximation (LDA)  

The local density approximation (LDA) refers to the estimation of exchange-correlation functional 

using the local density. Since the exchange-correlation functional used is not exact, the LDA 

supports the entire description of K–S equations, even though the results do not solve the real 

Schrödinger equation accurately. (Sholl and Steckel, 2011). 

3.1.5.2: Generalized Gradient Approximations (GGA)   

The generalized gradient approximation (GGA) contains additional physical information 

compared to LDA. (Sholl and Steckel, 2011). Thus, relative to LDA, it is considered to be more 

accurate most systems. The information from the electron density gradient are mimicked in a GGA 

functional in a variety of ways, which is why there are so many distinct GGA functionals used in 

solids calculations, such as the Perdew-Wang functional (PW91), the Perdew-Burke-Ernzerhof 

functional (PBE), and enhanced Perdew-Burke-Ernzerhof functional for solids (PBEsol) (Sholl 

and Steckel, 2011). Other GGA functionals, such as GGA+U, have been designed and are currently 

in use. In this work, enhanced Perdew-Burke-Ernzerhof functional for solids (PBEsol) has been 

used. 
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3.1.6:   Density Functional Theory with Coulomb interaction (DFT + U) 

 

The DFT+U approximations is designed to improve the description of correlated systems' ground 

state (Dorado et al., 2009). The Hubbard model influenced this technique. The DFT+U falls within 

the realm of DFT, requiring little work to incorporate into current DFT codes.  

The primary function of the U correction is to add an additional Hubbard-like component to 

Coulomb interaction of electrons that are localized. The Hubbard Hamiltonian defines the 

electronic state of d and f orbitals, whereas typical DFT approximations are used for the rest of the 

valence electrons. 

𝐸𝐷𝐹𝑇+𝑈  [𝑛] =  𝐸𝐷𝐹𝑇[𝑛] + 𝐸𝑈[𝑛𝑖
𝜎] − 𝐸𝑑𝑐[𝑛𝑖

𝜎]      (3.12) 

 

The overall energy (𝐸𝐷𝐹𝑇+𝑈  )  is  the sum of  GGA energy (𝐸𝑈) that has an effect on each electron 

of spin 𝜎 at point i as calculated from equation (3.12). Due to the additive Hubbard factor; a 

“double-counting” component (Edc) must be subtracted from the GGA's total energy because of 

the existing double counting error.  

The DFT+U approach was used in this work by including the U on Ti -3d orbitals. In section 5.3, 

the effect of increasing U values on lattice parameters and bandgaps were documented and 

examined.   

 3.1.7: Pseudopotentials Technique 

Several approximations are applied to practical solutions of the self-consistent (SC) Kohn-Sham 

(K-S) equation. Different approximations were therefore designed to be cost-effective, leading to 

rapid convergence, caution was taken not to compromise the calculation of results. The ab-initio 

pseudo-potentials (PP) technique involves valence electrons thus making the calculations 

relatively cheaper (Ashcroft and Mermin, 1976b). The inner core states, as well as the strong 

potential that binds them to the positive nuclei, are neglected in contrast to the whole potential 

method (Jensen and Kilin, 2012). Ion cores have a minor impact on solid characteristics, despite 

the fact that included them in pseudo potentials increases the use of plane wave basis sets in the 

calculations. 
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Figure 3.2: Pseudo and real-potentials at a specific cut-off radius, rc (Vanderbilt, 1990). 

The pseudo-potential (red) and the wave-function of the Coulomb potential of the nucleus (blue) 

agree at a certain cut-off radius, rc as seen in Figure 3.2. Ultrasoft Pseudopotential (USPP) and 

Norm Conserving Pseudopotentials (NCPP) are the main types of pseudopotentials utilized in 

electronic structure computations. 

3.1.6.1: Norm-Conserving Pseudo-Potential (NCPP)  

Since mobility of core electrons is not regular, the core electrons are simplified. Normalization 

renders the electron movement periodic to have a Gaussian distribution that allows for quicker 

convergence. The charge density cut-off (ecut 'rho') is set to its default value when employing 

these pseudo-potentials. If it is lowered or raised, it generates instability in the system, especially 

on the forces and stresses (Ashcroft and Mermin, 1976b). 

3.1.6.2: Ultra-soft Pseudo-Potential (USPP)   

The electron distribution in the core is Gaussian initially, resulting in calculations of many plane 

waves. The Ultra-Soft Pseudo-Potential (USPP) implementation decreases the number of plane 

waves, resulting in faster convergence. USPP provides quicker convergence than norm-conserving 

pseudo-potentials (Ashcroft and Mermin, 1976b). It is necessary to use a value higher than the 

default charge density cut-off value (ecut 'rho') when using this pseudopotential. Inner shell 

electrons are often positioned around the ion and do not contribute to covalent bonds (Chung et 

al., 2016). A pseudopotential that mimics the effects of a nucleus potential that is screened by its 



 

 

 

19 
 

 

inner electrons is therefore used instead of a physical potential for the nucleus as well as the inner 

electrons. USPP was used in this research to model the core electrons. 

  3.2: Materials properties 

 

Computational materials design is vital in addressing several problems since it provides significant 

structural and electronic properties of atoms which are the basic unit in materials (Jensen and Kilin, 

2012). 

3.2.1: Structural properties 

One of the points of interest when studying structural properties of systems is the dimensions of a 

unit cell, which is also referred to as lattice constant. Bond lengths and bond angles are also 

essential structural characteristics of a material. The bond dissociation energy is directly 

proportional to the bond strength, for instance, a long bond is a weaker bond compared to a shorter 

one (Niu, 2016) . The bond angle determines the arrangement of a molecule's atoms in space and 

defines the characteristics of many materials (Chung et al., 2016). 

3.2.2: Electronic properties 

The study focuses on the band structure theory of materials and its effectiveness in describing the 

physical properties of solids that form the basis of understanding of an all-solid-state system 

(Ashcroft and Mermin, 1976a). In solids, the electronic band structure shows the energy ranges 

such as band gaps or forbidden gaps (Ashcroft and Mermin, 1976a). Electrons occupy atomic 

orbitals in a single isolated atom, with each orbital having a distinct level. The atomic orbitals 

overlap when atoms join. In a molecule, two electrons cannot have equal quantum numbers (Pauli 

exclusion principle). As a result, each atomic orbital splits into two different energy molecular 

orbitals when two identical atoms create a diatomic molecule, making the electrons from previous 

atomic orbitals to take up a new orbital structure without having to share their energy. 

Chemical bonding and band formation are both aided by the presence of valence electrons in an 

atom. Band gaps are energy ranges in which no band can fill. The size of the band gaps varies 

depending on the degree of atomic orbital overlap (Harrison et al.,2004). Materials are often 

classified as conductors, insulators, or semiconductors based on the magnitude of their band gaps. 
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Figure 3.3: Conduction and Valence bands of a direct bandgap semiconductor (Chakraborty, 

2009).  

The conduction band is located on the top of the band gap, while the valence band is located on 

the bottom of the band gap (see Figure 3.3).  

Band theory can only be used to describe solids made up of an enormous number of same atoms 

or molecules which are chemically combined. It approximates the quantum state of a solid. A piece 

of material is assumed to comprise an enormous sum of atoms for the band theory to be valid. The 

bands are assumed to be continuous. The structure of the band is an inherent characteristic of a 

material with the assumption that the material is homogeneous. Band structure also describes 

single-electron states, whose existence assumes that electrons travel without interacting with 

lattice vibrations in a static potential, as well as other electrons and photons (non-interactivity) 

(Ashcroft and Mermin, 1976b). One of the drawbacks of in-homogeneities and interfaces is 

because the bulk band structure is disturbed near surfaces and junctions (Harrison, 2004). Besides, 

KS- DFT bandgap will always be underestimated and what we obtain is the difference between 

the LUMO (lowest unoccupied orbital) and the HOMO (highest occupied orbital).  
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 CHAPTER 4: METHODOLOGY 

4.0: Introduction  

This chapter has details on how simulations on pristine TiO2, N: TiO2, corundum Ti2O3, and 

Titanium Oxynitride Ti2N2O were carried out. In Appendix A of this thesis, a more detailed 

process of obtaining the optimized parameters is provided. Giannozzi et al. (2009), Hu and Metiu, 

(2011), and Samat et al. (2016) are the main references used in this chapter. 

4.1: Computational Methodology 

All calculations were done within DFT-GGA using the Quantum Espresso code (QE) (Giannozzi 

et al .,2009). Materials such as crystalline solids and surfaces within the DFT formalism can be 

simulated using the code. This study has been carried out using the ab-initio pseudo-potential plane 

wave method as mentioned earlier. Ultrasoft pseudopotentials drawn from the 2.0.1 version of Dal 

Corso et al, library (Hu and Metiu, 2011), have been used to describe the electron-ion interactions; 

the pseudopotential files are provided in Appendix C of this thesis. 

For the exchange-correlation interaction, GGA with PBE and GGA-PBEsol have been employed. 

These exchange-correlations were chosen because no adjustable parameter was required hence 

computationally efficient. The first-principle calculations using the DFT+U method (Samat et al., 

2016) was also implemented. By adjusting the effective U values in the range of 1 to 7 eV, the 

desired U for the computations was acquired. For the Ti atom, the valence states were 3s, 3p, 3d, 

4s, and 2s, 2p for both N and O atoms. Crystal structures were relaxed at T=0K and P=0 GPa and 

convergence tests were carried out.  

4.2: Structural Optimizations 

Experimental lattice parameters were considered as the starting point in the optimization of the 

lattice parameters. The data were integrated to the Birch-Murnaghan equation of state (Lazzeri et 

al ., 2001) with the required lattice constant obtained as the minimum value of the fitted curve. 

Xmgrace was used to plot the values of lowest energy acquired with their respective k-point grids 

(Turner, 2005). The lattice parameters and k-point meshes were set to their optimal values, then 

the cutoff energy was altered from 20 Ry to 80 Ry to get an optimal plane wave cutoff energies 
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value. The optimum values were found when the energy could no longer be changed. This was 

important since every system strives for a low-energy state (ground state). 

4.3: Brillouin Zone Integration (K-points) 

A standard technique for sampling the Brillouin zone is the Monkhorst-Pack grid (Monkhorst and 

Pack, 1976). Because the precision of integration is fully dependent on the integration grid used, 

the Monkhorst-Pack methodology (Hendrik, 1976) allows for both exact integration of sections of 

the Brillouin zone and sampling of the complete Brillouin zone. The Monkhorst-Pack scheme and 

Brillouin zone integration were used in this study to calculate band structures on converged k-

point meshes. A Monkhorst-Pack grid of 4x4x6, 6x6x4, and 5x5x5 for anatase TiO2, rutile TiO2, 

and corundum Ti2O3 structures, respectively, were created following convergence tests for k-

points with energy. Explicit positions along the high symmetry axes were described along   

X M  Z R for anatase TiO2,  X R Z M A Z for rutile TiO2, and  

Z F  L for corundum Ti2O3, for band structure calculations, are indicated in Figure 4.1. 

 

              

 

                 (a)                                                   (b)                     (c) 

Figure 4.1: Brillouin zone integration for (a) anatase (b) rutile, and (c) corundum Ti2O3, showing 

the origin at =0 

 



 

 

 

23 
 

 

4.4: Band Structure Calculations 

 

A defined k-points grid is necessary in determining the energy of the system. The Monkhorst-Pack 

approach, was used to create the special k-points in this work. The band structures of the systems 

are calculated by considering these high symmetry points and paths generated by the XCrysDen 

program (Kokalj and Causà, 2001). To account for the Ti-d interactions, the structures were 

subjected to a moderate Coulomb Repulsion U to adjust the estimated electronic band gap in 

comparison to experimental values.  
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CHAPTER 5: RESULTS AND DISCUSSIONS 

5.0: Introduction 

Results obtained from the properties (structural and electronic) of pristine and doped rutile/anatase 

TiO2 as well as corundum Ti2O3, both at the DFT and DFT+U theory levels, are discussed in this 

chapter. The results of TiO2 research are known for the rutile and anatase phases. The purpose of 

doing them here is to ensure that our method can reproduce known findings and is hence adequate. 

First, the structural parameters of the systems and the impact of the dopant on the geometry of the 

systems are discussed, then, the effect of the dopant on the properties of the systems are examined. 

Next, a variety of Ti2N2O samples are modeled using primitive and hexagonal convectional 

corundum Ti2O3 structures, labeling them P and S samples for primitive and hexagonal 

convectional cells, respectively.  

At the end of the chapter, a brief discussion summarizes the work discussed in the chapter and 

comments on it.  Aoki et al., (2019), Asahi et al., (2000), Mikami et al., (2000), Morikawa et al., 

(2001), and Samat et al., (2016), are the key references used in this chapter. A detailed technical 

overview of the methods for this work can be found in the appendix A, B, C, and D which contains 

descriptions of structural optimization, the pseudopotential files, band structures, and the input 

files, respectively. 

 

5.1: Structural Properties 

5.1.1: Pristine Structures 

The systems under study are tetragonal rutile and anatase TiO2 with lattice parameters a=b  

c,α===90 and  trigonal  Ti2O3 with  a= b=c, α = = 90. Lattice constants of the TiO2 (anatase 

and rutile) and Corundum Ti2O3 from the two Generalized Gradient Approximation (GGA) 

flavors, PBE and PBEsol, are described along with the corresponding experimental values in Table 

5.1. 
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      (a)                            (b)                                     (c)   

  

Figure 5.1:   optimized structures for (a) anatase TiO2, (b) rutile TiO2. and (c) Corundum Ti2O3. 

The calculated lattice constant ‘a’ using GGA-PBE and GGA-PBEsol for anatase TiO2 is 3.75 Å 

and 3.77 Å, respectively, while the stated experimental value is 3.78 Å (Yang et al., 2010). 

Consequently, the calculated lattice parameter ‘a’ for rutile using GGA-PBE is 4.55 Å while GGA-

PBEsol is 4.63 Å. The reported experimental value for rutile is 4.64 Å (Yang et al., 2010), from 

which it was deduced that PBEsol offers a better description of the properties of the materials than 

PBE. This agrees well with the results of Samat et al. (2019), which is why GGA-PBEsol was used 

for the rest of the calculations in this study. The ground-state properties of materials are 

significantly influenced by the choice of exchange and correlation functionals, according to this 

comparative study. Table 5.2 shows the bond lengths and angles that were calculated.  
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Table 5.1: Lattice parameters of rutile, anatase TiO2, and corundum Ti2O3.  

 

a Inturi et al. (2014)  bAoki et al. (2019)  cSamat et al. (2019) 
d Yang et al. (2010)  eLi et al. (2018) 

Table 5.2: calculated and experimental bond lengths (Å) and bond angles (degrees) for TiO2 

(anatase and rutile) and Ti2O3.  

 Bond lengths (Å)  Bond angles (degree)  

 Rutile 

TiO2 

Anatase 

TiO2 

Corundum 

Ti2O3 

 Rutile 

TiO2 

Anatase 

TiO2 

Corundum 

Ti2O3 

Calculated  

value 

Ti –O 

 

1.96 1.96 

 

3.85 

 

Ti-O-Ti  

O-Ti-O                           

131.94 

90.00 

155.40 

77.71 

85.42 

99.76 

Other DFT 

values  

Ti –O 

 

1.96  1.98   Ti–O-Ti  

O-Ti-O                            

131.92a 

90.00a 

156.08a 

78.07a 

 

Experimental 

value 

Ti –O 1.95  1.94  

 

3.78  Ti–O-Ti  

O-Ti-O                             

130.97b 

90.00b 

154.34b 

78.67b 

86.30c 

98.41c 

a Samat et al. (2019) b Yang et al. (2010) c Li et al. (2018) 

The calculated bond angles for TiO2 rutile are 131.94 and 90.00, which are on average equal to 

the 130.79 and 90.00 experimental values from  Yang et al. (2010) and  Li et al. (2018) , 

Method Rutile TiO2  Anatase 

TiO2 
 Corundum Ti2O3 

   

        

 ao (Å)  C (Å)   ao (Å)  C (Å)  ao (Å)  C (Å)  

        

GGA-PBE 4.55 2.95  3.75 9.45 5.27 5.27 

(This work)        

GGA-PBEsol 4.63 2.93  3.77 9.69 5.16 5.16 

(This work)       

 Other GGA-PBE   4.59 a   2.94 a   3.76 a   9.57 a   5.17b  5.17b  

          

Other GGA-PBE  4.58c  2.97c  3.80 c 9.59 c   

         

Experiment 4.64 d   2.96 d  3.78 d   9.70 d   5.15e  5.15e 
        



 

 

 

27 
 

 

respectively. Negative deviations of slightly more than 1% are found in the anatase TiO2 bond 

angle. In rutile, the calculated bond lengths and bond angles also deviate by 1.1% and 

1.24%, respectively. Ti2O3 had deviations of 1.16% and 2.04% with respect to experimental values       

by Samat et al. (2019). The deviations are attributable to the fact that the simulations did not 

account for the presence of intrinsic and other imperfections that occur in real materials. Prior than 

that, as indicated in Table 5.2, this concur with other DFT findings by   Inturi et al. (2014)   and 

Aoki et al. (2019). In general, it was found that, while GGA functionals is poor in describing the 

electronic properties of these localized orbitals, they do an excellent job in describing the energy 

of the system and the structural properties are adequately replicated. 

5.1.2: Nitrogen doped TiO2 structures 

To minimize surface effects, the substitution was done in a supercell as this study is on bulk 

properties. Figures 5.2 (a) and (b) show supercells for rutile and anatase TiO2 doped with 2% 

nitrogen. The percentage dopant concentration was obtained by dividing the number of dopant 

atoms with the total number of atoms in the supercell than multiplying by 100. In the 2x2x2 rutile 

and 2x2x1 anataseTiO2 supercells, each comprising 48 atoms, a nitrogen atom was substituted for 

an O atom. 

                                      

           (a)  Rutile                                                                           (b)  Anatase 

        

  Figure 5.2: TiO2 doped with 2% N (a) Rutile structure (b) Anatase structure. 
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       (a)  Rutile TiO2.                                             (b)  Anatase TiO2. 

Figure 5.3: Rutile and Anatase phases of TiO2 after doping with 4% N at substitutional sites. 

 

                                             

           (a)  Rutile TiO2.                                             (b)  Anatase TiO2. 

Figure 5.4: Rutile and Anatase phases of TiO2 after doping with 6% N at substitutional sites. 

To achieve a 2% dopant concentration, one oxygen atom was substituted with a nitrogen atom in 

Figure 5.2. The same was done in Figure 5.3, to reach a 4% doping level, two oxygen atoms were 

replaced with two nitrogen atoms. To obtain a 6% doping level, three oxygen atoms were 

substituted with three nitrogen atoms in Figure 5.4. The supercells were created using Phonopy 

software (Togo and Tanaka, 2015). 

The structural properties from the relaxed doped systems were calculated and compared with those 

of pristine systems as outlined in Table 5.3 and Table 5.4. Bond lengths are essential in the 

understanding of the effect of various impurity levels on bonding mechanisms in compounds.  
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Table 5.3: calculated bond lengths (Å) before and after 2%,4%, and 6% doping of the two phases 

of TiO2. Percentage deviations are given relative to calculated values of pristine TiO2. 

    Before     After  % Deviation 

Bond lengths (Å)  

Anatase               2%N 

 

                          4%N 

                             

                           6%N 

 

 

Ti-O =1.96 

 

Ti-O =1.93 

 

-1.53 

Ti-N =1.95 -0.51 

Ti-O =1.96 Ti-O =1.94 -1.02 

Ti-N =1.94 -1.02 

Ti-O =1.96 Ti-O =1.95 -0.51 

Ti-N =1.93 -1.53 

Rutile                 2% N 

 

                          4% N 

  

                          6% N 

 

Ti-O =1.96 Ti-O =1.94 -1.02 

Ti-N =1.96 -1.53 

Ti-O =1.96 Ti-O =1.96 -0.51 

Ti-N =1.94 -1.02 

Ti-O=1.96 Ti-O =1.95 -0.51 

Ti-N =1.93 -1.53 

 

Table 5.3 suggest that Ti-O bond lengths in the anatase phase are reduced by 1.53% and 1.02% 

after 2% and 4% N doping, respectively. To examine the full impact of N doping on the symmetry 

of the pristine materials, the magnitude of Ti-N bond lengths was checked. It was interesting to 

note that on average, at 2% N doping, Ti-N bond lengths for N doped anatase and Ti-O bond 

lengths for pristine anatase are almost the same, but were reduced to 1.94 Å at 4% N doping and 

1.93 Å at 6% N doping. This indicates that the replacement of N at O sites did not cause significant 

distortion in the lattice and therefore nitrogen is a good dopant structurally. For rutile, the 

percentage deviation of Ti-O bond lengths after doping versus before doping is about 1% at 2 % 

N and 4 % N doping, but less than 1% at 6 % N doping, implying that the rutile structure is also 

preserved after doping. The minor variations are attributed to the fact that, relative to oxygen, 

nitrogen has a smaller atomic radius. Nitrogen's atomic radius is 0.60 Å, while that of oxygen is 

0.65 Å. Generally, the slight deviations on bond lengths shown in Table 5.3 shows that the 

substitution of N atom(s) at O site(s) creates very little strain on adjacent Ti atoms at 2% and 4% 

dopant concentrations. The structures are preserved after doping at 2% and 4% dopant 

concentrations, in both anatase and rutile cases.   Table 5.4 compares estimated bond angles and 

bond lengths before and after doping. 
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Table 5.4: Calculated bond angles before and after 2%,4%, and 6% doping of TiO2 

 Before After  % Deviation 

Bond Angles ()   

Anatase-             2%N 

 

Ti-O-Ti =155.41 

 

Ti-O-Ti =153.31 

 

-1.4 

Ti-N-Ti=154.32 -0.7 

                            4%N 

 

Ti-O-Ti =155.41 Ti-O-Ti =153.24 -0.6 

Ti-N-Ti= 153.09 -1.5 

                            6%N 

 

Ti-O-Ti =155.41 Ti-O-Ti =150.44 +3.2 

Ti-N-Ti=150.44 +3.2 

Rutile                 2% N Ti-O-Ti =131.94 Ti-O-Ti =130.81 -0.8 

Ti-N-Ti=131.16 -0.6 

                           4% N Ti-O-Ti =131.94 Ti-O-Ti = 134.06 +2.2 

Ti-N-Ti= 135.13 +3.7 

                           6% N 

 

Ti-O-Ti =131.94 Ti-O-Ti = 140.07 +6.4. 

Ti-N-Ti= 138.13 +5.8 

 

The bond angles are reduced by 1.4% at 2% N and 0.6% when the TiO2 anatase is doped with N, 

as shown in Table 5.4. However, 4% N doped rutile TiO2 shows an increase in bond angles by 

2.2% and 3.7%, respectively. Again, as stated earlier, this results from the difference in atomic 

radii of nitrogen and oxygen. However, some lattice stretch was observed at 6%N doping in both 

rutile and anatase TiO2. In anatase, bond angles increased by 3.2%  at 6%N doping, while in rutile 

TiO2, bond angles increased by approximately 6%, making 4%N doping the best doping level in 

both rutile and anatase TiO2.  
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5.2: Electronic Properties 

The emphasis here is on band theory, which forms the basis for understanding all-solid-state 

devices and has also been used to define the physical properties of solids, (see section 3.2.2) which 

are important in identifying the relevant areas of application.  

From the high symmetry points and paths created with XCrysDen (Kokalj and Causà, 2001), the 

band structure and projected density of state (Pdos) were computed.  

5.2.1: Projected density of states and band structures for pristine and doped Rutile TiO2 

The band structures and Pdos for pristine and doped rutile TiO2 at 2%, 4%, and 6% nitrogen 

concentrations are shown in figures 5.5 (a) - (d) and results discussed in this section.  
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Figure 5.5: Band structure and Pdos for (a) pristine Rutile TiO2 (b) 2% N doped Rutile TiO2, (c) 

4% N doped Rutile TiO2 and (d) 6%N doped Rutile TiO2. 

 

In Figure 5.5 (a), 2.109 eV direct band gap of is found, with Ti 3d and O 2p orbitals as the band 

gap character. As seen in the Pdos plot, O 2p states dominates the valence band. The conduction 

band majorly comprises of Ti 3d states ranging from 2.1 eV to 4.0 eV.  The additional bands 

between the VBM and CBM in Figure 5.5(b), (c), and (d) as a result of the contribution of N 2p 

states caused by nitrogen doping. Di Valentin et al. (2007) obtained similar results. For 2%, 4% 

and 6% doped rutile TiO2, N 2p are situated at 0.25 eV, 0.47 eV, and 0.89 eV above VBM. This 

enhances visible light absorbance of TiO2. According to Guo et al. (2011), these partially occupied 

states operate as a trap for excited electrons, thus lowering visible light absorbance of N doped 

rutile TiO2. Looking closely at Figure 5.5(d), there is a major impact on the band structures of 

6%N doping in rutile TiO2. The shape of the bands is affected by this high dopant concentration. 

An upward shift of the Fermi level from 9.1745 eV to 9.4202 eV in rutile was noted for 2% N 

doping. At 4 % N doping, the Fermi level was raised to 9.6304 eV, while the band gap reduced to 

1.643 eV. As a result of the N rutile doping, there was a reduction of band gap to 1.22 eV at 6% 
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N. The origin of this constant shift of Fermi towards the conduction band upon doping is an 

important note to be considered. The charge imbalance between N and the host lattice, as stated 

by Khan et al. (2013) for their Ag (Silver) doped anatase, contributes to this change in the Fermi 

level. The upward shift in the Fermi level means that it moved close to the conduction band, an 

indicator that the type of conductivity present is the donor type (Khan et al. , 2012; Matsumoto et 

al., 2010).  Di Valentin et al. (2007) and Khan et al. (2012) stated that substitution N doping results 

in N 2p impurities in TiO2 band gap due to reduction of Ti4+ to Ti3+ in N doped TiO2. Similarly, 

in this study, an introduction of oxygen vacancies to the system induces charge imbalance, Ti+4 is 

reduced to Ti+3 resulting in the redistribution of charge. Figure 5.6 shows the band structures and 

Pdos plots for pristine and N doped anatase TiO2. 

Figure 5.6 (a) shows that the VBM and CBM are on different high symmetry points indicating that 

anatase TiO2 has an indirect band gap of 2.29 eV, from Z to . In pristine anatase, more bands are 

observed than in pristine rutile, which arises from the fact that there are 6 atoms in rutile unit cell 

while there are 12 atoms in that of anatase. The Fermi level also shifts from 7.6143 eV to 8.094 

eV upon 2% N doping, the gap decreases to 1.81 eV. A 4% N doping further shifts the Fermi level 

to 8.64 eV as well as a further change of the energy band gap to 1.644 eV, within DFT 

approximations. Further still, a band gap reduction to 1.075 eV is realized at 6%N doping in 

anatase. These findings are similar to those found in the rutile case and can also be related to the 

explanations for the above N doped rutile case. In comparison to the pristine anatase sample, the 

shape of the conduction band remains unchanged at 2 % N and 4 % N doping. The presence of N-

2p impurity states, however, causes the shape of the valence band to be significantly altered.  
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5.2.2: Projected density of states and Band structures for pristine and doped Anatase TiO2 

The band structures and Pdos for pristine and nitrogen doped anatase TiO2 at 2%, 4% and 6% 

concentrations are shown in Figure 5.6 (a) - (d) followed by a comprehensive discussion of the 

results obtained. 
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Figure 5.6: Band structure and Pdos for (a) pristine Anatase TiO2 (b) 2% N doped Anatase TiO2, 

(c) 4% N doped Anatase TiO2 and (d) 6% N doped Anatase TiO2. 

The N-2p states are at about 0.48 eV, 0.65 eV and 0.98 eV above the VBM for 2%, 4% and 6% 

nitrogen-doped anatase TiO2, respectively. N-2p states contributed to the band gap reduction in 

anatase TiO2 upon 2%and 4% nitrogen doping, but still, the mid-gap states are formed. A closer 

look at Figure 5.6(d) shows that 6% N doping in TiO2 anatase affects the shape of both valence 

and conduction bands, implying that TiO2 anatase also has limits to which it can be doped. 

Nitrogen doping decreased the band gap of the pristine materials in both rutile and anatase TiO2, 

but they both developed mid-gap states, with shallow energies, within the band gaps.  In solar 

energy applications, these mid-gap states are known to lower the absorption threshold. According 

to Stengl and Bakardji et al. (2010), The mid-gap states act as traps for photo-generated carriers, 

reducing photo-generated current and, as a result, limiting the photo-activity of N doped TiO2. 

For further investigations of the behavior of charges before and after doping, charge density 

calculations for pristine and doped structures were performed and analyzed in Figure 5.7.  
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Figure 5.7: The charge distribution in (1a) Pristine rutile TiO2, (1b) 2% N doped rutileTiO2 

supercell, and (1c) 4% N doped rutile TiO2 supercell, while Figure (2a), (2b), (2c) represent the 

charge density distributions for Pristine anatase TiO2, 2% N doped anatase TiO2 supercell, and 4% 

N doped anatase TiO2 supercell, respectively. 

We often talk of the density of the charge when defining the volume of charge in continuous charge 

distribution. Charge density tells how much charge a particular area of space occupies at any point 

in space, and provides valuable knowledge about bonding in various structures (Lang et al., 1970). 

The calculated distribution of charge density in TiO2 polymorphs is shown in Figure 5.7, with 

thermometer scales showing electric charge density per unit volume/area in arbitrary units, 

indicating where the charge is likely to be spatially concentrated.  

The charge distributions in the atoms are not uniform. As depicted in Figure 5.7, the tightly held 

valence states have higher charge density, and the converse is true as we move away from the inner 

states. Owing to the minimum interference between the atoms, low-density charge distributions 

are visible on the 3D planes around them. For both compositions, the three-dimensional maps show 
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the prevailing ionic nature between Ti, O, and N, the charges density is more concentrated near 

the Ti atoms, and this increases with an increase in dopant concentration. This illustrates the fact 

that the number of cation vacancies increases with increased doping concentration on the TiO2 

host lattice, as suggested by Mangaiyarkkarasi et al. (2016). 

 

Figure 5.8: A plot of the band gap with increasing dopant concentration. 

Figure 5.8 indicates that the band gap is reduced as dopant concentration is increased in both 

nitrogen-doped rutile and anatase TiO2.  As stated earlier in chapter one of this study, TiO2 band 

gap should be reduced to improved photo-activity. This has been achieved in N-doped TiO2, but 

mid-gap states were created. Therefore, we had to take a look at both corundum Ti2O3 and the 

oxynitride Ti2N2O.  
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5.3: Band structure and Pdos for Corundum Ti2O3. 

Corundum Ti2O3, a parent phase of Ti2N2O structures, appeared metallic, being consistent with 

other DFT findings  (Aoki et al.,2019). In the whole band structure, the dominating states are Ti-

3d and O-2p (see Figure 5.9). Samat et al. (2019) discovered that corundum Ti2O3 has a small 

band gap of 1.65 eV, which DFT simulations failed to predict correctly. In most systems, DFT is 

known to underestimate band gaps. 

 

 Fi gur e 5.9 Band structure and Pdos for Corundum Ti2O3. 

To account for the localization of the titanium 3d orbitals, so as to achieve a more accurate 

electronic band gap, a moderated Hubbard potential, U, was added to electronic structure 

calculations. The technique for optimizing the U correction can be defined from fundamental 

principles or carried out empirically by varying the U value and comparing it to the experimental 

results of the properties of the systems. The latter was implemented in this study. The choice of U 

was made following a series of calculations with various Coulomb interaction parameters, U of 

the order of 1 eV to 7 eV. The impact of different values of U on the bandgaps of the oxides was 

recorded in Table 5.5 and Figure 5.10. 
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Table 5.5: Optimization of the U values for TiO2 (anatase and rutile) and Ti2O3 

 

 

 

 

 

 

 

 

 

 

 

aYang et al. (2010) b Li et al. (2018) 

 

The best estimation of the band gap (bold) when seeking agreement with experimental findings 

from Yang et al. (2010) and Li et al. (2018) was realized at U = 3 eV, 5 eV and 5 eV, respectively, 

for anatase TiO2, rutile TiO2, and Corundum Ti2O3. The band gaps increased with increasing values 

of U, as indicated in Figure 5.9  

Values of U 

 ( eV)  

Band gap (eV)  

This work. 

Anatase TiO2 Rutile TiO2 Corundum Ti2O3 

1 2.61 2.09 0.11 

2 2.86 2.32 0.49 

3 3.01 2.56 0.87 

4 3.36 2.62 1.36 

5 3.61 2.70 1.63 

6 3.86 3.47 1.76 

7 4.12 3.61 1.86 

Experimental 3.2a 3.0a 1.65b 
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Figure 5.10: A plot of band gap versus U values for anatase, rutile, and corundum structures. 

DFT+U gave predictions closer to the gaps presented in experiments. In DFT+U studies, 

Corundum Ti2O3, which showed metal-like properties, opened up a small band gap of 1.64 eV, 

indicating semiconducting properties. As shown in Table 5.6, these corrections are in good keeping 

with experimental findings. Figure 5.11 (a) (b), and (c) shows the corrected band structures for 

anatase TiO2, rutile TiO2, and corundum Ti2O3.   
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  (a)   (b)  

  

                                                 (c)  

Figure 5.11: (a)-(c) superimposed band structures for plain DFT and DFT+U, (a) CorundumTi2O3, 

(b) Anatase, and (c) Rutile, black dotted are calculated by DFT-GGA while the blue solid is the 

DFT+U calculated bands. 
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It is also important to examine the impact of U on the lattice parameters. Table 5.6 summarizes 

the obtained lattice parameters in regard to Hubbard values. 

Table 5.6: Calculated lattice parameters in variation with the Hubbard values. 

Value of U Lattice parameters 

                                This work 

Anatase TiO2 Rutile TiO2 Corundum 

Ti2O3 

a (Å) c/a a (Å) c/a a (Å) c/a 

1 3.85 2.52 4.62 0.65 5.22 1.01 

2 3.86 2.53 4.63 0.64 5.24 1.02 

3 3.80 2.52 4.64 0.65 5.25 1.03 

4 3.82 2.54 4.65 0.64 5.19 1.01 

5 3.83 2.57 4.63 0.63 5.16 1.00 

6 3.92 2.58 4.66 0.65 5.38 1.00 

7 4.05 2.59 4.67 0.66 5.35 1.03 

Experiment

al 

3.78 2.57 4.64 0.65 5.15 1.01 

 

From Table 5.6, it is observed that at the   optimized U values, the lattice parameters ‘a’ for the 

three oxides were 3.80 Å at U= 3 eV for anatase TiO2, 4.63 Å at U = 5 eV for rutile TiO2, and 5.16 

Å at U = 5 eV for Ti2O3. These agree well with the   optimized lattice parameters at U=0 of this 

study, indicating that the lattice geometry was preserved. These findings are agrees well with those 

of  Yang et al. (2010) and Li et al. (2018). German et al. 2017, when balancing geometric changes 

and electronic properties of TiO2 , reported optimum values of lattice parameter ‘a’ as 3.80 Å  at U 

= 3 eV for anatase and 4.61 Å for rutile at U = 5 eV, which are in good agreement with this study.  
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 5.4: Titanium Oxynitrides (Ti2N2O) 

An alternative way of constructing Ti-N-O compounds is nitrogen doping into TinO2n−1 phases. 

For example, a series of Ti2N2O oxynitrides can be developed when two of the 2n-1 oxygen atoms 

in TinO2n−1 compounds with nitrogen. The corundum Ti2O3 primitive unit cell has two formula 

units comprising a total of four Ti and six O atoms (see Figure 5.1(c)). Substituting four out of six 

oxygen atoms with nitrogen to construct the Ti2N2O compound results in two Ti2N2O formula 

units in a unit cell  (Aoki et al.,2019). There are 15 alternatives for nitrogen-substitution. However, 

only three forms were considered due to the nature of the pristine material. We called them P1, 

P2, and P3. The atomic positions were fully relaxed and cell parameters are   optimized.  

 P1                                                            P2                                                                     P3 

                                                   

Figure 5.12: Different orientations of Nitrogen substitutions in Ti2O3 structure. P2 has an 

inversion symmetry while P1 and P3 do not have. 

The oxynitrides were also modeled using the hexagonal convectional cell of Ti2O3 containing 

twelve titanium and eight oxygen atoms  (Aoki et al.,  2019). This was viewed in XCrysDen at 

four different angles of projection as shown in Figure 5.12. 
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        (a) Birds eye view.               (b)  Projection in the direction of a + b 

 

          

                              

   (b)  Top view                           d) projection in the direction of b 

 

Figure 5.13: Four different angles of projection of Ti2O3 convectional unit cell, large purple balls, 

and Ti and O atoms are symbolized by small red balls. 
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 Twelve out eighteen oxygen atoms were replaced by nitrogen in seven different ways to form the 

seven samples of the oxynitrides (S1 to S7), projected in the direction of a+b (for a clearer view) 

as shown in Figure 5.13. Ti2N2O-S structures are the samples of N doped hexagonal convectional 

cell of Ti2O3 at various O substitutional sites.  

 

Figure 5.14: Side views of seven modeled titanium oxynitrides (Ti2N2O) projected in the direction 

of a+b, Ti, O, and N atoms are indicated by large purple balls, small red balls, and small blue balls, 

respectively. 

Atomic positions were fully relaxed and cell parameters were   optimized. The stability of the 

Ti2N2O-P structures was compared in Figure 5.15(a). The Ti2N2O-P structures are the samples of 

N doped primitive cells of Ti2O3 at different O substitutional sites. The plots indicate that P1 has 

the lowest energy, thus the most stable. In Figure 5.15(b), the same comparison was made for the 

S structures (S1to S7). The S1 has the lowest energy hence the most stable among the S structures. 

  

 

              

                                                                                  

 

S1 S2 S3 S4 

S5 S6 S7 
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  (a)   (b)  

 

                                                                            (c)  

 

Figure 5.15: Energies versus lattice parameters of (a) the three orientations of nitrogen 

substitution into Ti2O3 structure (P-samples), and (b) seven different orientations of nitrogen 

substitution into Ti2O3 hexagonal convectional cell (S-samples), while (c) is the energy per 

formula unit for both P and S- structures of nitrogen substitution into Ti2O3 primitive and 

hexagonal convectional cells. 
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As indicated in Figure 5.15(b), the stability of the rest of the S structures lie within those of S1-

S7, hence, S1, S3 and S7 were considered on Figure 5.15(c), which indicates that of all structures, 

P-structures are more stable than S-structures, with P1 being the most stable. This agrees well with 

the results of Aoki et al. (2019), where GW studies were employed on the oxynitrides. Therefore, 

in Figure 5.16, P-structures were considered for further analysis of their band structure, energy 

gap, and projected state density (Pdos). 
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Figure 5.16: Band structures and Pdos for Corundum-based Ti2N2O P-Structures, (a) P1, (b) P2, 

and (c) P3, using DFT+U (U=5 eV) method. 

 

The substitution of nitrogen into Corundum Ti2O3 opened up a gap of 1.33 eV within DFT 

approximations that translated to 2.2 eV via DFT+U studies with U= 5 eV, in the most stable 

sample, P1. The P2 and P3 samples had 1.98 eV and 1.92 eV band gaps, respectively. In all the 

three (P1, P2, and P3) samples, a band gap character of Ti 3d / N 2p orbitals were observed. Some 

hybridization between N-2p and Ti-3d states was also observed in the valence band. 

Contrary to the case in N: TiO2, no mid-gap states were formed within the intrinsic gaps of Ti2O3 

after N substitution, therefore the absorption threshold is not affected.  

We have successfully reduced the band gap of TiO2 to improve its photo-activity without 

necessarily forming the mid-gap states that are known to serve as recombination centers for photo-

excited electrons. Compared to pristine TiO2, Ti2O3, and N: TiO2, this study indicates that Ti2N2O 

structures are more promising photo-catalytic / photo-voltaic materials.  
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Table 5.7 gives a summary of the obtained band gaps as compared to experimental band gaps of 

the structures. 

  

Table 5.7: Summary of the calculated and experimental band gap for the structures. 

 

 

 

 

 

 

 

 

 

 

 

 

bAoki et al. (2019) a Samat et al. (2019) cYang et al. (2010) d Li et al. (2018) 

 

As described in the preceding sections of this chapter, the DFT+U gave predictions closer to the 

gaps presented in experiments. The summarized results on Table 5.7 is a clear indication that the 

oxynitrides are more promising materials for solar energy applications. These results are well 

comparable with the experimental findings by Yang et al. (2010).   Li et al. (2018) reported 

experimental gap of 1.65 eV for corundum Ti2O3. 

MATERIAL ENERGY BAND GAP ( eV)  

  THIS 

WORK 

 (GGA)  

THEORETICAL 

 (GGA)  

THIS WORK 

 (DFT+U)  

EXPERIMEN

TAL 

Anatase 

TiO2 

2.29 2.28a  3.0 (U=3 eV)  3.2 c 

Rutile TiO2 2.11 1.89a  2.7 (U=5 eV)  3.0 c 

Corundum 

Ti2O3 

No gap No gapb  1.638 (U=5 eV)  1.65d  

Oxynitrides 

Ti2N2O (P1)  

Ti2N2O (P2)  

Ti2N2O (P3)                                                                                                                                                                                                                                                                                                                                                                                                                                                             

  

 

   

2.20 (U=5 eV)  

1.98 (U=5 eV)  

1.92 (U=5 eV)  
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CHAPTER 6: CONCLUSION AND RECOMMENDATIONS 

6.1 CONCLUSION 

 

The structural and electronic properties of pristine and doped tetragonal TiO2 (anatase and rutile), 

corundum Ti2O3, and oxynitride Ti2N2O have been studied in this work. The lattice parameters 

obtained from DFT calculations, reproduced quite well the experimental data even though these 

calculations assume defect-free structures.  

 

This study showed that the inclusion of nitrogen in the matrix of either anatase or rutile TiO2 did 

not substantially affect structural properties, with bond lengths varying in both cases by slightly 

more than 1%, which resulted from the difference in atomic radii of O and N causing little strain 

to the adjacent Ti atoms. 

 

On doped band structures, the Fermi level moved towards the conduction band as a result of the 

n-type doping. Rutile TiO2 band gap of 2.11 eV  was reduced to 1.85 eV, 1.64 eV, 1.22 eV, on 2% 

N, 4% N, and 6% N doping, respectively, while in anatase the band gap of 2.29 eV, reduced to 

1.81 eV, 1.64 eV, and 1.07 eV on 2% N, 4% N, and 6% N doping, respectively.  

 

There was a shift of the band gap character from Ti-3d / O-2p orbitals to Ti-3d / N-2p orbitals 

upon doping. Mid-gap states were observed in doped band structure owing to the presence of N-

2p impurity states, which function as traps for excited electrons, reducing the materials' efficiency.  

 

The best doping level for both N doped rutile and anatase TiO2 at substitutional sites is 4%.  

 

The band gaps of N: TiO2 reduced as the dopant concentration was increased up to 4%, beyond 

which the band structure appeared distorted. TiO2 was therefore found to have limits to which it 

can be doped suggesting investigations of the oxygen-deficient corundum Ti2O3 which displayed 

metal-like properties within DFT approximations but opened up a band gap of 1.638 eV by DFT+U 

(U=5 eV) studies which was found to be consistent with experimental data. 
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By partial substitution of nitrogen in both primitive and hexagonal convectional cells of the parent 

Ti2O2n-1 (n=2) structures, a variety of titanium oxynitride TinN2O2n-3 (n=2) were modelled and 

analyzed in this study. The most stable sample (P1) of the oxynitride (Ti2N2O) had a band gap of 

2.2 eV and did not have mid-gap states. For these reasons, Ti2N2O is a better photocatalytic 

material as the band gap obtained is close to the middle of the visible light region of the 

electromagnetic spectrum relative to TiO2, N: TiO2, and Ti2O3 materials.  

 6.2 RECOMMENDATIONS FOR FURTHER WORK 

 

While considering the electronic structure calculations of Ti-based oxides with an aim of achieving 

more precise predictions, it is necessary to explore more intensive theories that employ many body 

approaches as used in the Yambo code (Marini et al., 2009: Atambo et al., 2019).  

Ti-based oxides in the form of Ti2O2n-1, n2  may have other possible applications in addition to 

their applications as photo-catalysts and photovoltaic materials. Ti2O3 has a low transmittance but 

a high reflectance in the near-IR region, suggesting that it could be used as a temperature 

monitoring coating (Sedghi-Ghamchi et al., 2007). This field is currently developing because little 

is known about the dielectric characteristics and optical band gap energy of Titania's higher oxide 

phases, among other aspects. Electronic and structural properties of  Ti2O2n-1, n2, doped with other 

non-metals also be interesting to investigate.  

This research provides a systematic way of obtaining a variety of titanium oxynitride compounds 

TinN2O2n−3, with a detailed analysis of the n=2 cases. It is recommended that this approach would 

be extended to other transition-metal oxynitrides. 
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APPENDIX 

APPENDIX A: Structural optimization 

A1: Structural optimization 

Relaxing atoms in the x, y, and z directions until the systems had the lowest energy positions was 

used to optimize structural parameters. The following were the outcomes. 

 

Figure 6.1: Energy/cell versus kinetic energy cut off of the TiO2 anatase phase. 
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Figure 6.2: Energy/cell versus lattice parameter ‘a’ of TiO2 anatase phase 

 

 

Figure 6.3: Energy/cell versus cell parameter c/a of TiO2 anatase phase 
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Figure 6.4: Energy/cell versus k- points of TiO2 anatase phase 

 

 

Figure 6.5: Energy/cell versus lattice constant of TiO2 rutile phase 
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Figure 6.6: Energy/cell versus c/a of TiO2 rutile phase 

 

Figure 6.7: Energy/cell versus k points of TiO2 rutile phase 
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Figure 6.8: Energy/cell versus cell dimension (c/a) of Ti2O3 

 

 

Figure 6.9: Energy/cell versus the lattice parameter of Ti2O3 
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Figure 6.10 shows the values of minimum energies obtained with regard to the relevant k-point 

grids. Because the structure is well converged at this k-points mesh, a (5x5x5) mesh of Monkhorst-

pack special k-points was chosen. 

 

Figure 6.10: A graph of total energy against k-points of Ti2O3 

 

The cut-off energy was determined by convergence tests. The plane wave cutoff energies were 

calculated using a converged k-point grid (ecut). The cutoff energy ranged from 10 Ry to 80 Ry. 

For Ti2O3 structures, 35Ry was chosen as the best cutoff energy. 
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Figure 6.11: Energy/cell versus the cut-off energy of Ti2O3. 
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APPENDIX B: Pseudopotential files 

 

The pseudopotentials used in these calculations are:  

Ti Ti.pbesol-spn-rrkjus_psl.1.0.0.UPF 

O O.pbesol-nl-rrkjus_psl.1.0.0.UPF 

N N.pbesol-n-rrkjus_psl.1.0.0.UPF 

 

B1: Oxygen pseudopotential file 

 

<UPF version="2.0.1"> 

  <PP_INFO> 

    Generated using "atomic" code by A. Dal Corso v.6.1 svn rev. 13369 

    Author: ADC 

    Generation date:  9Dec2018 

    Pseudopotential type: USPP 

    Element:  O 

    Functional: PBESOL 

 

    Suggested minimum cutoff for wave functions:  43. Ry 

    Suggested minimum cutoff for charge density: 316. Ry 

    The Pseudo was generated with a Scalar-Relativistic Calculation 

    Local Potential by smoothing AE potential with Bessel fncs, cutoff radius:   1.1000 

    Pseudopotential contains additional information for GIPAW reconstruction. 

 

    Valence configuration: 

    nl pn  l   occ       Rcut    US       E pseu 

    2S  1  0  2.00      1.000      1.300    -1.749893 

    2P  2  1  4.00      0.900      1.450    -0.659584 

    Generation configuration: 

    2S  1  0  2.00      1.000      1.300    -1.749890 

    2S  1  0  0.00      1.000      1.300     1.000000 
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    2P  2  1  4.00      0.900      1.450    -0.659581 

    2P  2  1  0.00      0.900      1.450     0.050000  

 

    Pseudization used: troullier-martins 

 

B2: Ti Pseudopotential file 

 

<UPF version="2.0.1"> 

  <PP_INFO> 

    Generated using "atomic" code by A. Dal Corso  v.6.1 svn rev. 13369 

    Author: ADC 

    Generation date:  9Dec2018 

    Pseudopotential type: USPP 

    Element: Ti 

    Functional: PBESOL 

 

    Suggested minimum cutoff for wave functions:  52. Ry 

    Suggested minimum cutoff for charge density: 576. Ry 

    The Pseudo was generated with a Scalar-Relativistic Calculation 

    Local Potential by smoothing AE potential with Bessel fncs, cutoff radius:   1.6000 

    Pseudopotential contains additional information for GIPAW reconstruction. 

 

    Valence configuration: 

    nl pn  l   occ       Rcut    Rcut US       E pseu 

    3S  1  0  2.00      0.850      1.300    -4.590012 

    4S  2  0  2.00      0.850      1.300    -0.329044 

    3P  2  1  6.00      0.800      1.600    -2.849877 

    3D  3  2  2.00      0.800      1.500    -0.314207 

    Generation configuration: 

    3S  1  0  2.00      0.850      1.300    -4.590048 

    4S  2  0  2.00      0.850      1.300    -0.329052 
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    3P  2  1  6.00      0.800      1.600    -2.849907 

    4P  3  1  0.00      0.800      1.600     4.000000 

    3D  3  2  2.00      0.800      1.500    -0.314229 

    3D  3  2  0.00      0.800      1.500     0.050000 

 

    Pseudization used: troullier-martins 

B3: N pseudopotential file 

 

<UPF version="2.0.1"> 

  <PP_INFO> 

Generated using "atomic" code by A. Dal Corso  v.6.3MaX 

Author: ADC 

Generation date:  4Sep2018 

Pseudopotential type: USPP 

Element:  N 

Functional: PBESOL 

    Suggested minimum cutoff for wave functions:  44. Ry 

    Suggested minimum cutoff for charge density: 364. Ry 

    The Pseudo was generated with a Scalar-Relativistic Calculation 

    Local Potential by smoothing AE potential with Bessel fncs, cutoff radius:   1.2000 

    Pseudopotential contains additional information for GIPAW reconstruction. 

    Valence configuration: 

    nl pn  l   occ       Rcut    Rcut US       E pseu 

    2S  1  0  2.00      1.000      1.300    -1.356474 

    2P  2  1  3.00      0.900      1.350    -0.517147 

    Generation configuration: 

    2S  1  0  2.00      1.000      1.300    -1.356467 

    2S  1  0  0.00      1.000      1.300     2.000000 

    2P  2  1  3.00      0.900      1.350    -0.517143 

    2P  2  1  0.00      0.900      1.350     0.050000 

    Pseudization used: troullier-martins  
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          APPENDIX C: Band structures 

 

Figure 6.12:  Band structure for Bulk Anatase TiO2. 

 

Figure 6.13: Band structure for Rutile TiO2 
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Figure 6.14: Band structure for Corundum Ti2O3. 
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APPENDIX D: Sample input File 

Rutile TiO2 Input File 

 %control 

 calculation = 'scf' 

 restart_mode='from_scratch', 

 prefix='TiO2_Rutile', 

 pseudo_dir = '/mnt/lustre/users/lallan/PSEUDOPOTENTIALS/', 

 outdir='./tmp' 

 verbosity='high' 

  / 

%system 

ibrav= 6, celldm(1)=8.6, celldm(3)= 0.65, 

nat= 6, ntyp= 2, ecutwfc = 30.0, ecutrho = 240.0, 

occupations='smearing', smearing='gauss', degauss=0.01, 

 / 

%electrons 

mixing_mode = 'plain' 

mixing_beta = 0.3 

 / 

ATOMIC_SPECIES 

 Ti 47.900 Ti.pbesol-spn-rrkjus_psl.1.0.0.UPF 

 O 15.999  O.pbesol-nl-rrkjus_psl.1.0.0.UPF 

ATOMIC_POSITIONS (crystal) 

Ti       0.000000000   0.000000000   0.000000000 

Ti       0.500000000   0.500000000   0.500000000 

O        0.696461465   0.696461465   0.000000000 

O        0.303538535   0.303538535   0.000000000 

O        0.196472199   0.803527801   0.500000000 

O        0.803527801   0.196472199   0.500000000 

 

K_POINTS {automatic} 

6 6 4 0 0 0 

 


