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ABSTRACT

Introduction

In the generalized HIV epidemics, especially in the Sub Saharan Africa, key populations are

disproportionately affected by HIV epidemic. These populations, including men who have

sex with men (MSM), are often inordinately burdened with HIV epidemic because of specific

acquisition as well as transmission risks (Datta et al., 2019). Measuring the population sizes

of these populations is critical to ensure efficient, evidence – based decisions as far as the

content and scale of HIV prevention is concerned. There is a dearth of information regarding

the population estimates of these populations despite the importance of such information in

public health surveillance.

Methods

This study employs two approaches in estimating the population size of tertiary student men

who have sex with men (TSMSM) in Nairobi: successive sampling population size estimation

(SS – PSE) – which is based on respondent driven sampling (RDS) – and Wisdom of the

Crowds (WOTC), also known as the modified Delphi method. The latter has also been used

to help in the elicitation of prior estimates for the SS – PSE method.

Results

The population size estimate median is 7484 with lower and upper plausible limits of 1500

and 17390, respectively.

Conclusion and recommendations

The SS – PSE and WOTC methods produced reasonable estimates for the size of TSMSM

in Nairobi metropolitan. Further, since SS-PSE method produces a posterior distribution,

it can be used as a prior input for other methods employing Bayesian inference.It is hoped

that it will inform policy and resource allocation in planning for interventions in the tertiary

learning institutions.Further research is recommended in estimating the sizes of the TSMSM
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population in other geographical settings as well as using other PSE methods available.

Keywords and phrases

Hidden populations sampling, network sampling, population size estimation,

RDS, successive sampling
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1 CHAPTER 1:INTRODUCTION

1.1 Background

In the generalized HIV epidemics, especially in the Sub Saharan Africa, key populations are

disproportionately affected by HIV epidemic. These populations, including men who have

sex with men (MSM), are often inordinately burdened with HIV epidemic because of specific

acquisition as well as transmission risks (Datta et al., 2019). Measuring the population sizes

of these populations is critical to ensure efficient, evidence – based decisions as far as the

content and scale of HIV prevention is concerned.

1.2 Population size estimation

Population size estimation (PSE) is an important aspect to public health surveillance. It

forms the foundation for quantifying the magnitude of disease and informing policy decisions

(Wesson, 2016). Reliable PSEs are used to inform advocacy activities, resource allocation,

design and scale of HIV prevention, care and treatment programs and, for monitoring and

evaluation of these programs in terms of reach, coverage and intensity (Abdul-quader, Baugh-

man, & Hladik, 2014). They also are essential for understanding the degree of risk behaviors,

health care needs vulnerabilities, and HIV and other infections (McLaughlin et al., 2019).

This importance cannot be overemphasized especially in key populations such as men who

have sex with men (MSM), sex workers, people who inject drugs (PWID), transgender people

and people in prisons and other closed settings.

Key populations’ sizes are difficult to estimate using conventional PSE methods. Despite

the availability of several PSE methods, the very hidden nature of these populations and lack

of a sampling frame make measuring of their sizes a major problem in public health (Abdul-

quader et al., 2014). This is partially due to requirement of data that is practically difficult

to obtain and /or assumptions that are problematic to satisfy or verify. Further, PSE faces
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the challenge of definition of population. With differing definitions of population, members

of the target population may be excluded from the estimation or there could be inclusion

of nonmembers in the final estimate. Fluctuations in population constitution as a result of

migration or moving in and out of risk also affects the accuracy of the estimates. These,

coupled with the rarity and uniqueness in distribution of key populations geographically

make it difficult to extrapolate the estimates from a local site level to national level. It is

also difficult to assess trends over time (Abdul-quader et al., 2014).

A complete census – the gold standard of PSE – of hidden populations is practically and

logistically improbable due to the exact nature of a population being hidden; hence, the

size of these populations must be estimated from samples of the target hidden population

(Abdul-quader et al., 2014). Several methods have been fielded in this attempt and are

constantly being improved to address their limitations. These methods include but limited

to: capture – recapture, census and enumeration, multiplier, population surveys and network

scale up methods (NSUM). All these methods have inherent limitations and as a result, it is

recommended that multiple methods be used in estimating population sizes.(WHO, 2016).

There is no gold standard method for estimating hidden and hard – to – reach populations

and all methods are prone to some form of bias. As such, it is paramount to have statistically

sound and valid methods of estimating the sizes of these populations.

1.3 HIV epidemic burden on key populations, MSM, YMSM and

TSMSM

Despite the advances made in prevention strategies and treatment regimens, human immuno-

deficiency virus / acquired immunodeficiency syndrome (HIV/AIDS) is still a leading cause of

mortality and morbidity globally. According to The Global Burden of Diseases, Injuries, and

Risk Factors Study (GBD) report, HIV/AIDS was ranked as the second cause of disability-
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adjusted – life – years (DALYs) (Abbafati et al., 2020). DALYs is a time-based measure

that combines years of life lost due to premature mortality and years of life lost due to time

lived in states of less than full health, or years of life lost due to disability (De Couck, 2020).

This high ranking is despite the enormous amount of effort and resources that have been

expended in tackling the HIV/AIDS epidemic in the most easily accessible members of the

population.

HIV epidemic burden among key populations

There is a disproportionate burden of HIV among key populations compared to the general

population, with key populations and their sexual partners accounting for 62% of new HIV

infections globally, and 28% in Eastern and Southern Africa in 2020 (ONUSIDA/UNAIDS,

2020). Key populations are groups who, owing to specific higher-risk behaviours, are at

increased risk of HIV irrespective of the epidemic type or local context. These groups

often have social (such as discrimination and stigma) and legal (such as illegalization) issues

related to their behaviours that increase their susceptibility to HIV. They include: MSM,

sex workers, people who inject drugs, transgender people and people in prisons and other

closed settings.

HIV epidemic burden among MSM

Due to behavioral, biological and structural factors, HIV epidemics in MSM continue to grow

in more and more regions and countries (Beyrer et al., 2013). Data indicates there has been

increasing rates of HIV as well as sexually transmitted infections (STIs) in various regions.

For instance, in West Africa, HIV rates have been reported to range between 9.3% to 34% in

Nigeria (Merrigan et al., 2011), 17% in Ghana (Nelson et al., 2015), and 18% in Ivory Coast.

Similarly, high rates have been reported in Sub Saharan Africa (SSA) countries like South

Africa – 13% to 37%, Malawi – 12.5% to 21.4%, Botswana – 19.6% and Namibia 12.4%. In

Eastern Africa, high rates have also been reported. In Tanzania the rate ranges between

11.1% to 30.2%, Uganda – 12.9% and Kenya – 26%.
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Additionally, MSM in low-and middle-income countries (LMIC) like Kenya have 19.3 –

fold higher odds of being infected with HIV as compared to the general population (Baral,

Sifakis, Cleghorn, & Beyrer, 2007). In a survey conducted in Nairobi, Kenya in 2017, HIV

prevalence among MSM was estimated to be 26.4% (Smith et al., 2021) compared to 5.1%

in the Kenyan urban male population (MoH Kenya, 2014).

HIV epidemic burden among young MSM (YMSM)

Further narrowing on this key population of MSM to young MSM (YMSM) aged 15 – 29

years, HIV epidemic remains poorly defined in this subpopulation. Globally, there is minimal

data key aspects of YMSM such as the population size estimate, HIV rates and protective

factors. This could be attributed, partially, to inadequate surveillance and research, and the

difficulty of reaching YMSM who might be in fear of disclosing their same – sex behavior due

to social stigma (World Health Organization, 2015). In addition to this, YMSM are often

at higher risking of acquiring HIV than their young heterosexual male counterparts or older

MSM (Mustanski, Newcomb, Du Bois, Garcia, & Grov, 2011).

From the relatively scanty research done on TSMSM, studies have consistently shown that

TSMSM are at a greater risk of being infected with HIV and other STIs as compared to non

– TSMSM. For instance, in a higher education sector HIV survey conducted in South Africa,

6% of the male students reported engaging in same – sex practices and HIV prevalence rates

among TSMSM was 4.1%, more than twice that of heterosexual male students (HEAIDS,

2010)

As progress is made in reaching the most accessible members of the population, the

HIV epidemic is likely to reach a phase where transmission becomes more concentrated in

subcategories of the population that are mobile, more hidden and harder to reach. If and

when this stage is reached, it is imperative to have the population estimates for these hidden,

mobile and harder to reach subgroups of the population.

Inadequate valid and reliable data on population size, coupled with the discrimination and
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social stigmatization against these populations continue to frustrate the efforts of designing,

development and implementation of apt prevention, care and treatment interventions for the

key populations (UNAIDS, 2012). This study will seek to address this problem by estimating

the population size of TSMSM – a substratum of MSM – who are disproportionately affected

by the HIV epidemic.

This study employs two related approaches in estimating the population size of tertiary

student men who have sex with men (TSMSM) in Nairobi: respondent driven sampling

(RDS) and successive sampling population size estimation (SS – PSE).

1.4 Statement of the problem

Despite being an important subgroup of key populations, little data is available on HIV epi-

demic among the YMSM. Globally, there is a dearth of information on HIV rates, population

size estimates and protective factors among the YMSM. TSMSM is particularly a key driver

of the HIV epidemic given their risky behavior. They have new found freedom from their

parents and guardians and most are alone for the first time in their lives. This, coupled with

sexual curiosity and other factors that make them disproportionately susceptible to HIV

(structural and biological), makes it necessary to understand this subgroup. However, this

information is not available to tertiary learning institutions, where it could be harnessed in

informing policy on HIV treatment and care regimens thus facilitating viral suppression and

consequently reducing the incidence rate. This study aims at narrowing this information

gap by estimating the population size of tertiary student MSM (TSMSM) in Nairobi.

1.5 Objectives of the study

The main objective of the study is to estimate the population size of TSMSM in Nairobi

using a Bayesian approach and triangulate the yields from various PSE methods to find
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plausible limits.

1.5.1 Specific objectives

1. Estimate the population size using wisdom of the crowds (modified Delphi) method.

2. Estimate the population size using successive sampling – PSE (SS – PSE)

1.6 Justification of the study

Considering the dearth of information on the population sizes of key populations in Kenya

and the region at large, it is hoped that this study will help in narrowing the gap in data

availability and contribute to the pool of knowledge. The population estimates could also be

used for advocacy, planning and implementation of HIV/AIDS programs. Getting estimates

that are as close to the actual population is also essential in helping national HIV programs

and implementing partners track progress on achieving the 95-95-95 HIV prevention, testing

and treatment commitments.

Additionally, the methods proposed herein for the PSE are relatively new and still in the

process of being refined further. This study will contribute in further testing the rigor and

robustness of wisdom of the crowds as a design sampling method, RDS as both recruitment

and analytical methods as well as SS – PSE as a novel population size estimation method
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2 CHAPTER 2: LITERATURE REVIEW

This chapter will outline the various methods used in PSE, briefly highlighting strengths

and limitations of each. It will also provide the annals of RDS as a sampling and analytical

method, as well as SS – PSE method. The chapter will conclude by providing justification

for the choice of method for this study in presence of the many options available.

2.1 Overview of PSE methods

The annals of PSE point to an ever evolving journey of innovation and constant improve-

ments in methods that accurately, reliably and cost effectively estimate population sizes of

key and/or hidden populations. According to an update on PSE methods appropriate for

key populations in 2010 by UNAIDS/WHO, the PSE methods for hidden populations can

be categorized into two main categories: one category includes those that are used to col-

lect data directly from the key population, including existing data from related institutions

and methods in the second category are used to collect data from the general population

(UNAIDS, 2010). Methods used with data directly from key populations are: census and

enumeration, capture – recapture and multiplier.

Census and enumeration

Also referred to as mapping, census taking is a method in which the members of the key

population of interest are counted directly by interacting with them or observing them in

venues or locations where they engage in risk behaviours (WHO, 2016). It involves defining a

geographic area of interest, visiting all known sites in the area and coming up with estimates

for each site, then adding the estimates to arrive at a total size estimate for all the sites.

Census is a good method for estimating the size of the visible portion of a key population.

Enumeration is similar to census taking except that it has a sampling frame from which the

researcher selects, the unit of observation, say, a site to visit. The key limitation for these
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methods is that they are not suitable for populations spread out geographically and also

may lead to underestimating population sizes if the population is hidden or hard to reach

(UNAIDS, 2010).

Capture-recapture

Originally used in wildlife biology, capture – recapture method has been adopted and used in

public health to estimate the size of hard – to reach and hidden populations. This method is

anchored on the overlap of two samples – the greater the overlap, the smaller the population

as a result of the increased probability of being captured in both samples (Wesson, 2016).

In this method, a population is sampled at two distinct instances. Members of the pop-

ulation captured on either sampling instance are marked in such a way that they can be

identified if they appear in both instances or uniquely if they appear in only one sampling

instance. Applying the Lincoln – Peterson estimator, the estimated number not caught in

either captures can be calculated as (International Working Group for Disease Monitoring

and Forecasting., 1995):

n̂00 =
n01n10

n11

Where;

n01 - the number of captures uniquely in the first source,

n10 - the number of captures uniquely in the second source, and

n11 - the number of captures from both sources

Capture – recapture method relies on four assumptions: (1) there is no loss of tags for

cases appearing in each source; (2) target population is closed without new entries or losses

during the study period; (3) for any single source, each case in the population has an equal

probability of being captured; and (4) for at least two sources, capture of any case by each

source is independent (International Working Group for Disease Monitoring and Foresting.,
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1995),(Hook & Regal, 1995)

Application of capture – recapture method in public health is frequently at the risk of bias.

This happens due to violation of some of the assumptions above; notably, the assumption

of capture homogeneity and that of source independence. (Verlato & Muggeo, 2000). To

mitigate these biases, models like log – linear regression models have been developed. By

incorporating interaction terms for parameters corresponding to individual sources in the

regression model, it is possible to control for bias due to source dependency (Wesson, 2016).

The other limitation is the unavailability of valid and complete records from the sources (loss

of tags for cases in each source).

Multiplier

The multiplier method employs two overlapping sources of data from the same target pop-

ulation to arrive at an estimate of the population. The overlap functions as the identifier or

marker that matches the members of the population to each other, either at the individual

or group level (WHO, 2016). The method highly relies on the quality and completeness of

the existing data to ensure valid and reliable estimates. The first source is the listing from

program data capturing only the population of interest and the second source should be a

representative survey of the population whose size is being estimated (UNAIDS, 2010).

Multiplier method can be implemented using two approaches: service multiplier method

(SMM) and unique object multiplier (UOM) method. Both approaches are similar with

the key difference being that in UOM, the count is of the number of recognizable objects

distributed to a population before the survey, while in SMM the count is of program at-

tendance or receipt of a service targeted at the population of interest (Fearon, Chabata,

Thompson, Cowan, & Hargreaves, 2017). Data from either of these two approaches can then

be incorporated with that of the survey for calculating the total population size estimate as

below:

N =
M

P
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Where;

N is the total population size estimate of the population of interest

M is the total number of unique objects distributed or count of those who received a service

P is the proportion of those reporting to have received the unique object or service

The main assumption of multiplier method is the independence of the two data sources,

meaning that the probability of being included in one source should not be related to the

probability of being included in the other source. It also yields different results depending

on the different data sources used due to the variations in the operational definitions of key

populations and their aspects such as geographic areas, age ranges and time periods. Ad-

ditionally, data collected from preexisting sources may be susceptible to inaccuracies that

would be transferred to the PSE (L. Johnston, Saumtally, Corceal, Mahadoo, & Oodally,

2011).

The second category of PSE methods is composed of methods that are used to collect infor-

mation about the key population from the general population. These are population survey

and network scale up methods (NSUM).

Population surveys

This method involves inclusion of direct questions regarding high risk behaviours that de-

fine key populations in general population – based surveys. It is implemented with already

planned general population – based surveys. While it is easy to defend sampling and has

straightforward analysis, this method has its limitations. Since key populations are a small

proportion of the general population, it requires large sample size to generate acceptably

precise estimates. The respondents may also be reluctant to admit or deny altogether en-

gaging in stigmatized and/or illegal behaviors. The method also breaches confidentiality and

thus exposing participants to danger(Abdul-quader et al., 2014).

Network scale up methods

NSUM is a relatively new method in HIV surveillance which involves two steps in PSE:
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approximating the personal network of size of the members of a random sample of total

population; and utilizing that information to estimate the number of members of a hidden

sub population of the total population (Bernard et al., 2010). It is premised on the assump-

tion that individuals’ social networks reflect the characteristics of the general population

sampled in a study. Despite its ability to get estimates without requiring respondents to

disclose stigmatizing or illegal behaviours about themselves, NSUM has limitations.

First, personal network sizes are difficult to estimate accurately. Transmission error may oc-

cur where respondents don’t know that someone in their network engages in the behavior of

interest. Additionally, reporting bias could also arise where some subgroups may not openly

identify or associate with members of the general population, or where the respondent, due

to social desirability bias, denies any association or knowledge of members of the population

engaging in the behavior of interest, e.g. FSW, MSM or PWID (Abdul-quader et al., 2014).

2.2 Respondent Driven Sampling (RDS)

Initially introduced by (Heckathorn, 1997), RDS is a form of chain – referral sampling that

was intended to be used to sample hard to reach human populations with the aim of making

statistical inference, characteristically, population proportions. It has been used in public

health field to conduct studies on high – risk populations such as MSM, FSW and PWID.

RDS allows the researchers to make asymptotically unbiased estimates about hidden popula-

tions. Since its introduction, it has been employed in over 30 countries to conduct hundreds

of studies globally (L. G. Johnston et al., 2013). In addition to public health, RDS has also

been used in other studies such as demographic studies of unregulated workers, populations

of jazz musicians and native American subgroups (Bernhardt et al., 2009; Fieland, Walters,

& Simoni, 2007; Heckathorn & Jeffri, 2001)

RDS has become popular because it presents two main innovations. The first is it provides

a sampling design for obtaining a sample from a hidden population using the target pop-
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ulation’s social network. The second innovation is that it offers a corresponding approach

for estimating the target population’s characteristics from the sample. In the present RDS

inference, the estimates of the sampling probabilities are based on a Markov Chain depic-

tion of the sampling process. This innovation was first proposed by (Matthew J Salganik &

Douglas D Heckathorn, 2004) and later extended by (Volz & Heckathorn, 2008).

2.2.1 RDS and snowballing sampling

RDS is a superior solution to the conventionally used method of recruiting hidden and hard

to reach populations: snowballing sampling. While both methods require populations where

members are socially networked, snowballing has limitations and biases that make it difficult

to make accurate and valid statistical inferences from the sample to the target population

(Van Meter, 1990).

In snowballing, respondents refer potential participants and the researcher finds them. Con-

sidering the hidden nature of the population, this results to recruitment of members only

accessible to ‘outsiders’ leaving out the larger hidden proportion of the population who may

not trust the researcher as an ‘outsider’. RDS addresses this limitation by allowing for re-

spondents to recruit participants in the next ‘wave’. This also helps recruitment in that the

respondents are able to exert social influence on their peers to participate, something the

researcher may not be able to do.

Respondents can refer an unlimited number of recruits in snowballing, which in return results

in clustering and differential recruitment, since respondents with bigger network sizes tend

to recruit more peers who are likely to have similar characteristics. Social network properties

are also unaccounted for, despite properties like size of the networks affecting probability of

selection of members into the sample. RDS solves these two problems by (a) issuing limited

recruitment coupons which limits clusters and consequently reduces recruitment bias and

high homophily, (b) coding coupons which allows for associating respondent with recruiter
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and recruits, and weight analysis of the data to account for quantifiable network properties

(L. G. Johnston & Sabin, 2010). With its popularity among epidemiologists, public health

researchers and statisticians alike, RDS has been criticized over the years. Of key interest

has been the validity of its assumptions during implementation.

2.2.2 Assumptions of RDS

The evidence that RDS estimator is indeed asymptotically unbiased is based on the five

assumptions below:

1. Respondents maintain reciprocal relationships with individuals whom they know to be

members of the target population.

2. Respondents are all linked to a single component in the network.

3. Sampling is with replacement.

4. Respondents can accurately report their personal network size or, equivalently, their

degree.

5. Peer recruitment is a random selection of the recruiter’s peers.

The initial three assumptions postulate the conditions that must be fulfilled so that RDS can

be an apt sampling method for a given population. Improvements have been made on these

assumptions in light of empirical evidence of their inapplicability during implementation of

RDS (Wejnert & Heckathorn, 2008).

For instance, many RDS estimators are based on the assumption that sampling distribution

“can be treated as independent draws from a distribution proportional to nodal degrees”

(Handcock, Gile, & Mar, 2015). This estimation is based on treating the sampling process

to be a random walk on the nodes along the underlying social network graph. Following that

the stationary distribution of the the random walk is proportional to network size, then, if
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the probability distribution of the sample at step k of a random walk is proportional to nodal

degree, so is the probability distribution of the sample at (k+1)th step. (Gile, 2011) extended

the above approximation to justify without replacement sampling. She further showed that

under specific conditions, the resultant distribution without – replacement is equivalent in

distribution to a successive sampling process.

14



3 CHAPTER 3: METHODS

3.1 Introduction and study background

This chapter will expound on the selected methods for PSE for this study, data sources and

the data analysis methods and procedures employed. It will also elucidate on the ethical

considerations and clearance for the study.

3.1.1 Study design

The integrated bio behavioral survey (IBBS) - in which the PSE study is incorporated -

adopted a mixed methods approach with three phase. Both qualitative and quantitative

data was collected. Data for PSE was collected during the second phase of the study.

3.1.2 Study area

The study was carried out in Nairobi, Kenya. Nairobi is the capital city of Kenya and one of

the 47 counties in the country. As a consequence of the high connectedness of the TSMSM

community, the study targeted TSMSM in the larger Nairobi metropolitan area, including

tertiary institutions within a radius of 25km from the CBD. This included some part of the

bordering counties of Machakos, Kajiado and Kiambu counties.

3.1.3 Study population

The study population was TSMSM studying and living within the study area – the Nairobi

metropolitan area. The inclusion/ exclusion criteria was as below:

3.1.4 Sampling procedures and sample size determination

Sampling was done using RDS method (discussed below). The initial respondents (seeds)

were purposively selected to represent the diversity of TSMSM in Nairobi according to type
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Inclusion criteria Exclusion criteria
Must be men above 18 years of age. If below 18 years of age.
Be a registered student in a tertiary
institution in Nairobi metropolitan area.

Not a registered student in the study area

Was assigned the male sex at birth Was not assigned the male sex at birth

Table 1: Inclusion/exclusion criteria

of institution (public/private), age, residence (on/off campus) and year of study.

Sample size was determined using Cochran method below and adjusted for the RDS design

effect.

n =
DEFF ∗ Z2 ∗ p(1− p)

e2

Where;

n is minimum sample size required,

DEFF is design effect,

Z is the z score (the abscissa of the normal curve), (usually 1.96 for 95% CI)

p is the expected proportion, and

eis the required precision

Applying a DEFF of 3 to account for clustering that occurs as a result of recruitment by

RDS, p of 4.1% based on HIV prevalence from a previous study among TSMSM in South

Africa (HEAIDS, 2010), and a precision (e) of 5%, the minimum sample size required was:

n =
3× 1.962 × 0.041(1− 0.041)

0.052
= 181.3

Accounting for a 10% possible non response, the adjusted sample size was:

nadj =
110

100
× 181.3 = 199.3 ≈ 200
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3.1.5 Data source

Primary data for the PSE was collected as part of an integrated bio behavioral survey (IBBS)

conducted in Nairobi, Kenya between January and March 2021. Questions about TSMSM in

tertiary learning institutions in Nairobi Metropolitan and their networks were incorporated

in the IBBS data collection tool, as is recommended by WHO.

The data was collected on Research Electronic Data Capture (REDCap™) (Vanderbilt, 2017),

analyzed using RDSAT® to facilitate weighting of the network sizes before further analysis

was carried out using R.

Secondary data was obtained from literature, including global and regional estimates of

the population size estimates of MSM, YMSM and TSMSM where available. These data

were used to inform the hyper parameter of the prior distribution used in estimating the

population size of the TSMSM in the study area.

3.1.6 Ethical considerations

The study protocol for the IBBS in which the PSE is embedded was reviewed and approved by

University of the Witwatersrand Human Research Ethics Committee (Medical) and Kenya’s

University of Nairobi – Kenyatta National Hospital Ethics and Research Committee.

The participants were provided with information about the study and were required to

provide written informed consent for participating in the study. The participants were all

above 18 years of age. Their anonymity and confidentiality was ensured through a myriad of

measures, including screening by research team, use of unique codes, use of non – identifiable

information in labelling the records and specimen collected in the IBBS and limited access

to their data to research team only. Potential harms and mitigation measures as well as the

potential benefits of the IBBS are detailed in the IBBS protocol.
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Figure 1: Theoretical RDS recruitment chain

3.2 Respondent driven sampling (RDS)

RDS is both a recruitment and analytical method used in cases where the targeted population

is hard – to – reach, has no sampling frame and is rare in the general population such that it

would be prohibitively costly to reach its members through the general population’s sampling

frame (Handcock, Gile & Mar, 2014a).

At its basic level of implementation, RDS can be defined as “. . . a form of link – tracing

network sampling, in which subsequent members are selected from among the social relations

of the current sample members. . . ”(Handcock et al., 2014a). Recruitment begins with initial

participants referred to as ‘seeds’, who are purposively selected from existing programs in

NGOs, CBOs and other channels serving the targeted population. These ‘seeds’ are then

given a limited number of uniquely identified coupons (usually three) to distribute to among

their peers in the target population. Those recruited by the “seeds” form the first ‘wave’ of the

recruitment process. Participants in the first ‘wave’ are then issued with coupons which they

use to recruit the second ‘wave’ of participants. This process goes on until the desired sample

size is achieved. (L. G. Johnston & Sabin, 2010) illustrated a theoretical RDS recruitment

chain as in Figure 1 below. RDS utilizes data on recruiter and the recruited and the breadth
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of social network connections as the basis for estimating population sizes. The theory is

premised on two observations of sampling connected networks. One, if the referral chains –

measured in waves as in Figure 1 above – are long enough, an equilibrium is reached where

the sample composition becomes stable and independent of the seeds. Second observation

is that a sampling frame can be calculated from the sampling process by collecting data on

recruiters and their network size, then calculating the inclusion probability of an individual

to be proportional to their network size in reference to the target population.

3.2.1 Sampling process

The sampling process is made up of two discrete phases. The first is recruitment of the

initial sample, referred to as seeds. These are recruited purposively following a well laid out

criteria and are usually a convenience sample. For this study, the seeds (who formed the 0th

wave) were selected from the various MSM – friendly CBOs and NGOs operating in Nairobi.

They were identified during the formative phase of the IBBS. The second phase of sampling

utilizes links from previous respondents to recruit subsequent waves of respondents using

coupons. This continues until the required sample size is attained.

3.2.2 Analysis of RDS data

Before RDS data is exported to other statistical software (e.g. Stata, R, etc.) for analysis it

is run through RDS analysis tool (RDSA®) to adjust for social network sizes and homophily

within networks. Homophily is the tendency of individuals to interact, socialize with – and

in a study, recruit – individuals that are similar in some respect. In an RDS recruitment,

homophily is the tendency of respondents to recruit the next wave of participants such that

the recruits are similar to the recruiter in aspects like age, education level, socioeconomic

status, etc. It is the ratio of number of recruits that have the same status as their recruiter

to the number we would expect by chance (Yuan & Gay, 2006).
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To calculate the probability of selection, in the absence of a sampling frame as is often

the case with hidden populations, RDS utilizes each participant’s network size. Social net-

work sizes are used to weight the sample data, helping in compensating for oversampling

of respondents who have larger average networks. Network sizes are determined by asking

respondents to remember how many peers they know and have seen within a specified period

of time, say a month or week. Additional analytical steps are taken that account for the

combination of differential recruitment across groups, where differential recruitment is mea-

sured by collecting data on recruitment linkage using unique coupon numbers. The recruiter

– recruit linkages are incorporated in mathematical modelling to generate relative inclusion

probabilities for the recruitment process (Matthew J Salganik & Douglas D Heckathorn,

2004).

3.3 Wisdom of the crowds (WOTC) (modified Delphi) method

In its primary and original definition and application, Delphi method is “... a structured

communication technique, developed as a systematic, interactive forecasting method which

relies on a panel of experts. . . ” (Steurer, 2011). In this method, experts are asked for their

anonymous opinions on a matter within their expertise in a structured manner and these

opinions documented. The results are summarized and presented to the experts individually

and their expert opinion is sought again, in light of the group results and a consensus is

reached. WOTC method involves asking members of the population of interest their opinion

on an aspect of their population (in this case the estimated size of their population). It is

based on the assumption that ‘. . . the central tendency in the response of a population on

the number of population members approximates or is proportional to the actual number

of members in that population. . . ’ (Okal et al., 2014) WOTC has two main assumptions:

a) in a large sample, individuals tend to have inimitable or unique perspectives or opinions

regarding the population of interest and, b) When asked the same question, individual re-
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sponses from the members of the sample are not influenced by others and ultimately, any

extreme outliers (overestimates/underestimates) tend to cancel each other out. Responses

are adjusted for underestimation and overestimation by two approaches: For underestima-

tion, estimates lower than the recruited number of TSMSM were truncated at that (248

in this case). This is because the number cannot be lower than the sample size recruited.

For overestimation, estimates suggesting a higher number than reported in literature for

global findings or is truncated at the value reported in the literature. In absence of data on

TSMSM, the study used the 2020 key populations’ size estimate guidelines by WHO. The

guidelines state that any country – irrespective of its global region – using population size

estimates for MSM that are lower than 1% of the total adult male population should revise

their estimates. For Eastern and Central Africa, the median for this estimate is 1.45% (UN-

AIDS, 2020) After adjusting for the over and under estimation, data from the respondents

is analyzed and statistics such as median, range and inter-quartile range (IQR) calculated.

3.4 Successive sampling PSE (SS - PSE)

Also referred to as sequential sampling RDS, SS – PSE is a technique that leverages on

data collected on RDS to estimate the size of a hidden population. Its two main distinctive

characteristics are: one, unlike other PSE methods like capture – recapture, network scale up

and multiplier methods that rely on data from two sources, SS – PSE uses data from just one

RDS survey. It utilizes individual network sizes as the informative measure of the population

of interest (L. G. Johnston, McLaughlin, Rouhani, & Bartels, 2017). Secondly, SS – PSE is

based on the information obtained from sample sequences and unlike most inference from

sampled data that assumes independence in the sample, it exploits the dependence of the

sampling procedure instead of dealing with it as a limitation or nuisance (Handcock, Gile,

& Mar, 2014b).

SS – PSE is centered on the following assumptions: One, the theoretical decline in network
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size across sampling waves. That is, the method assumes that respondents who are more

socially connected – and consequently have larger networks – are more likely to be sampled

in the initial stages of RDS as compared to the less socially networked members of the target

population. It is therefore expected that more connected respondents would be sampled much

earlier in the sampling procedure while the lower – degree (less connected) respondents are

sampled later. Secondly, the model assumes uniformity in the target population such that

when respondent report their network sizes, the reported number is in reference to the entire

population of interest and not limited to specific subcategories within the target population.

In relation to the second assumption, an implicit assumption is made that the respondents

understand and interpret the network size question in the same way (Wesson, 2016). It is

this information on sequential sampling and degree that is used to infer the population size

using Bayesian approach.

Mathematically put, SS – PSE as a Bayesian method has three distribution components; a

prior, sampling and posterior distributions. For a parameter Θ (say, population size estimate

in this case), P (Θ|α) is its prior distribution, which is used to incorporate previous knowledge

about the population before any data X has been observed, where α is a hyper parameter

of the prior distribution. This knowledge could be the researcher’s uncertainty about the

population or a range of probable population size estimates using other methods. The prior

information about N can be derived from expert opinion, PSE from other methods and from

literature review.

Sampling distribution, P (X|Θ) is the distribution of the observed data X, conditional on its

parameters. Posterior distribution is the final outcome of Bayesian inference, after taking

into account the observed data and is expressed as:

P (Θ|X,α) ∝ P (X|Θ).P (Θ|α)
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SS – PSE involves incorporation of prior knowledge about the target population. Bayesian

framework is used to estimate the probable size of the population using a prior estimate about

the unknown parameter (in this case the population size, N ), which is usually expressed as

a measure of central tendency. This prior estimate is presented through probability distri-

butions over the probable values of the parameter of interest. This results into Bayesian

statistics that have the form of a distribution with properties like median, mean and prob-

ability intervals instead of a point estimate with confidence intervals, as is the case with

frequentist methods (L. G. Johnston et al., 2015). SS – PSE also allows for truncation which

imposes limits on the posterior probability distribution such that values outside the defined

limits are not assigned any probability. The lower limit is usually the sample size of the RDS

sample. The upper limit is set if the researcher has prior knowledge whereby it is certainly

impossible that the population size would exceed a certain value (Wesson, 2016).

3.4.1 Bayesian inference for population size

Taking a Bayesian approach, population N is treated like an unknown parameter for which

inference is being made. For the inference for N to be made, a prior for N is required

together with a probability model for the observed data X given N. The sampling process

contains most of the information necessary for PSE. Since, according to (Gile & Handcock,

2010), this sampling model is non-amenable to the model, then the probability model must

represent both a super population model as well as the sampling structure.

3.4.2 Form of the likelihood for the super – population parameter

Take a population of N units, represented by indices 1,. . . ,N, that have an associated vari-

able unit size denoted by U1, U2, . . . , UN .The unit sizes are represented as an independent,

identically distributed (i.i.d) sample of size n generated from a super – population model

based on some distribution (which is unknown).
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Explicitly, Ui ∼ i.i.df(.|η), where, f(.|η) is a PMF with support 1, . . . , and η is a parameter.

Considering a general ordered sampling design where the random indices of the succes-

sively sampled units are represented by the tuple G = (G1, . . . , Gn), with realization g =

(g1, . . . , gn)

Let gn+1, gn+2, . . . , gN , representing the ordered indices of the non-sampled units in the pop-

ulation, be the ordered values in the set {1, . . . , N}/{(g1, . . . , gn}.

Let Uobs = (Ug1, Ug2, . . . , Ugn) be the random tuple of observed unit sizes with values

uobs = (ug1, ug2, . . . , ugn).

Likewise, let Uunobs = (Ugn+1, Ugn+2, . . . , UgN) and uunobs = (ugn+1, ugn+2, . . . , ugN) denote

the random tuple of the unobserved units and their possible values, respectively. (Handcock

et al., 2014a)

It is worth noting that the first n elements of Uobs are in the order of observation while U

and Uunobs are ordered according to the fixed but arbitrary, unknown population labelling.

It is the tuple G that maps between the two orderings such that, the full observed data is

uobs: The likelihood is any function of N and η proportional to p(Uobs|η,N). Therefore, the

likelihood involves both the super – model as well as the sampling design, p(G = g|U = u).

The likelihood can therefore be calculated by summing over all sets of u and g consistent

with uobs:

L[η,N |Uobs] ∝p(Uobs = uobs|η,N)

=
∑
u

∑
g

p((Uobs = uobs|G = g, U = u, η)p(G = g|U = u, η)p(U = u, η))

=
N !

(N − n)!

∑
ν∈U(uobs,N)

p(G = (1, . . . , n)|U = u)p(U = u|Uη)

=
N !

(N − n)!

∑
ν∈U(uobs,N)

p(G = (1, . . . , n)|U = u)
N∏
j=1

f(vj|η)
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Where;

U(uobs, N) = (vg1, . . . , vgN such that (vg1, . . . , Gn) = uobs : ∃v1, . . . , VN , g1, . . . , gN and (gn+1,...,gN

are the ordered values of the set 1, . . . , N g1, . . . , gn.

U(uobs, N) ) is the set of equivalence classes of unit sizes possible for the N units given that

the sequence of sampled unit sizes was uobs

Since the likelihood is equivalent for different values of g provided they are consistent with u

and uobs, the factor outside the sum is applied (after indexing the sample by g = (1, . . . , n))

to account for the number of sequences of n indices chosen from the N possible for every u.

As such, the model involves the super – population model as well as the sampling design,

p(G = g|U = u).

3.4.3 Modelling the RDS process in SS – PSE

There are various representations of the RDS process. Due to the complexity resulting

from its dependence on the structure of the networked population being studied, there is

no standard statistical representation of RDS sampling. However, (Gile, 2011) modelled

the RDS process as a successive sampling process, and in the process demonstrated that

this reduced the finite population biases for RDS estimates of population characteristics.

Also referred to as probability proportional to size without replacement (PPSWR), the SS

sampling procedure is defined as below:

• Sample the first unit from the full population 1,. . . ,N with probability proportional to

unit size ui, i = 1, . . . , N : P (Gi = k) = uk|
∑N

j=1 ui, k = 1, . . . , N .

• Select each subsequent unit with probability proportional to unit size from among the

remaining units, such that:
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P (Gi = k) = uk =

{
P (Gi = k)|G1 = g1, . . . , Gi−1 = gi−1∑

j /∈{g1,...,gi−1
uj

, k /∈ {g1, . . . , gi−1, i = 2, . . . , n

0, otherwise

The probability of the observed sequence g for any given population of unit sizes becomes:

p(G = g|U = u) =
n∏
k=1

ugk
rk

Where;

rk =
N∑
i=1

ui −
k−1∑
j=1

ugj, k = 1, . . . , n.

Hence the full likelihood converts to:

L[η,N |Uobs] ∝ p(Uobs = uobs|η,N)

=
N !

(N − n)!

∑
ν∈U(uobs,N)

n∏
k=1

ugk
rk
.
∏
j=1

Nf(uj|η

3.4.4 Estimating the size of N

As is typical of most hidden populations, N is usually unknown. In such cases, N becomes an

additional parameter to be approximated. To simplify the computations, it is specified that

N and η are a priori independent. As a result, π(N, η) = π(N).π(η). The full conditional

for N changes while the other full conditionals remain unaltered. This leads to a four

component Gibbs sampler, whose algorithm can be run to yield a large sample from the

augmented posterior:

p(N, η, Uunobs = uobs, ψ|Uobs = uobs)

The augmented posterior can be marginalized to yield samples from p(η|Uobs=uobs , p(N |Uobs=uobs),

and the posterior predictive distribution of the unobserved unit sizes p(Uobs=uobs).
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3.4.5 Unit size distribution model

Naïve models for the models for the degree distributions of social networks include the

Poisson and Negative binomial (Handcock et al., 2014a). It has, however, been seen that

degree distributions have a tendency to be long – tailed, suggesting alternatives of models

that allow for power – law over – dispersion, such as Waring and Yule distributions. In

addition to these two is the Poisson – log – normal, which allows for log – normal over –

dispersion (Perline, 2005). Due to these models’ inability to represent under – dispersion of

the degree counts, and its flexibility, The Conway – Maxwell – Poisson distribution is used

in many applications. It allows for both over – dispersion and under – dispersion with an

additional parameter over a Poisson.

3.4.6 Prior for the population size N

An alternative to a prior that is constant over the range where the likelihood is non –

negligible was suggested by (Fienberg, Johnson, & Junker, 1999) as π(N) = N−l!
N !

, for n <

N < Nmax, where Nmax covers the range where the likelihood is non-negligible. This class

of priors was suggested by (Handcock et al., 2014a) and can be described as specifying

knowledge about the sample proportion (i.e n/N) as Beta(α, β) distribution.The prior was

found to be flexible enough to capture the possibility of large values of the population size

estimate whilst maintaining coverage around values that are thought to be most likely.
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4 CHAPTER 4:FINDINGS

The data collection exercise was conducted in four weeks between February and March

2021. In addition to the data collected, extensive literature review was carried out on MSM

population size estimates across SSA. Whilst there was a relatively substantial number of

studies on MSM as a key population, the same cannot be said about TSMSM. The few

available studies on TSMSM were based on MSM populations and inferred. The literature

review process included evaluation of peer reviewed journal articles as well as grey literature

from Google and UNAIDS web pages of unpublished country reports on HIV, key populations

and demographics.

To the best knowledge of the researcher, this was the first TSMSM study in Kenya.

4.1 General characteristics

The respondents had a median age of 21 years, the youngest being 18 and the oldest 30 years

old. Undergraduates were 238 (96%) while postgraduates were 10 (4.0%) of the total sample

size. Additionally, 104 (41.9%) of the respondents were from TVETs/Colleges, while 144

(58.1%) were from chartered universities; 178 (71.8%) were from public institutions and 70

(28.2%) from private institutions. The general characteristics and distribution of the sample

are tabulated in Table 2 below.

Variable n %

Age (years)

Minimum 18

Maximum 30

Median 21

Mean (std. dev) 21.25 (1.80)
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Variable n %

Degree level

Undergraduate 238 96.0

Postgraduate 10 4.0

TVET/College or uni-

versity

TVET/College 104 41.9

University 144 58.1

Type of institution

Public 178 71.8

Private 70 28.2

Type of faith

Christianity 215 86.7

African traditional 6 2.4

Islam 7 2.8

None 18 7.3

Hinduism and Other 2 0.8

Course field

Arts and humanities 38 15.3

Business and management 50 20.2

Engineering and technology 104 41.9

Health sciences 16 6.5

Natural sciences 16 6.5

Social sciences 24 9.7

Study year
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Variable n %

First 42 16.9

Second 98 41.2

Third 71 29.8

Fourth 11 4.6

Residence

College/university accom-

modation

42 16.9

Rented outside Col-

lege/university

154 62.1

At home with family 52 21.0

Table 2: General characteristics of the sample

4.2 RDS recruitment

The participant were recruited using RDS method. An initial group of six (6) respondents

were purposively selected to form the 0th wave. Each was issued with three coupons to recruit

the respondents of the 1st wave who would in turn recruit the participants for the 2nd wave.

The subsequent recruits were issued three coupons each up to the 120th respondent, when

the number of coupons issued per respondent was reduced to two as the sample approached

the required size of 200. Coupon issuance was stopped at 150th respondent. Due to the

unexpected high participation rate, the study was able to recruit 248 respondents against

the targeted 200. The returned coupons yielded 242 eligible respondents. A total 418 coupons

were issued out and out of these, 244 were returned, representing a 58.4% coupon return
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rate. Of those that returned a coupon, 242/244 (99.2%) were eligible. For the population

size estimation, we used data from all respondents, including the seeds in the 0th wave. The

recruitment ran up to the 8th wave.

Total sample size 248

Number of seeds 6

Maximum no.of coupons/recruiter 3

Total no. of coupons issued 418

Number of coupons returned 244

Number of coupons unreturned 172

Maximum number of waves 8

Table 3: RDS recruitment coupon summary

The recruitment process is as shown by the recruitment tree below.

Figure 2: RDS Recruitment tree
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Figure 3: Recruitment by wave

Figure 4: Reported network size by wave
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4.3 Wisdom of the Crowds (WOTC)

Based on the responses from all the TSMSM participating in IBBS, regarding the perceived

number of TSMSM studying and living in Nairobi, the median size estimate was 1,500 (IQR

=9,750). The estimate was arrived at after truncating the values to cater for over and under

estimation. The lower limit was set at 248 (the IBBS sample size) and the upper limit was

set at 22,000. In the absence of a more plausible estimate of the male student population

within the larger Nairobi metropolitan area, for the upper limit, the study adopted a rather

conservative figure by taking the upper estimate of MSM in Nairobi (Okal et al., 2014).

Minimum 1st Quantile Median Mean 3rd Quantile Maximum
248 250 1500 5740 10000 22000

Table 4: Summary of PSE using WOTC

4.4 Successive sampling PSE (SS – PSE)

SS – PSE was computed using RDS Analyst (http://www.hpmrg.org) . There were 1000

samples drawn for population size from the posterior distribution. The burn – in period was

5000 iterations and the thinning intervals was set at 10. Burn – in period is the number

of repetitions from the beginning of the iteration procedure that are discarded to eliminate

dependence from the prior values provided while thinning interval is the number of iterations

between retained samples to eradicate dependence between consecutive iterations (L. G.

Johnston et al., 2017).

4.4.1 Network size (degree) and imputed visibility

Degree was the network size among the participants and was evaluated by asking a series of

questions and choosing the most apt one to measure the network size. The questions were:

(1) ‘How many TSMSM who study and live in Nairobi, do you know by name,
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and they also know you by name?’ (2) ‘Of these TSMSM (who study and live

in Nairobi, who know you by name, and you know them by name), how many

have you seen in the last FOUR weeks/ONE month?’ and (3) ‘Of these TSMSM

(who study and live in Nairobi, who know you by name, and you know them by

name), how many have you spoken to in the last FOUR weeks/ONE month? By

speaking we mean either talking face-to-face, or communicating on the phone

whether through calling, texting or voice notes.’ Question (3) was used to estimate

the degree.

Imputed visibility was used instead of the raw, self – reported network sizes due to the fact

that imputed visibility is a much more stable measure and is less susceptible to measurement

error than self-reported network size (McLaughlin et al., 2019). The imputed visibility is a

function of the network size, time of interview for a participant and the number of recruits

they were able to recruit into the study.

Figure 5: Imputed visibility
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Figure 6: Imputed visibility distribution

4.4.2 Homophily testing

Homophily was tested for the following characteristics of the recruited respondents: student

level, age, residence, year of study, field of study and type of institution. A homophily

of about 1 indicates little to no significant effect of recruitment homophily. The selected

characteristics indicated little effect of recruitment homophily, indicating homogeneity in

the population sampled from.
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Characteristic Homophily (4 s.f)

Age 1.306

Institution type (University/TVET) 1.368

Field of study 1.311

Table 5: Homophily testing for selected variables

4.4.3 Prior elicitation

Two priors were used for the SS PSE. One was derived from applying the (UNAIDS, 2020)

guidelines on minimumMSM population size estimates. Due to inadequate and/or unreliable

data on the male student population size in the study area (Nairobi, Kiambu, Kajiado and

Machakos), the national male population of those aged 15 – 29 years old and living in urban

setting and the male population size in the study area – meeting the same criteria – were

used to compute a factor that was applied to the national student male population.

The national male population aged 15 – 29 years old and living in urban setting (denoted

by A1) was 2,272,015. The male population aged 15 – 19 years old in Nairobi, Machakos,

Kiambu and Kajiado was 691335, 198714, 347591 and 159454, respectively (Kenya National

Bureau of Statistics, 2019a). Applying urbanization percentage of 100%, 52%, 60.8% and

41.4% for Nairobi, Machakos, Kiambu and Kajiado, respectively (Open Data Kenya, 2019),

the total male population within the study area living in urban setting and within 15 – 29

years of age was 1,072,016 (denoted by A2). National male student population in tertiary

learning institutions was estimated to be 1,228,528 (denoted by A3) (Kenya National Bureau

of Statistics, 2019b). The number of male students in the study area, denoted by n is
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calculated as:

n = A3 ×
A2

A1

= 1228528× 1072016

2272015
= 579663

Applying the 1.45% MSM prevalence in Eastern and Central Africa, the prior was 8,406.

The second prior was derived from the WOTC method. The median which was 1,500 was

chosen as the prior. Using the two priors, four models were ran; two models assuming a beta

posterior distribution for the prior while the other two assumed a diffuse (or flat on N) prior

distribution type. Flat type prior distributions showed that the priors contained information

that was useful in estimating the population size of TSMSM.

The posterior median for the population size for TSMSM in Nairobi metropolitan area using

the UNAIDS guidelines prior was 7484 (IQR=5730) and 381 (IQR=162) from the WOTC

prior.
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Parameter
Model 1 (UN-

AIDS)

Model 2

(WOTC)

Model 3

(WOTC-Flat)

Model 4 (UN-

AIDS - Flat)

Prior estimate 8406 1500 1500 8406

Prior distribution Beta Beta Flat Flat

Burn – in period 5000 5000 5000 5000

Upper truncation 15000 15000 None None

Lower truncation 248 248 248 248

Mean 7727 447 284 293

Mode 5712 337 266 266

Posterior median 7484 381 275 275

IQR 5730 162 31 35

95% Credible Interval

(CI)
(1341, 14468) (263, 1104) (248, 440) (250, 460)

Table 6: Population size estimate summary
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Figure 7: Posterior for population size - UNAIDS prior
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Figure 8: Posterior for population size - WOTC prior
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5 CHAPTER 5: DISCUSSION

5.1 Introduction

The objective of the study was to estimate the population size of TSMSM in Nairobi

Metropolitan. This was done using two methods: Wisdom of the Crowds method and

the successive sampling PSE (SS PSE) method.

The estimated size of TSMSM population in Nairobi metropolitan was 1500 (IQR: 250,

10000) from the WOTC method and 7484 (95% CI: 1341, 14468) using SS PSE method.

The final estimate for SS – PSE was arrived at by considering the posterior distribution

that was a good quality fit. This was evaluated by considering the shapes of the posterior

distribution and its similarity with prior distribution. From the study, the posterior distri-

bution utilizing a prior from the UNAIDS guidelines (in Figure 8) proved a better quality

fit compared to that utilizing prior from WOTC (Figure 7).

The SS – PSE value was used as the median, while that of the WOTC (1500) was the lower

plausible limit and the UNAIDS guidelines value of 3% of male adult population (17390)

was the upper plausible limit (Gile, 2011).

The PSE (7484) is 1.29% of the male population in the study area, which is consistent with

the estimated 1.45% for Eastern and Central Africa. The estimate also represents 67.8% of

the total estimated MSM population in Nairobi (Okal et al., 2014).

5.2 RDS and SS - PSE

RDS as a recruitment tool is an evolving method that has proven very useful in estimation

of population sizes of hidden/ hard – to reach – populations. However, despite the advances

made in ensuring reliable, accurate and valid data is collected, not as much effort has been

expended in the analysis of RDS data (Gile & Handcock, 2010). SS – PSE is such an attempt

for estimating sizes of hidden populations.
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SS – PSE has the advantage of one – point data collection, thus mitigating the downside of

using data incompleteness, inconsistency and unreliability that comes with using multiple

data sources. Prior to SS – PSE method, all other PSE methods required at least two data

sources and stout assumptions regarding their dependency. Additionally, SS – PSE treats

the dependence in successive sampling procedure as important information as opposed to

other methods that require independence and thus consider the dependence as a limitation

(Handcock et al., 2014b).

5.3 Limitations

As is typical with every PSE approach, both WOTC and SS – PSE methods are based on

underlying assumptions, some of which are challenging to prove if they hold true. Addition-

ally, since there is no single method that can be used as the gold standard for PSE, each

method is prone to some form of bias, hence the recommendation for employment of multiple

methods in estimating population sizes (UNAIDS, 2010).

This study has its limitations, which can be put into two categories: methodological and

implementation limitations. Methodological limitations are those arising from SS – PSE as

a method, primarily anchored on the underlying assumptions.

First, SS – PSE assumes uniformity in the target population, such that the reported network

size is in reference to the whole target population and not to a specific subsection of the pop-

ulation. There is no empirical test for this assumption. The closest approximation for the

assumption was to check for homophily in the dataset. For this study, homophily was con-

ducted for student level, age, residence, year of study, field of study and type of institution.

While there was little to no effect of homophily as indicated in Table 5, homophily is limited

to a few characteristics and respondents’ behavior and not their network size composition

relative to the target population.

Secondly, SS –PSE assumes a theoretical decline in network size across sampling waves, im-
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plying a sampling probability that is proportional to an individual’s network size (Wesson,

2016). This assumption may not be adequately verified by crude visualizations of the recruit-

ment diagnostics, specifically the network size and recruitment tree visualizations. Figure 3

shows the reported network size across the waves and there’s no clear indication of a decrease

in reported network size in the later waves, as it would be expected. Visualizing the same

size bias phenomenon through a recruitment tree –with nodes scaled to network size – also

does not show a declining trend in reported network size with successive waves of recruit-

ment (Figure 1). The rather subtle pointer could be observed with a more refined model that

“. . . plots the likelihood of observing each participant at the moment he is observed, given

the distribution of the remaining network sizes in the target population.” (Wesson, 2016)

On the implementation aspect, this study was implemented during the COVID 19 pandemic

and this presented challenges to ensure valid data was collected. Specifically, the fact that

some tertiary students were not physically attending classes for close to a year prior to the

study affected their perception of network sizes, thus introducing a recall bias. To this end,

attempts were made to ask several questions to measure the network size and the researcher

chose the most plausible question: Of these TSMSM (who study and live in Nairobi, who

know you by name, and you know them by name), how many have you spoken to in the last

FOUR weeks/ONE month? By speaking we mean either talking face-to-face, or communi-

cating on the phone whether through calling, texting or voice notes.

5.4 Conclusion and recommendations

Despite the above highlighted study limitations, the SS – PSE and WOTC methods pro-

duced reasonable estimates for the size of TSMSM In Nairobi metropolitan. Also, being

the first PSE for TSMSM in Kenya, this study provides a baseline for the size of this key

population in the efforts for combating HIV epidemic. It is hoped that it will inform policy

and resource allocation in planning for interventions in the tertiary learning institutions.
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Further, since SS-PSE method produces a posterior distribution, it can be used as a prior

input for other methods employing Bayesian inference.

The researcher recommends a replication of the study in tertiary institutions in other geo-

graphical settings in Kenya, to facilitate a comprehensive, data driven response to the HIV

epidemic.
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