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ABSTRACT 
Background 

Hospitals in Kenya have embraced the use of hospital management systems to tracking patient’s 

data. The automation of this data has improved the efficiency of the insurance system and 

ultimately the settlement of healthcare claims. Claims processing is the most important function 

for any insurance company. The speed and convenience with which the claims are settled has a 

bearing on the general reputation of the insurance company.  

Problem 

The insurance health industry in the country faces difficulties which include increasing fraud, 

rising costs, and a high number of claims ratios. There are approximately 30 million claims in the 

country every year that must be reviewed, approved, and paid every year. The major challenge 

affecting this is the process is not fully automated. 

Purpose 

This research analyzed the various machine learning models to determine the accuracy of health 

claims automation. 

Method 

This was achieved by using, the supervised machine learning model was used to determine the 

accuracy. The supervised machine learning models used were K- Nearest Neighbor, Naïve Bayes 

and LDA- Linear Discriminant Analysis. 

Findings 

Experiments were conducted and K -Nearest Neighbor was the best model to determine the 

accuracy of claims with a 99.9% accuracy and it produced the best results with smaller and 

larger datasets. 

Conclusion 

ML is a possible solution for the challenges that are facing insurers due to lack of automation. 

Applying ML not only in a health insurance industry but also other insurance industries. e.g., 

general insurance can be used to improve the business, increase income of the insurer, and 

reduce costs. The timely payment of a claim to a hospital will also improve the relationships 

between the insurer and the hospital. 

Key words: Machine learning, Naïve Bayes, K-NN, claims automation, claims industry 
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CHAPTER ONE 

 INTRODUCTION 

The public and private health care sector has improved significantly in Kenya. Most 

hospitals have embraced the use of hospital management systems to track patient’s data. The 

automation of this data has improved the efficiency of the insurance system and the settlement of 

healthcare claims (Thomson, Sagan and Mossialos, Private Health Insurance: History, Politics 

and Performance 2020). Claims processing is the most important function for any insurance 

company. The speed and convenience with which the claims are settled has a bearing on the 

general reputation of the insurance company (Luhach, et al. 2019). Most hospitals in the country 

have identified the need to embrace technology especially regarding patient’s information. This 

data has enabled hospitals to capture crucial trends and patterns about patient’s health, ailments, 

and medication. In recent years, the growth in Kenya’s health insurance industry has been the 

fastest in comparison to all other general insurance sectors. The growth of this sector can be 

attributed to different factors (Barnes, et al. 2015).  

The government has played a key role in promoting the health care system of the country. 

However, the insurance health industry in the country faces difficulties which include increasing 

fraud, rising costs, and a high number of claims ratios (Mulaki and Muchiri 2019). According to 

a 2012 report by the Insurance Regulatory Authority, health insurers experienced a collective 

claims ratio of 77 percent (Insurance Regulatory Authority 2019). Half of the insurers in the 

country were unable to generate an underwriting profit during this period (Insurance Regulatory 

Authority 2019). Ultimately, this resulted in the insurers raising their premium rates. The 

challenges of fraud, rising costs and dealing with high number of claims can be tackled by 

embracing technology (Mulaki and Muchiri 2019). Automation of the insurance system and 
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alignment of the system with the service providers in the country is the solution for the 

challenges faced by the industry (Langlois 2016).  

1.1 Background to the problem 

The increase in number of health claims calls for improved management systems capable 

of storing all relevant patient information. Automation of health claims and adoption of an 

advanced claims management system is important in ensuring proper coordination (Thomson, 

Sagan and Mossialos, Private Health Insurance: History, Politics and Performance 2020). Most 

hospitals in Kenya have adopted the electronic hospital management system (Langlois 2016). 

This paper will focus on how the adoption of E-Systems in the healthcare system will streamline 

the claims process in both the public and private sector (Barnes, et al. 2015). There are 

approximately 30 million claims in the country every year that must be reviewed, approved, and 

paid every year. The major challenge affecting this is the system is the process is not fully 

automated. The fact that the system is done manually makes it expensive, time consuming and 

subject to many fraud-related cases (Deloitte 2020).   

1.2 Statement of the problem 

Health insurers in the country maintain a database that contains medical information used 

by claimants (Association of Kenya Insurers 2019). Proper implementation of this database will 

not only enable the industry to develop but also to process claims at a faster and more efficient 

rate. A medical insurance policy is designed to cater for the costs that result from injury or 

sickness. This cover caters for the expenses of the doctors, hospital bed, nursing services as well 

as the prescribed medication for the patient. For an individual that is covered, he or she can 

benefit either from direct reimbursement of the expenses that they have incurred provided they 

fall within the limit.  
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The Insurance Regulatory Authority plays a crucial role of supervising and ensuring the 

smooth operation of the insurance industry in the country (Association of Kenya Insurers 2019). 

In Kenya, we have the public medical insurance plan known as the National Hospital Insurance 

Fund. NHIF is governed by the NHIF Act 9 of the year 1998 and has been in existence since the 

year 1966 (Association of Kenya Insurers 2019). This system is open, and it covers individuals 

in both the informal and the formal sector of the economy. Individuals in the formal sector are 

compulsory members of NHIF, while membership in the informal sector is voluntary. NHIF 

covers a total of 3.3 million members while the number of beneficiaries is around 7.8 million 

(Association of Kenya Insurers 2019).  

1.3 Research outcomes and significance to key audiences 

Private medical insurance in the country has two major categories. The first category is 

the direct private medical insurance that covers insurance for individuals (Luhach, et al. 2019). 

There is also the employment-based insurance that is medical cover taken by employers on 

behalf of their employees as part of the employment package that is offered to them. The 

employer may have a healthcare facility at the work premise to cater for the employees or may 

contract external healthcare organizations to provide this service (Langlois 2016). The general 

cost of healthcare in the country has been on the rise. It is because of this reason that most 

Kenyans have embraced health insurance cover with the hope that this will provide access to 

quality healthcare service. The establishment of a medical framework that provides access to 

essential health care including maternal care and HIV related diseases is one of the major 

policies that the Kenyan government has adopted (Marquez 2020).  

With many individuals in the country turning to insurance companies to provide health 

cover, certain challenges have been felt over the years. One of the main problems in Kenya is the 
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long turnaround time that it takes for insurance claims to be processed. Most insurance providers 

provide the maximum number of days that it takes for claims to be processed and paid. However, 

in most cases the claims take longer to be processed leading to frustration on the side of the 

insured party. Hospitals on the other hand have also become disgruntled by the delays in 

disbursement of funds to them by insurance providers. This has created uncertainty in the 

healthcare industry. Insurance companies on the other hand blame the delays on the logistics 

involved in the processing huge volumes of claims from different hospitals. This is a problem 

that has been there for quite some time hence the need for a lasting solution (Langlois 2016).  

1.4 Research questions and objectives 

According to the Association of Kenyan Insurers, fraud and abuse are very prevalent and 

are certainly very costly to the Kenyan healthcare sector (Marquez 2020). Medical insurance 

fraud has resulted in an increase in the premium on medical business. According to the regulator, 

143 cases of medical insurance fraud were reported in 2012 (Deloitte 2020). This resulted in a 

loss of 253.6 million Kenyan shillings. There has been a consistent loss ration from the year 

2008 to 2014. The AKI contracted an external party known as MaxWorth Associates to conduct 

an extensive survey on the extent of fraud in the Kenyan health industry (Nath and Mandal 

2018).  

The study report indicated a general increase in cases of health insurance related fraud in 

the country. In the survey, 28 percent of the respondents had come across health insurance 

claims that were suspicious health insurance. 21 percent of the respondents had detected fraud in 

the claims presented to them in the past year. 48 percent of the respondents indicated that they 

had signed claim forms before obtaining health services (Association of Kenya Insurers 2019). 

The main reason for this rapid increase in fraud is the collusion between beneficiaries and health 
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service providers. Beneficiaries have found a way of working together with certain healthcare 

providers to file false claims that are later approved by insurance providers (Luhach, et al. 2019). 

There is also a lack of a sophisticated software system capable of detecting fraudulent claims. 

Poorly trained claims processing staff and lack of proper internal control mechanisms are other 

factors that greatly contributed to increased fraud cases in Kenya. From this comprehensive 

survey, it is evident that there is need a to adopt certain measures that will improve the efficiency 

of the healthcare system in the country (Mulaki and Muchiri 2019).  

1.4.1 Objectives of the study 

Main Objective 

The main objective of the study is to determine the accuracy of health claim automation 

through machine learning.  

Specific Objectives 

1. To determine the level of automation among health claims in the insurance industry 

2. Challenges facing health insurance due to lack of automation. 

3. To develop and test a prototype for claims automation in the health insurance claim 

industry. 

1.5 Assumptions and limitations of the research 

Adaptation of an automated system that tracks and covers all aspects of insurance health 

claims in Kenya will go a long way in navigating the challenges faced. Most healthcare providers 

have automated their systems but there is a need to streamline the systems that they have adopted 

with insurance providers to ensure a smooth processing of claims (Association of Kenya Insurers 

2019). This will also reduce cases of fraud reported and the number of rejected claims. 

Intelligent automation of systems is a trend that has been adopted in different sectors of the 

economy and it has proved to be a game changer. The main reasons for automating the 
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healthcare system are to lower the expenses incurred while improving the efficiency of the 

industry. Automation also ensures that operations are optimized while enhancing customer 

experience. This will result in improved confidence among the public on the ability of insurance 

providers to receive and process their claims in good time which ensures quality healthcare 

service (Barnes, et al. 2015).  

An automated system accelerates the process as personnel are redirected to handle other 

critical tasks (Deloitte 2020). Cases of employees colluding with beneficiaries will be greatly 

reduced as most of the processes are automated. The long manual processes on the other hand 

will be replaced by more efficient machines with the ability to detect and provide immediate 

responses to claims. This eliminates the need for individuals to perform repetitive tasks such as 

confirming personal information and other data processes that waste valuable time (Thomson, 

Sagan and Mossialos, Private Health Insurance: History, Politics and Performance 2020).  
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CHAPTER TWO 

LITERATURE REVIEW AND THEORY 

2.1 Introduction  

This chapter looks to explore theoretical and realistic objectives of what other scholars have 

researched. The chapter is structured as follows: Health Insurance Survey, Health Insurance 

Sector in Kenya, Automation of Health Insurance Claims, Clinicians Working with Artificial 

Intelligence 

2.2 Health Insurance Survey 

The Kenyan healthcare system has been marred by cases of fraud over the years.  

According to the Association of Kenya insurers (AKI), the lack of adequate information on 

medical insurance fraud has led to high financial losses. According to the survey there are 

various forms of fraud and the existing strategies to counter the vice are limited (Barnes, et al. 

2015).  The research established that 48% of the respondents indicated they sign claim forms 

before obtaining health services (Association of Kenya Insurers 2019). The research indicates 

that fraudulent claims increased from 22 in 2008 to 225 in 2012 (Insurance Regulatory Authority 

2019). The survey further indicates that the total amount paid increased from 46,869,450 in 2008 

to 497,047,607 in 2012. The total value of the fraudulent claims paid was 3.7% (Association of 

Kenya Insurers 2019).  The report highlights that the major types of healthcare fraud include 

membership substitution, generic medicine provision over branded medication, over servicing, 

prior ailments’ non-disclosure and claims falsification. The survey highlights the health service 

providers in the country as the major perpetrators of insurance fraud (Marquez 2020). Cases of 

collusion between health service providers and beneficiaries as well as poor software and control 
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systems were identified as the main factors contributing to fraud in the country (Mulaki and 

Muchiri 2019).  The results of the survey indicate that key stakeholders are aware of the need to 

implement policies that will curb the increased fraud (Nath and Mandal 2018). The business 

leaders paint a lack of comprehensive and integrated approach in tackling fraud risk 

management.  65.9 percent of the respondents reported health insurance fraud in their 

organizations. The organizations have health insurance fraud detection and handling mechanisms 

(Barnes, et al. 2015). The survey further indicates a 31.9 percent fraud awareness campaign 

among employees. The use of fraud detection software and maintaining a fraud policy and a code 

of conduct are some of the key policies in fighting fraud (Deloitte 2020).  

Survey on the use of a dedicated forensic analysis unit to detect and curb fraud incidents 

among organizations highlighted marked improvement in the detection of fraud. 30.2% of 

organizations have a fraud detection unit with an average budget of 937,500.75 per year 

(Association of Kenya Insurers 2019). 63.1% of the in agreement that these units were able to 

successfully reduce the number of reported cases. On average, 9,209,092.36 Kenyan shillings 

were recovered within the last financial year (Insurance Regulatory Authority 2019). The survey 

indicates that to prevent fraud, implementing a comprehensive and integrated approach to fraud 

is important. Data analytics tools with the capability to identify red flags play a crucial role in 

monitoring and detecting fraud (Insurance Regulatory Authority 2019).  

2.3 The Health Insurance Sector in Kenya 

According to a research by Fatima Badat, growth in Kenya’s health insurance industry 

has been the fastest in comparison to all other general insurance sectors  (Badat 2018). Kenya’s 

health insurance industry contribution to the overall gross premium accounted for a quarter of the 

total in 2013. The insurance industry is facing challenges that include a high claims ratio, rising 
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costs, and an increase in fraud related cases (Langlois 2016). The Insurance Regulatory 

Authority (IRA) 2012 industry report indicates that the industry received an overall claims ratio 

of 77 percent (Langlois 2016).  Half of the insurance firms in the country were unable to 

generate any underwriting profit during this period. According to the author, this resulted in 

insurers increasing their premium rates in response to a market that is highly sensitive to changes 

in price. According to Fatima, innovation in the sector is the only way this challenge can be 

tackled (Badat 2018). Innovation can be done through the development of new and innovative 

products that will be able to match the risk profile of policy holders (Langlois 2016). 

 The overall process of managing and handling claims should also be improved because 

increased efficiency results in a total reduction of the total healthcare costs (Association of 

Kenya Insurers 2019). The total healthcare costs can be reduced further through a combination of 

strategies that include providing incentives for appropriate use of healthcare services (Barnes, et 

al. 2015). This can be further strengthened through aligning reimbursement by service providers 

and the quality of care. Reduction in fraudulent activity and expenditure that is non-healthcare 

related will reduce total healthcare costs according to the author (Association of Kenya Insurers 

2019). 

Appropriate use of healthcare services can be incentivized by capping reimbursable 

types, healthcare visits and premiums on insurance covered procedures (Insurance Regulatory 

Authority 2019). Other strategies may include reducing drug costs through subsidies on generic 

drug use or alternatively using brand name drugs that are affordable. This can be done without 

compromising on the healthcare quality. The article further looks at the reimbursement method 

that will be used. The fee for service strategy is criticized as it encourages health services to be 

over serviced. This is because health care providers are paid for each service that they can offer 
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(Langlois 2016). This in return leads to the delegation of services to less qualified professionals 

as the service provider maximizes their income (Luhach, et al. 2019). The article suggests the 

adoption of an innovative method that combines the fee for service model with the allocated 

budget. 

The establishment of independent divisions, with the capacity to prevent the prevalent 

fraud in the health insurance sector, within anti-fraud departments by insurers is vital (Luhach, et 

al. 2019). A CIC Insurance study on outpatient claims highlights that there were 30 to 40 percent 

of fraud cases committed by policy holders (Mulaki and Muchiri 2019). The idea of handling 

fraud cases manually has proved to be costly for insurance companies in the country. This is a 

result of growth in unstructured data that is in most cases not adequately analyzed (Thomson, 

Sagan and Mossialos, Private Health Insurance: History, Politics and Performance 2020). This 

unstructured data in most cases creates room for most of the fraud cases passing through the 

system undetected (Mulaki and Muchiri 2019). The use of superior analytical solutions that 

utilize algorithmic models will be able to detect, manage, predict, and report fraudulent activity 

(Deloitte 2020).  Administering claims is a process that creates an additional challenge to 

insurers. Standards recognized worldwide suggest that the expenditure on non-healthcare 

services, such as administrative costs and profits, should only account for 15 to 20 percent of 

total healthcare expenditure at any time (Association of Kenya Insurers 2019). Improvement of 

any HMIS system can be achieved by implementing electronic systems that allow the exchange 

of information on eligibility claims and other administrative services between payers and 

providers. This allows payers to submit their benefits statements electronically which will phase 

out paper statements (Deloitte 2020). Administrative and clinical functions such as billing or 

prior authorization, should be integrated into electronic health records over the next five years 
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(Association of Kenya Insurers 2019). Most companies should reassess their entire business 

model with proper automation. This will ensure the effective growth and performance of health 

insurance industry in the country (Thomson, Sagan and Mossialos, Private Health Insurance: 

History, Politics and Performance 2020).  

2.4 Automation of Health Insurance Claims 

Data mining is a technique that has been employed extensively by many organizations 

around the world (Nath and Mandal 2018). The healthcare industry is one of the industries that 

have employed data mining techniques. Data mining comes in handy when healthcare insurers 

want to detect cases of fraud and abuse. Physicians on the other hand can employ data mining 

while identifying effective treatment and best practices. This has enabled patients to be able to 

receive better and more affordable healthcare services. Data mining is important because the data 

that is generated by the healthcare industry in most cases will be too complex and voluminous to 

be processed by individuals manually (Thomson, Sagan and Mossialos, Private Health 

Insurance: History, Politics and Performance 2020). Data mining provides the required 

technology and methodology that will ensure the complex data is converted into useful 

information for the purpose of decision making.  According to Professor David Gichoya, from 

the school of IT in Moi University, healthcare providers and patients have benefitted greatly 

from the advancements in technology (Association of Kenya Insurers 2019). Electronic medical 

and health records (EMR/EHR) have allowed service providers to access patient information at 

the touch of a single button. Patients can always access their information without having to visit 

healthcare facilities. However, a 2017 article by Reuters states that the claims management 

system still has some disruptions (Luhach, et al. 2019). The article states that medical billing 

systems are slowed down greatly by manual systems that are included in the system. The only 



                                                                                       

 

21 

 

solution for this is the complete automation of the entire process of claim management. (Luhach, 

et al. 2019) . The article states that 31 percent of service providers rely heavily on a manual 

system that approves or rejects the claims that are made (Thomson, Sagan and Mossialos, Private 

Health Insurance: History, Politics and Performance 2020). 

The dependence on the manual system has created a platform for fraud to thrive in the 

insurance sector (Mulaki and Muchiri 2019). The rise in payment of fraudulent claims is largely 

attributed to the dependence on individuals to manage and process the claims. A system with the 

ability to process multiple claims should be in place to streamline the process (Nath and Mandal 

2018). The system should be able to automate functions that are repetitive especially those with a 

predetermined response. It should also be able to provide access to third parties for the purpose 

of audit or scrutiny. This will improve public trust as well as improve the efficiency and 

transparency of the system (Luhach, et al. 2019). The system should be able to store historical 

data while complying with the requirements of all the regulatory authorities. This data must be 

stored in all forms which include e-forms and images. The system implemented should ensure 

confidentiality of client information by ensuring that information is not accessed by unauthorized 

parties (Marquez 2020). There are various layers through which claims will be initiated and 

approved.  

2.6 Challenges Facing Health Insurers Due to Lack of Automation 

According to the Journal of Public Health in Africa, the health system in Cameroon faces 

many challenges due to lack of automation (Ngwakongnwi 2018). The article states that Ministry 

of Health in Cameroon implemented a bottom-up approach of manual collection and reporting of 

health data in its National Health Information system (NHIS). The information on how it was 
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implemented and functioned is lacking but it is evident that the lack of proper automation in this 

health system has resulted in many challenges. 

District health officers encountered problems when it came to retrieving data and patient 

information (Ngwakongnwi 2018). For this reason, it is difficult for them to determine the claims 

received and to determine the claims that are genuine and those that are false. The article further 

states that this has created a significant backlog in the system with claims taking years to be 

processed. This has created a lack of trust in the system. The labor-intensive nature of the system 

makes the system slow and tedious (Ngwakongnwi 2018). By implementing a manual system 

many mistakes are bound to happen which in turn causes more delays. 

2.7 Clinicians working with Artificial Intelligence. 

According to Infinite Healthcare opportunities, healthcare automation plays a critical role 

in hospitals (Nath and Mandal 2018). The article states that automation has become a part of our 

daily lives and an integral part of various industries. However, the author states that the 

healthcare sector is still lagging when it comes to healthcare. The article states that the USA will 

experience a nursing shortage of 260,000 nurses by 2025 due to an aging population (Nath and 

Mandal 2018). The article further states that the inclusion of machine learning in the healthcare 

system is bound to generate immense benefits. Healthcare automation saves on time labor and 

the overall cost (Nath and Mandal 2018). Manually repetitive tasks are bound to be eliminated 

hence saving on time and the compensation. The article further states that human error and issues 

related to quality and lack of consistency are bound to be eliminated with the adoption of 

machines. The article further states that machine learning makes population health more 

manageable and feasible (Nath and Mandal 2018). The author states that the process of patient 

discharge and necessarily follow up will greatly be improved by automation. The article 
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concludes by claiming that there are individuals that are worried that automation will affect 

human resources. It further states that there are those that claim, automation cannot replace 

quality human care that is provided by healthcare professionals. However, the author argues that 

the goal for automation is to streamline healthcare delivery (Nath and Mandal 2018).  

2.8 Machine Learning 

 Machine learning is a component of computer science research that is progressively being 

embraced in data analysis and it is becoming popular and has earned high demand in the last 

decade (Geron 2019). Logic and conditions make it possible for machines to advance their 

proficiency in data understanding and definition of models with the least possible involvement of 

humans (Goodfellow 2016).  The core bit of machine learning methodologies is the comparison 

among the specific objective that is to be attained and the result is derived by the machine state. 

The various learning machines models aim to determine models and patterns in data and use 

them to forecast future results. (D'Angelo 2017) 

2.8.1 Models of Machine Learning 

a) Supervised learning 

This involves the collection and labelling of sample data, creation of representative features for 

that data, and the training of a model with the data and features. The model’s performance is then 

inspected to determine how to proceed in the next iteration. (Amershi 2016). Examples of the 

next iteration can be collecting more data or research with another learning algorithm. In 

supervised learning model, the algorithm receives input data and splits it into two categories, that 

is training data and test dataset (Mohamed and Ming 2021). 
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Figure 2 1: Supervised learning model 

Several algorithms exist under supervised learning model, e.g., K Nearest Neighbor and naïve 

Bayes. In this paper we would look at the above examples. 

a (i) K Nearest Neighbor 

K-NN is a model that is centered around supervised learning and it is used for classification. K-

NN takes a couple of labelled points, and it uses the labelled points to learn how to label other 

several other points. It is called Nearest neighbor because, when it labels a new point, it will look 

at any labelled point that is close to the new point which is its nearest neighbor. The “k” in K-NN 

is the total number of neighbors it checks. One of the advantages of K-NN algorithm is: for small 

training data sets it executes quite fast and it does not need any prior knowledge about the 
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structure of data in the training set. One of the main disadvantages of K-NN is it might take a lot 

of space when the training set is large. (Priyadharsan Jeya 2019).  

a (ii) naïve Bayes 

Naïve Bayes is a machine learning algorithm that is based on the Bayes Theorem (used for 

calculating conditional probabilities). It has demonstrated that it cannot only be simple but also 

accurate and reliable. Naïve Bayes assumes the presence of a particular feature in a class is 

unrelated to the presence of any other feature. Naïve bayes shows that it can one of the best 

predictive performance compared to other classifiers e.g., decision trees (Freiedman 1997). 

Naïve Bayes is an efficient model for claims occurrence prediction (Jing 2017). One of the 

advantages of Naïve Bayes is, it simply needs a reduced quantity of the training data to compute 

the means and modifications of the parameters needed for classification. 

b) Unsupervised learning 

In unsupervised learning, no labels are given to the learning algorithm, therefore it must find its 

own structure on its input. Unsupervised has two phases, the first phase, the mapped function 

segments the data into classes and each input vector will be part of a class although the algorithm 

cannot apply labels to those classes. Unsupervised learning has no way to evaluate its 

performance. (Jones 2017). A well-known algorithm used in unsupervised learning is k- means 

clustering. 
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Figure 2 2: unsupervised learning model 
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CHAPTER THREE 

RESEARCH METHODOLOGY AND PROCESS 

This chapter covers the research design, data collection and how it is relevant to the problem and 

analysis methods. 

3.1 Research Design 

Research design is evaluated as the design in which the research is contacted and 

comprises gathering, assessment which is also known as evaluation and analysis of data. (Akhtar, 

2016) The system implemented will be accurate with the ability to capture data in a precise and 

accurate manner. The second step of this process will be to ensure that the claim goes through a 

set of predetermined steps before the settlement decision is made (Thomson, Sagan and 

Mossialos, Private Health Insurance: History, Politics and Performance 2020). Nearly all these 

predetermined steps are repetitive hence building a system that can analyze them is easy 

(Luhach, et al. 2019). According to the author, any irregularities that are flagged at this point are 

forwarded to investigators for further review and analysis. According to the author, this step 

should employ recent innovations and a robotic automation system (Luhach, et al. 2019).  

3.2 Source of data 

The data that will be used for this project will be obtained from a fintech company that deals 

with adjudication of claims. The data will contain private insurance claims. The data does meet 

the required standards for analysis. The data will contain OP claims. Personal names will not be 

shared because of General Data Protection Regulation (GDPR) purposes as GDPR does apply 

where personal data is processed exclusively or partially by automated means or even manual 

processing of personal data (Savic & Veinovic 2018) 
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3.3 Relevance of the Data to the Problem 

This system will ensure that there is minimal disruption in the management of claims. 

The system ensures that all claims are processed in a timely manner based on the day the claims 

are made (Langlois 2016). The author states that the design employed will vary from one 

insurance provider to another based on the individual customer needs. The use of AI in analyzing 

insurance will enable service providers to make routine business decisions without having to 

employ human intelligence (Insurance Regulatory Authority 2019).  

The benefits of automating the entire claims process include providing a single integrated 

environment that is more efficient than the manual systems that are employed in most cases 

(Association of Kenya Insurers 2019). According to the author, this system has the capacity to 

reduce cases of failed claims by 29 percent. This will also reduce the manual review wage bill by 

200 hours hence saving the businesses money (Badat 2018). Automation of the system also 

ensures that all services are provided by the business without the need to contract external parties 

to conduct audits and to identify human errors. The system further ensures that third party 

claimants can submit their claims through a standard process. The article further states that big 

data analysis included in the analysis of business decisions ensures that the decisions that are 

made are more reliable and consistent (Insurance Regulatory Authority 2019). The automation of 

the claims process ensures that the workflow process is optimized, and administrators of the 

system can focus on the issue of irregular claims. Automation of the claims system also ensures 

that there are significant personnel cuts which reduce the overall business wage bill (Mulaki and 

Muchiri 2019). Decisions are made rapidly and efficiently hence claimants do not have to wait 

for long to get their responses (Association of Kenya Insurers 2019).  
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3.4 CRISP – DM Overview 

ML includes a broad spectrum of methods, this research will focus on adapting CRISP-

DM to the requirements of supervised learning, e.g., naïve Bayes and K-NN. CRISP-DM means 

Cross Industry Standard Process for Data mining. It is the model that was used for this research 

this is because it was initially built for data mining although it has widely been adopted for ML 

as well (Buczak.L 2016).  CRISP-DM consists of six phases as shown in the figure below, they 

are: Business Understanding, Data Understanding, Data Preparation, Modelling, Evaluation and 

Deployment 

 

Figure 3. 1: Phases of CRISP-DM reference model. (Chapman .P 2000) 

3.4.1 Business Understanding  

For the specific goals for any ML project to be achieved the business objectives should be 

thoroughly assessed and understood. (Lukyanenko.R 2019).  In this phase, the focus is on 

comprehending both the project objectives and its requirements from a commercial point of 
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view.  The project objectives were determined by the background of the problem which focuses 

on the health insurance industry which shades light on the claims module. This knowledge was 

later converted into a data mining problem definition as per the CRISP-DM model that focuses 

on ML and a plan designed to meet the objectives. 

3.4.2 Data Understanding 

In the second phase data understanding starts with collecting of the data then familiarizing with 

the data, identifying the quality of the data and if it is useful for the specific project area. 

3.4.3 Data Preparation 

 In the third phase, the right datasets designed for this research was selected. The researcher 

answered the questions that arise in the phase, i.e., how do we organize the data for modelling. 

The phase covers all activities that are needed to construct the final dataset, one thing to note is 

that data preparation tasks may sometime be performed several times, some of the tasks that 

were repeated were cleaning of the data (e.g., removing duplicates), removing unnecessary labels 

that were not suitable to the problem (e.g. name of patient) and correcting noise (this is a value 

that is not correct and it is also known as corrupt data. Since the research focuses on Supervised 

learning, labels were added to the data. Finally, the data was split into training and testing set. 

3.4.4 Modelling 

In this phase, the methodology looks at what modelling techniques should be applied. The 

researcher selected 3 ML models to determine the accuracy of automation of claims. Naïve 

Bayes, LDA and K-NN were applied in this research. 



                                                                                       

 

31 

 

3.4.5 Evaluation 

In evaluation, the methodology identifies the best model that meets the business objective. The 

models that were applied from the modelling phase were evaluated if it met the original business 

objectives. The accuracy was achieved by using the training data set. 

In this phase, the results that were captured by the models are interpreted by converting the 

structures generated into language that is understandable to business users. (Lukyanenko.R 

2019). 

3.4.6 Deployment 

In this phase, the methodology identifies how the stakeholders will access the results. With the 

results from the model, a prototype will be developed to test claims automation. The prototype 

will be developed in Python. Once the deployment is done, enterprise users can refer to the 

original objectives and goals captured in the business needs. 

3.4 System Design & Architecture 

The starting point will be provided by the user, where they will input patient claim data through a 

simple user interface. The chosen algorithm will be implemented, and the output or result will be 

a notification whether the claim is approved or rejected. 
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CHAPTER FOUR 

RESULTS AND DISCUSSION 

4.1 Introduction 

This chapter gives a detailed analysis of the research results and the discussions of the various 

Machine learning model and the prototype that was developed for this study.  

4.2 Data Analysis, Preparation and Filtering 

The claims dataset was categorized into private insurer claims and filtered into 2 statues that is 

Approved and Rejected claims, this is because the 2 statues are the last state of a claim and that 

is what is used to pay a provider or not.  

The claims dataset had initially the following columns: Patient name, Hospital name, Age, 

Hospital name, gender, items, phone number, diagnosis, claim amount, currency, date the 

treatment was created, status of the claim. The dataset was then filtered to the following because 

the rest was considered as personal data and metadata claims status, claim amount, items and 

diagnosis, the following would be ideal to achieve the objectives of this research and to give an 

idea of when a claim should be Approved or Rejected.  

The researcher had a dataset of 30000 claims, and this was sufficient to train the machine 

learning models that were stated in the objectives that is KNN, LDA and Naïve Bayes. The next 

steps of the process the researcher did was to install Python and SciPy (Scientific Python), SciPy 

providers several utility functions for optimization. 
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4.2.1 Load the dataset 

The dataset used was claims dataset. The dataset contains 30000 claims, with four columns I.e., 

claim amount, diagnosis, item, and claim status. The fourth column is the status of the claim, 

which identifies the end state of the claim. The data was loaded using pandas. Pandas is a Python 

package built to provide expressive data structures that work with structured data in an easy, 

quick, and flexible way. Pandas will be used to explore the data with descriptive statistics and 

data visualizations.  Each column name needs to be specified when loading the data this helps in 

when the data is being explored. 

names = ['claim-amount', 'diagnosis', 'product', 'status'] 

Figure 1: Specification of the various columns 

4.2.2 Summary /Dimension of the Dataset 

The columns (attributes) and rows (instances) of the dataset needs to be confirmed. 

print (dataset. Shape) 

 

Figure 4. 1: Confirming the dataset is correct 

With the dataset in use, the string columns I.e., claim status, diagnosis, and item they had to be 

converted to unique integers. 
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Figure 4. 2: Dataset has been converted to integers 

4.2.3 Statistical Summary 

In statistical summary, the researcher looks at a summary of each attribute. The summary 

includes the mean, count, the minimum and maximum values, and some of the percentiles. This 

was possible because of the conversion of the strings to integers. 

From the results we can see the mean claim amount of a claim is Kshs. 4,400.30 which is 

typically a normal Outpatient claim (OP), the maximum value was Kshs. 84,636. The top item 

billed is Consultation and the common diagnosis is upper repository infection. 

print (dataset.describe()) 
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Figure 4. 3: Statistical summary 

4.3 Data Visualization 

Data visualization is an important factor for understanding the data at hand. The two types of 

plots used was: 

• Univariate plots this type of plot helps to comprehend each attribute. 

• Multivariate plot helps to comprehend the relationship among attributes. 

The function pyplot and matplotlib were used.  

4.3.1 Univariate Plots 

In univariate plots we will plot each individual variable. Since the input variables were converted 

from strings to integers and the variables are numeric, we created box and whisker plots of each. 

The below figure shows a clearer distribution of the various input variables, the box and whisker 

plots are a better representation of the statistical summary. 
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Figure 4. 4: A Box and whisker plot used for every input variable for the claim’s dataset 

A histogram was also created to get an idea of the distribution, the histogram below shows the 

correlation between box and whisker plots used for every input variable for the claim’s dataset 

and the histogram. 

 

Figure 4. 5: Histogram plots used for every various input variables for the claim’s dataset. 
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4.3.2 Multivariate Plots 

The researcher considered to using Multivariate plots to look at the interactions between the 

variables. The below figure shows the scatterplots of all pairs of the attributes, this was valuable 

as it helps to point structured relationships between the various input variables. From the figure 

below, we can see the horizontal grouping of some pairs of attributes especially on the diagnosis 

and product, which suggests a very high correlation and a predictable relationship. 

 

Figure 4. 6: Scatter matrix plot used for every various input variable for the claim’s dataset 

4.4 Evaluation of the Algorithms 

One of the objectives of this research was to determine the level of accuracy of the models that 

were discussed in Chapter 2.8.1. The models of data will be used to approximate their accuracy 

of the unseen data. The data was trained using the following classification models: LDA, KNN 

and naïve Bayes.  
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4.4.1 Creation of a validation dataset 

In this step, the validated dataset was separated; this was to get a concise assessment of the best 

model’s accuracy on unseen data through its evaluation on authentic unseen data. This was 

achieved by holding back some data that unseen by the algorithms and was used to get a second 

and unbiased idea of the best model’s accuracy. The dataset was then split into two, 80 percent 

(22,000 claims) was used to train and evaluate and 20 percent was held back as a validation 

dataset. 

array = dataset.values 

X = array[:,0:3] 

y = array[:,3] 

X_train, X_validation, Y_train, Y_validation = train_test_split(X, y, test_size=0.20, random_state=1) 

 

From the above code snippet, the trained data in the X_train and Y_train which was used to 

prepare the models and X_validation and Y_validation sets that were later used to validate the 

data. 

4.4.2 10-fold cross validation. 

10-fold cross validation, split our dataset into 10parts, which in turn trains 9 and tested on 1 

through the 30000 claims. The random seed through the random_state argument was set to a 

fixed number to ensure that each algorithm is assessed on the same splits of the trained dataset.  

In chapter 2.8.1 a(ii), which is K-NN, we used cross-validation on the training data set which 

determined the best estimate of the neighbors K for each data set.  

The metric ‘accuracy’ was used to evaluate the models. This is the number of correct predictions 

instances divided by the total number of instances in the dataset multiplied by 100% to give a 

percentage e.g., 85.234%. 
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4.4.3 Build and select the best model. 

The researcher used 3 models which were a good combination of simple linear (LDA- Linear 

Discriminant Analysis) and nonlinear (KNN, NB – naïve Bayes) the 3 models were compared, 

and the most accurate model was selected. The figure below shows the results of the model and 

the most accurate model. Hence, KNN has given us the best accuracy on the claims data, it was 

used to develop a simple prototype. 

 

Figure 4. 7: Results of the evaluation of the algorithms 

Model used Accuracy of the 

claims 

LDA 0.993792 

KNN 0.999125 

NB 0.995083 

Table 4. 1: Results of the evaluation of the algorithms 
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From the observations above, the researcher found out that KNN had the largest estimated 

accuracy of around 0.9991 which is 99.9%, one effective way to determine comparison in the 

results of the various algorithms is by creating a box and whisker plot for every single 

distribution and evaluate them. 

 

Figure 4. 8: Algorithm comparison 

The table below summarizes the frequency of the various models which ranked top 4 for all the 

datasets. KNN was constantly among the best performing model, and it was also observed it 

produces better results with large and smaller datasets. 

Model used Number of times in Top 4 

KNN – (K- Nearest Neighbours)  4 Times 

naïve Bayes 3 Times 

LDA 1 Time 

Table 4. 2: Frequency of various models 
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4.5 The prototype Development 

The Machine learning model KNN was selected based on chapter 4.4.3, the prototype was 

developed using Python and Flask which was used to create a server to host the application in the 

researcher’s local machine. The simple Python application (endpoint) gives the user 4 parameters 

to input that is the amount, diagnosis, item and claim status based, it then gives the user a 

prediction score and based on that prediction score, the claim can be relooked, or the claim paid 

by the insurer to the hospital. 

This application could be integrated with an insurer claims module application to check the 

prediction score and based on the prediction score it can be parsed to the insurer finance module 

to pay the hospital in real time. The endpoint can be made available so that any insurer can use it 

and customize it to build a frontend to their liking. 

During testing, the prototype was able to correctly identify approved and rejected claims and 

give an accuracy score. The researcher compared 250 manually adjudicated claims vs automated 

adjudicated claims, and the automated claims gave an 80% accurate score. 
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Figure 4. 9: endpoint using the selected ML model 

 

Figure 4. 10: prototype basic User interface 
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CHAPTER FIVE 

CONCLUSION AND RECOMMENDATIONS 

5.1 Introduction 

This chapter is the final stage of this study, and it presents a summary of the research findings, 

conclusion, and recommendations of the study. 

5.2 Summary 

Objective Number 1: To determine the accuracy of health claim automation through machine 

learning.  

In this specific objective, the following machine learning models were used, LDA, KNN and 

naïve Bayes. These models were selected because they have a high predictive performance 

compared to the other models and the accuracy scores are quite high. From the evaluation of the 

algorithms, KNN had the highest accuracy compared to the other models. 

Objective Number 2: Challenges facing health insurance due to lack of automation. 

The research established that it is labor intensive for claims managers to look at every claim to 

adjudicate and in return quite intensive for the finance team to pay out claims in time. Insurers 

can take up to 3 months to pay out a claim to a specific hospital. 
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Objective Number 3: To develop and test a prototype for claims automation in the health 

insurance claim industry. 

The prototype was developed based on the results in Chapter 4, the algorithm with the highest 

accuracy was selected (KNN), Python was used to create the backend and Flask was used to host 

the application.  

5.3 Conclusion 

There has been a substantial change in the health claims automation which has been played by 

the emergence of ML. In this study, the researcher showed that ML is a possible solution for the 

challenges that are facing insurers due to lack of automation. Applying ML not only in the health 

insurance industry but also other insurance industries. e.g., general insurance can be used to 

improve the business, increase income of the insurer, and reduce costs. The timely payment of a 

claim to a hospital will also improve the relationships between the insurer and the hospital. 

The results of this study showed how several ML models can be used to accurately analyze 

health claims dataset and from this study KNN was the most accurate one. The prototype is built 

based on the accurate model where it gives a prediction score of the claim, insurers can parse 

their claim details in the prototype and get a prediction and pay hospitals immediately.  

5.4 Recommendations 

One of the recommendations is to carry out experiments based on the other ML models to know 

the accuracy of the other ML models and use large training sets, e.g., 500000 claims. It is 

recommended that the prototype be customized for other claims insurance industries.  
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