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ABSTRACT 

One of the biggest and most pervasive issues facing the insurance sector is the filing of false insurance 

claims by customers. Insurance firms incur significant financial losses due to pricey fraudulent 

claims. Concerns from stakeholders and observers have been raised about insurance fraud, which 

continues to be a major concern for insurers and customers who pay the expenses through insurance 

premiums. Understanding the institution processes and operationalization of ICT in fraud detection 

is the first step in implementing the appropriate corrective actions. However, the procedure is time 

and money consuming because personally reviewing all insurance claims filed with insurance 

companies has become challenging. 

Given the prevalent issue of fraud in vehicle insurance claims, the manual approach to identifying 

fraudulent claims has been problematic because it is time-consuming and inaccurate. One of the 

various ways that researchers have tested is machine learning algorithms, which have demonstrated 

promising performance and enhanced accuracy in detecting fraudulent vehicle insurance claims. This 

study evaluated a range of ML algorithms, including AdaBoost, XGBoost NB, SVM, LR, DT, ANN, 

and RF, to discern between real and fraudulent automobile claims. Additionally, a machine learning-

powered web-based system to predict and categorize vehicle insurance claims as either genuine or 

fraudulent was developed. The system was based on the machine learning classifier with the highest 

levels of prediction performance and classification accuracy. 

The AdaBoost and XGBoost classifiers outperformed the other models with both imbalanced and 

balanced data because they had the highest classification accuracy of 84.5%. The LR classifier 

performed poorly since it had the lowest classification accuracy for both unbalanced and balanced 

data. The ANN classifier performed better with unbalanced data than it did with balanced data. The 

final finding was that all eight classifiers could only be used on smaller datasets.  
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CHAPTER 1: INTRODUCTION 

1.1 Background 

This section defines the problem statement, establishes the study's main purpose and specific 

objectives, and presents the research questions. The chapter's conclusion emphasizes the importance 

of the study. 

Information and communication technology (ICT) has continuously asserted itself as the architect of 

systems in recent decades by connecting markets, enterprises, governments, and individuals. This 

connection has reduced distances and given the globe a multidimensional aspect, improving task 

administration and servicing, and enabling real-time combat against ethics and fraud. The ICT 

revolution of the twenty-first century not only influences commercial developments and organics, but 

it also forecasts and defines social interaction, culture, and behaviour at many levels. Susceptibility 

to fraud prevention is one of the organizational, individual, and behavioural aspects that ICT has 

significantly altered in the business environment. Organizations like insurance companies have made 

significant investments in ICT to improve their capacity for information processing as part of this 

conflict and given them the advantage in identifying, handling, and reporting fraud-related situations. 

False insurance claims filed by clients are one of the most frequent and chronic concerns confronting 

the insurance industry. Gill et al. (2005) defines insurance fraud as "knowingly making a fraudulent 

claim, inflating a claim, adding extra items to a claim, or being in any other way dishonest with the 

intent of collecting more than genuine entitlement." This rationale is based on dishonest, wilful, or 

fraudulent concealment, which leads in fraudulent claimant or policyholder illegal financial 

advantage. Insurance companies suffer huge financial losses because of costly fraudulent claims. As 

a result, it is critical to distinguish between genuine and fraudulent claims. 

Insurance fraud continues to be a big concern for insurers and clientele who pay the expenses incurred 

through insurance premiums, according to a report by the Coalition Against Insurance Fraud (2016), 

raising concerns among stakeholders and observers. Understanding the procedures involved in 

implementing ICT and operationalizing it for fraud detection is the first step in adopting the 

appropriate corrective steps. Organizations like insurance companies have made significant 

investments in ICT to improve their capacity for information processing as part of this fight. With the 

use of this information, they now have the advantage in identifying, handling, and reporting fraud-

related situations. Nevertheless, reviewing every insurance claim submitted to the insurance 
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companies, has become quite challenging, rendering the process expensive in terms of time and 

money invested. 

Fraud in the insurance sector can be seen from four angles, according to International Association of 

Insurance Supervisors (2011) and Frimpong (2016). The first of them is internal fraud, which refers 

to an insurance employee defrauding the insurance firm either on their own or in collaboration with 

other parties either inside or internationally. The second type of fraud is false claim, in which the 

insured party provides false information to obtain payment or wrongful coverage. Thirdly, insurance 

intermediary fraud, in which insurance intermediaries conspire with one another or act alone to 

defraud the policyholder or insurer, and fourthly, insurer fraud, in which the insurer defrauds the 

policyholder through unfair policies, payment premiums, and compensation schemes. 

Considering the widespread challenge of fraud in vehicle insurance claims, the manual approach 

for identifying fraudulent claims is problematic because it is slow and imprecise. Hence, Machine 

Learning (ML) approaches can be used to detect fraudulent vehicle insurance claims effectively due 

to their superior performance and improved predictive accuracy. 

1.2 Problem Statement 

Fraud has long been a significant concern and one of the most serious problems facing organizations 

due to the catastrophic effects. According to Gedela and Karthikeyan (2022), fraud is any act aimed 

at defrauding another party financially. Sybase (2012) emphasizes that steps should be taken to allow 

fraud detection as a first line of defence since it recognizes the financial cost and cultural 

consequences of the problem. The Kenyan insurance sector is well established, according to 

Association of Kenya Insurers (2020) and ranks first in Sub-Saharan Africa with a high growth rate, 

(African Insurance Organization, 2018). This has made a significant contribution to the market's 

readiness for adoption and attraction of foreign investment. However, holding such a prestigious 

position comes with a lot of challenges, chief among them being fraud and competition. 

According to the Insurance Regulatory Authority (2021), the insurance industry is notoriously 

hesitant to evolve, especially when it comes to using new technologies to combat the alarming issue 

of fraud. They present numerous explanations for this, such as a lack of funding, the belief that things 

should be done the way they have always been done, and overstretched resources. Despite this, the 

insurance sector must act quickly to stay ahead of the growing fraud rates to safeguard both itself and 

policyholders. The Authority also points out that due to an increase in complaints and rising fraud, 
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costs associated with fraud investigations and tribunals are anticipated to reach tens of millions of 

dollars yearly. 

Motor vehicle insurance fraud is a serious vice that has contributed to the collapse of several insurance 

companies and continues to present a substantial challenge to the insurance industry. According to 

the Association of Kenya Insurers (2020), automobile insurance is one of the most difficult products 

for Kenyan insurance companies to sell since they suffer significant technical losses, which amount 

to 68.92% for private vehicles and 60.72% for commercial vehicles. This means in other words, for 

every KShs 100 in premiums received by the insurer, KShs 68.92 and KShs 60.72 are used to settle 

insurance claims, respectively. The issue is exacerbated by the significant costs associated with the 

investigations done to confirm the claim's validity, which account for 44.16 percent of overall costs. 

This implies that the insurer loses KShs 13.08 and KShs 4.88 in net premium revenue, respectively. 

Most of these losses are attributable to fraudulent insurance claims. 

Additionally, according to statistics from the Insurance Regulatory Authority (2021), 35 percent of 

insurance claims were fraudulent, with motor vehicle insurance claims leading the way and 

registering the greatest loss percentages in the sector. The fraudulent automobile insurance claims 

entail someone engaging in a variety of unethical behaviours to obtain a favourable conclusion from 

the insurance providers. These acts range from fabricating accidents, making false insurance claims, 

fabricating details for a real insurance claim, and misrepresenting an incident's cause and relevant 

players (Subudhi, et.al, 2018). As a result of the rise in fraudulent vehicle insurance claims, insurance 

companies are devoting more time and resources to the detection of these claims. The employment 

of conventional methods allows some to go unnoticed. As the economy recovers, an increase in fraud 

claims will raise overall insurance costs, making the issue of fraudulent insurance claims a key 

concern for both the government and insurance companies. 

1.3 Main Objective 

The primary objective of this project was to investigate how machine learning algorithms can 

leverage features extracted from vehicle insurance claim datasets to aid in the detection of fraudulent 

vehicle insurance claims. Following this investigation, a novel system to predict and categorize 

vehicle insurance claims as either genuine or fraudulent was developed. 

1.4 Specific Objectives 

1. Characterise fraudulent insurance claims in the context of vehicle insurance domain. 
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2. Identify features that could be utilized to train machine learning models to recognize 

fraudulent vehicle insurance claims.  

3. Evaluate the performance of several machine learning models for detecting fraudulent vehicle 

insurance claims using a balanced and imbalanced dataset. 

4. Develop a system that categorises vehicle insurance claims as either genuine or fraudulent 

using the best performing machine learning classifier. 

1.5 Study Significance 

This study is timely in that it offers a mechanism for developing a system by using the top-performing 

machine learning algorithm to identify fraudulent vehicle insurance claims. As the number of 

fraudulent insurance claims rises and their detection becomes a difficult problem on a global scale, 

fraud in the insurance industry is becoming an increasing concern. By guaranteeing quality and 

stability, this will assist insurance businesses in showcasing their exceptional claim administration, 

which will have a significant impact on their revenue and client’s satisfaction. Additionally, the study 

will broaden the area of machine learning investigation into the identification of fraudulent vehicle 

insurance claims in the Kenyan insurance sector.  
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CHAPTER 2: LITERATURE REVIEW 

The chapter begins by examining the general aspects of automobile insurance in Kenya before 

moving on to a discussion of the manual methods that have been used to identify fraudulent insurance 

claims. The discussion then moves on to the automation of systems for identifying fraudulent 

insurance claims before wrapping up with a discussion of methods for identifying such claims that 

make use of machine learning and deep learning. 

2.1 Vehicle Insurance in Kenya 

According to Mark and Liam (2021), "vehicle insurance" is "a contract under which the insurer 

assumes the risk of any loss experienced by the owner or operator of a vehicle as a result of property 

damage or individuals as a result of an accident." They went on to explain that there are many different 

sorts of motor vehicle insurance that are particular in character, ranging from the legal principles that 

underpin them to the kinds of risks they cover. The Insurance Regulatory Authority is the entity 

obliged by Kenyan legislation under Cap 486 of the Insurance Act passed in 1988 to regulate the 

country's insurance industry, according to Insurance Regulatory Authority (2021). 

According to the Association of Kenya Insurers (2020), gross premiums for non-life insurance were 

KShs 132.70 billion in 2020. The motor vehicle and medical insurance sectors together accounted for 

approximately 67.14% of these gross premiums, with motor vehicle insurance holding the lion's share 

at 33.71%. Kenya's motor vehicle insurance market consists of both private and commercial coverage. 

According to statistics provided by the Insurance Regulatory Authority (2021), insurance fraud cost 

insurance companies KShs 258.4 million in 2020, up from KShs 19.2 million in 2019, a 13.4-fold 

increase. Additionally, the Insurance Fraud Investigation Unit (IFIU) received 127 reports of 

identified fraud insurance claim cases in 2020 as opposed to 83 cases in 2019, demonstrating a 

significant increase in fraudulent cases. They pointed out that the vehicle insurance area was the most 

targeted, with 39 vehicle insurance claims comprising 30.7% of the 127 insurance fraud instances 

reported in that year. Due to widespread fraud in the market, the vehicle insurance sector has seen 

enormous losses as a result. These report by Insurance Regulatory Authority (2021) demonstrated 

losses incurred from insuring both private and commercial vehicles nearly doubled, leading to the 

largest underwriting losses for vehicle insurers in more than 20 years. From KShs 1.8 billion in 2020 

to KShs 6.34 billion in 2021, the underwriting loss increased by a factor of five,  
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2.2 Fraud Detection in Vehicle Insurance Sector 

According to the Association of Kenya Insurers (2020), fraudulent claims account for 25% of all 

insurance industry claims, with motor vehicle insurance fraud instances being the most common. 

Fraud is a nebulous indicator of one's business, personal, and social ethics. Simha and Satyanarayan 

(2016) define fraud as an intentional deceit carried out through information concealment and 

misrepresentation with the objective to harm another party's interests by furthering one's own 

interests. According to the International Association of Insurance Supervisors (2011), fraud is defined 

as any action or inaction that is designed to benefit the perpetrator of the hoax or any other party 

dishonestly. Insurance fraud covers a wide range of behaviours, including wilful misrepresentation 

of facts, careless insurer management, abuse of a trust account or responsibility, and concealment or 

destruction of evidence that is relevant to financial transactions, communications, and insurance 

contracts (Ernst & Young, 2011). 

There are numerous ways that fraud is perpetrated in the insurance industry. Vieane and Dedene 

(2015) concluded from their study that fraud in the vehicle insurance sector can take the form of 

impersonating legitimate claimants, forging insurance claim documents, misappropriating claimant 

money, or manipulating the system by an insurance company employee to compensate people who 

are undeserving. The definition by Derri (2002) regards fraud as an illegal act that entails obtaining 

financial benefit through the misrepresentation of an actual position for monetary gain. This definition 

considers the various forms that fraudulent insurance claims might take. The fraudulent acts of 

insurance claims are best described by this description since the fundamental motivation behind fraud 

is to profit financially from the transaction by recovering the lost asset and making up for the loss. 

The Coalition Against Insurance Fraud (2016) defines fraud detection as the use of systems and 

observations to identify insurance-based false information, transactions, and intentions. The alleged 

act may or may not be concealed. The insurer is typically the perpetrator of fraud acts that are not 

concealed by unfair claims management and policy practices. Due to the appearance of normalcy 

around them, such scams are challenging to spot. Claims fraud, which typically involves unfair and 

deceptive representations of facts, is the most prevalent type of fraud in concealing (Mathenge, 2016). 

2.3 Manual Fraud Detection Approaches 

According to the Association of Kenya Insurers (2020), ideally, insurance companies employ 

insurance agents who can analyse and evaluate each claim and determine whether it is genuine or 



   7 

fraudulent. However, because of how time- and money-consuming this process is, finding and paying 

for the insurance agents would involve examining all the numerous claims that are filed every day, 

which is just not viable. Insurance agents occasionally make use of information pertaining to 

submitted automobile insurance claims before attempting to organize the claims and waiting for the 

investigation result. The agent determines whether the claim is legitimate or fraudulent based on the 

data gathered and the investigation report. Insurance Regulatory Authority (2021) mandates that 

insurance firms and car insurance holders gather specified data at the site of accidents to aid in the 

processing of vehicle insurance claims. These details include the drivers' names, residences, insurance 

coverage and certificates from other drivers, vehicle registration numbers, and the year, make, and 

model of the car that was involved in the collision. 

A supervisor in the insurance firm reviews the claims logged based on the facts supplied and 

uncovered to manually identify fraudulent auto insurance claims. Scores are determined using 

indicators against a checklist depending on the specifics of the damaged vehicle components. If the 

scores are high, an investigator is given a case to investigate the damaged vehicle once the scores are 

generated. The investigator then delivers an investigation report to the person in charge. If the 

investigation report is positive, the claim is thought to be true; if it is negative, the claim is thought 

to be false (Association of Kenya Insurers, 2020). 

These approaches provide several difficulties due to their heavy reliance on physical interventions, 

which could result in: 

i. Approaches that rely on human knowledge, which is composed of a limited set of well-known 

parameters, while being aware that other decisions may be affected by other factors. 

ii. The approaches’ inability to comprehend context-specific correlations between parameters 

that might not accurately reflect the overall situation. 

iii. The manual model needs to be calibrated on a regular basis to account for changing behaviour 

and to ensure that it conforms to the findings of the investigations. It takes skill to accomplish 

this calibration manually, which is difficult. 

2.4 Automation of Fraud Detection Systems 

Insurance businesses have purchased computerized systems thanks to the adoption of ICT, which 

have helped them increase the efficiency of their daily business operations. The technology used, 

together with the availability of internal and external data, are all important factors in fraud detection. 
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According to the Association of Kenya Insurers (2020), one method of detecting claim fraud is to use 

rule-based expert systems to match every claim by analysing a list of predetermined business 

indicators or rules using "if-then" statements and sending out alerts when certain conditions are met 

to mark the claims suspicious. The association further adds that the automation of fraud schemes 

detection inside the insurance framework has been examining situations such "if within a short period 

of time, there has been multiple claims made from a different area, then submit the account for manual 

assessment." Systems have been developed considering these principles and improved based on 

decades of manual experience in reviewing and analysing fraud data. Additionally, many of these 

criteria are also designed to allow for further examination of the atypical claim transaction behaviour. 

Rule-based systems, according to Baumann (2021), are those that use human-made rules to store, 

sort, and manipulate data to help identify fraudulent insurance claims. Even though the systems are 

complex, they can be built using algorithmically observable signals, demanding labelled data or 

reliable expert assessments. The use of algorithms in rule-based systems involves running several 

scenarios for fraud detection that are manually designed by fraud analysts. They also mentioned that, 

on average, the systems apply around 300 distinct rules to approve a claim. These systems are overly 

simplistic, necessitating manual addition or modification of cases, and they are incapable of detecting 

implicit relationships. Furthermore, rule-based systems usually use outdated technology that is 

incapable of handling the real-time data streams required in the digital environment. 

According to a report by the Coalition Against Insurance Fraud (2016), 81% of insurance companies 

utilize automated methods to spot fraudulent claims. Red flags would be raised by these systems when 

a claim seemed strange or caused concern. When claims are made, there are several elements that 

might raise red flags. For instance, a claim could be filed soon after a change or increase in coverage, 

or the insured might ask their agent hypothetical questions concerning coverage in the case of a loss 

that is extremely like the one for which the claim is being filed. Moon et al. (2019) investigated the 

use of rule-based methods to evaluate various fraud detection scenarios. They discovered that these 

systems make use of manually created algorithms by fraud analysts. Since circumstances that fail to 

recognize the underlying linkages must be manually adjusted, rule-based systems are simple to 

implement. 

Owusu-Oware et al., (2018) investigated the application of biometric technologies in Ghana to 

prevent national health insurance fraud. They used an integrated system of social and technical 

systems to combat health insurance fraud, including online enrolment and verification of members at 

the point of receiving health services using biometrics, the use of e-claims as complementary 
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technologies, and utilizing physicians to evaluate service providers' claims as operational strategies. 

Their research revealed that the use of biometric membership enrolment online removed numerous 

identities while the use of biometric service delivery point verification reduced potential for 

fraudulent insurance claims. Like audit trails in information systems security, where user 

modifications to a database were recorded and used as proof for systems or forensic audit, the 

biometric verification kit generated a special health facility attendance code. The study demonstrated 

how claims for "ghost patients" might be filtered out by comparing provider claims to evidence 

attendance codes. The study also showed that the adoption of biometric technologies contributed to a 

decrease in patient billing fraud. 

According to the above study, adopting biometric technology had no appreciable impact on reducing 

fraud incidents in the insurance industry. Even when a possible fraudulent claim has been identified, 

sometimes the technologies available only allow for rudimentary analysis with poor accuracy, which 

prompts an insurance agent to launch a more thorough inquiry. As a result of the difficulties with 

human methods, insurers have begun to use machine learning methods. Additionally, because of 

information technology advancements, insurance fraud detection has been automated further with a 

combination of data mining, potent analytical algorithms, and expert expertise on the mined data to 

produce insightful information (Dull, 2014). Audit Command Language (ACL) data analytics and 

IDEA management are a few examples of the other technologies that insurance firms can employ to 

spot fraud (Moore, 2016). 

2.5 Insurance Fraud Detection using Machine Learning 

Researchers are primarily looking for novel, efficient, and effective strategies that can be used to 

predict and analyse claim content using deep learning and ML algorithms to identify between genuine 

and fraudulent insurance claims. Because of technological advancement on many scales, a range of 

new fraudulent behaviours have emerged. 

Burri et al. (2019) examined the performance of the NBU, NB, Multi-Layer Perceptron, J48, RT, RF 

and LMT machine learning algorithms to predict fraudulent claims. Despite various barriers to the 

adoption of machine learning to categorize claims and difficulties in its implementation, the 

researchers' research demonstrated how crucial it was for insurance companies to embrace machine 

learning technologies to detect fraudulent insurance claims. On the 1240 samples of the dataset, they 

applied 8 attributes or features. Additionally, they found that the LMT and Random Forest algorithms 

outperformed the other ones utilized during their investigation. All three metrics—precision, recall, 
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and F1 Score—were 100%. Precision, recall, and F1 Score were all at 81.6%, with Naïve Bayes 

Updatable and Naïve Bayes achieving the poorest results. In their study, they also noted the following 

challenges: Firstly, there was imbalance and a lack of representativeness in the training datasets, 

which led to bias. Secondly, insurers had trouble providing pertinent data for the development of 

machine learning algorithms. Thirdly, because funding requirements can change, it can be 

challenging to estimate advantages that machine learning could bring to a project. Lastly, the 

enormous data sets that the machine learning algorithms tapped into raised the security risk for 

insurers, leading to data leaks and security breaches that made insurers nervous. Unfortunately, in 

their study they did not address the noted challenges and did not reveal the features they used. 

Sunita Mall et al. (2018), created a system using 46,175 commercial vehicle claim data from an Indian 

motor insurance company to anticipate the behaviour of fraudulent customers. The model required 

finding important fraud triggers and predicting the likelihood of each claim being approved as well 

as rejected using the statistical techniques like LR and CHAID, which uses a decision tree approach. 

Utilizing the triggers found in an existing algorithm, the strategies were applied to forecast the 

fraudulent clients' behaviour. To extract features, they considered elements like the insurer's 

information, the type of vehicle, the vehicle's maximum tonnage, the insurance branch's code, the 

insured amount, the paid loss, the claim's specifics, the vehicle's age, etc. They discovered that, to 

classify fraudulent claims, Seats/Tonnage, No Claim Bonus, Type of Vehicle, Gross Written 

Premium, Sum Insured, Discounts, State Similarity, and Previous Insurance Details formed a 1% 

importance level, whereas Branch Code and Risk Types formed a 5% important level. Variables like 

the Channel code and Reporting delay were more important in generating fraudulent claims features, 

considerably assisting in the prediction of false claims, with a significance level of 10%. They 

concluded that while variables like Branch code, Type of vehicle, Seats/Tonnage, and Previous 

Insurance Details would be used to classify the likelihood of receiving a claim that is genuine, 

and variables like Branch code, Third Party Flag, State Similarity, Gross Written Premium, and 

Reporting Delay would be used to classify the likelihood of receiving a claim that is fraudulent. 

Dhieb et al. (2019) employed XGBoost technique to create a system that could recognize and 

categorize various types of motor vehicle insurance claims as genuine or fraudulent. They extracted 

relevant machine learning classification features using data cleaning, exploration, and extraction 

techniques, and then they evaluated the algorithm's performance using a range of metrics. Their 

classifier was trained, validated, and tested using a dataset of more than 64,000 claims divided into 

eight classes based on three categories of motor vehicle fraud claims: "Invalid kind of loss," "No 

premium but has claim," and "Fraudulent claim amount." They started by creating a fictitious dataset 
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to evaluate the effectiveness of the suggested fraud detector and classifier. Finally, they used 

accuracy, precision, recall, and F1-score measures to compare the performance of their proposed 

technique to those of other machine learning approaches such as k-nearest Neighbor, NB, and DT. 

XGBoost outscored the other machine learning methods considerably, with an accuracy of 99.25% 

as opposed to 86.99% for Decision Tree, 52.06% for Naïve Bayes, and 42.70% for K-Nearest 

Neighbor. Training and evaluation, however, took more time. Unfortunately, they did not reveal the 

features they used in their research. 

Machine learning-based fraud detection regarding credit cards was the subject of research by 

Awoyemi et al. (2017). In their discussion, they discovered that the constant change in the profiles of 

fraudulent and normal behaviour and the frequent unbalanced nature of the data sets used made fraud 

detection difficult. As a result, the dataset sampling, variable selection, and fraud detection 

techniques' effectiveness were all significantly impacted. The study investigated and evaluated the 

effectiveness of fraud detection strategies such as NB, k-nearest Neighbor, and LR. They assessed 

the performance of the three algorithms in terms of sensitivity, accuracy, specificity, and precision, 

as well as MCC and balanced cataloguing rate. They also utilized a hybrid sampling strategy to 

resolve the dataset's imbalance. Naïve Bayes performed the best, attaining an accuracy level of 

97.92%, while Logistic Regression and k-nearest Neighbor earned accuracy levels of 54.86% and 

97.69%, respectively. However, the researchers did not explore the idea of applying a feature 

selection approach. 

Gedela, B., and Karthikeyan, P. R. (2022) created a system that used the AdaBoost classifier to 

recognize fraudulent credit card transactions for each bank that issues credit cards. Researchers 

evaluated the proposed technique against NB, LR, ANN, and DT algorithms to determine its 

effectiveness. A training dataset with 2,27,845 transactions making up 80% of the dataset and a 

testing dataset with 56,962 transactions making up the remaining 20% were both used instead of the 

entire 2,84,807 transactions. The dataset contained 2,84,807 transactions, of which 492 were fraud 

transactions. Accuracy, sensitivity, specificity, precision, and f1-score metrics were generated to 

assess the performance of the algorithms. AdaBoost, NB, LR, ANN, and DT detection accuracy rates 

were 99.43%, 90.93%, 95.35%, 94.81%, and 94.81%, respectively. The f1-score of the AdaBoost 

algorithm was 99.48%. The qualitative analysis discovered that their proposed AdaBoost algorithm 

outperformed the NB, LR, ANN, and DT algorithms in detecting credit card fraud. 

In their study, Bauder et al. (2017) focused on detecting Medicare fraud by comparing four 

performance evaluation systems, including class imbalance reduction using the 80-20 under-sampling 
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and over-sampling methodologies, and hybrid, unsupervised, and supervised machine learning 

algorithms. They built their features based on the behaviour that known fraudulent and non-fraudulent 

providers exhibit, as well as the risk that is spread through geographic collocation, or shared 

addresses. Then, using the feature matching technique in the data processing and clean up exercise, 

they eliminated features that were not present over all five years of their study. Several factors were 

employed in the study, including the provider's unique provider identification number, the kind of 

medical provider, the provider's gender, and the fraud classifications from the dataset. They 

concluded that all machine learning techniques performed badly after employing the oversampling 

strategy and the supervised approaches outperformed unsupervised or hybrid approaches. The 

researchers also concluded that using Balanced Accuracy (BA) to evaluate the model's performance 

across all of the ML algorithms used was unreliable because it was unable to appropriately reflect the 

more accurate fluctuations observed in the other metrics. 

Subudhi, et al. (2018) developed a cutting-edge approach for identifying bogus claims in the field of 

vehicle insurance. They made use of a dataset that had one class attribute of legitimate and fraudulent 

labels in addition to 32 insurance-related variables. The dataset included 15,420 insurance claims that 

were made in the United States during 1994 and 1996. The dataset contained 14,497 legitimate claims 

and 923 fraudulent claims, resulting in an imbalance of 94% to 6%. The researchers used ADASYN 

to address the data imbalance on minority class occurrences (fraudulent claims). By raising the 

number of occurrences in the false claims class to 12,230, a virtually balanced data set was produced. 

The study used 10-fold cross validation to test the effectiveness of the classifiers after separating 

anomalous data from regular records using machine learning techniques such as SVM, DT, and MLP. 

The three algorithms' accuracy, specificity, and sensitivity were evaluated using both balanced and 

imbalanced datasets (after applying ADASYN). Multi-Layer Perceptron and Decision Tree classifiers 

both performed poorly on the skewed dataset; however, Support Vector Machine performance was 

not much affected. On the balanced dataset, decision trees and support vector machines both 

generated successful classification outcomes. 

To identifying fraudulent auto insurance claims, Wang et al. (2018) developed a deep learning 

method that made use of text analytics and the LDA technique. The LDA technique was used in their 

analysis to extract text features from text images of an accident while concealing accident text 

descriptions that were present in the claims. The data that was acquired, which included text and 

conventional numeric features, was then used to train the deep neural networks. The results showed 

that neural networks outperformed SVM and RF when it came to identifying fraudulent vehicle 

insurance claims. 
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Finally, Randhawa et al. (2018) used machine learning approaches to develop a system for detecting 

credit card fraud. In addition to a publicly available credit card dataset, a real-world credit card dataset 

from a financial institution was examined. They began by investigating prominent credit card fraud 

detection algorithms such as RF, SVM, and LR. The algorithms' performance was evaluated using 

data under-sampling, and RF outperformed SVM and LR. They then used hybrid methods such as 

AdaBoost and majority voting algorithms. The MCC metric was chosen as a performance indicator 

because it considers both genuine and false positive and negative outcomes. With an MCC score of 

0.823, the majority voting algorithm performed the best. Noise ranging from 10% to 30% was injected 

into the data samples used to evaluate the hybrid models to test their robustness. The majority voting 

technique produced the best MCC score of 0.942 for a 30% increase in noise. This has demonstrated 

that the majority voting method performs effectively in noisy environments and has high accuracy 

rates for detecting credit card fraud. 

2.6 Machine Learning Classifiers for Vehicle Insurance Fraud Detection 

A machine learning classifier, according to Tang et al. (2016), is an algorithm that categorizes data 

automatically into one or more sets of categories. The provided data is used to train the classifiers to 

the necessary level of accuracy. They went on to explain that implementing machine learning involves 

approximately transferring a mapping function (f) from discrete input variables (X) to output 

variables (Y). Burri et al, (2019), described machine learning classification as a process where 

machine learning algorithms are needed to learn how to categorize input samples from a problem 

area. This study examined the following machine learning classification algorithms: XGBoost, 

AdaBoost, SVM, NB, RF, ANN, DT, and LR to ascertain how effectively and efficiently fraudulent 

vehicle insurance claims can be identified. 

2.6.1 Naïve Bayes (NB) Classifier 

Under the straightforward premise that a probabilistic machine learning model's attributes are 

conditionally independent, the NB method is implemented on the Bayes' theorem (Tang et al., 2016). 

According to Lewis (1998) and Tang et al. (2016), NB is a straightforward algorithm to develop and 

performs best when there are classification features that are unrelated to one another. The Naïve Bayes 

algorithm was used by Bhavna and Sheetal (2019) in their work to identify vehicle insurance fraud. 

According to them, the method was simple to use, quick to detect fraud, required less training data, 

and was highly scalable. According to their investigation, the algorithm provided excellent accuracy 

levels of 89.6% with a short execution time.  
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2.6.2 Decision Tree (DT) Classifier 

According to Asiri (2018), the Decision Tree approach generates classification or regression models 

that are visualized as flowcharts. The methodology employs an if-else structure to train the rules from 

the dataset before creating a tree structure. The DT algorithm's tree represents each rule as a node, 

each leaf corresponds to a class, and the rules are learned one at a time using the training data. The 

DT algorithms are used to regulate the construction of decision trees by selecting the best 

discriminatory splitting rule at each non-terminal node and limiting the number of terminal nodes in 

the DT (Gepp, et al., 2012). By creating too many branches in the decision tree classifier, over-fitting 

can be easily accomplished, and abnormalities may also be reflected, leading to very poor 

performance on the unseen data. Gepp et al. (2012) used a real-world car insurance fraud dataset from 

the United States to give a comparative examination of fraud prediction. They compared decision 

trees, survival analyses, and artificial neural networks (ANNs) as part of their study. Because it 

generates the "if-then" rules, they concluded that the DT classifier was the best computational data 

mining tool for identifying fraud in the insurance industry because the classifier was 75.7% accurate 

in predicting if a claim was false. 

2.6.3 Logistic Regression (LR) Classifier 

This is a supervised machine learning method that builds a prediction model for a binary response 

variable using specified judgments (Jason, 2016). The maximum-likelihood estimation approach and 

the cause-and-effect relationship are used by the classifier to estimate the training data. The pre-

processing stages are applied to manage filthy data to guarantee a high degree of detection accuracy. 

In their study, Moon et al. (2019) used the logistic regression algorithm to carry out a variable 

importance ranking procedure using the 10-fold cross-validation technique across 20 iterations. The 

learning set was divided into 10 segments, which were then split into nine segments for the training 

set and one segment for the logistic regression model's validation set at random. The 10-fold CV was 

repeated 20 times, and the variable selection approach for each model was stepwise selection, yielding 

200 logistic regression models. The model's accuracy was 87.1%, with a sensitivity/specificity 

imbalance of 62.4%/93.1%. Additionally, Wilson (2009) used a logistic regression classifier in his 

research to find fraud in the automotive insurance industry. With a focus on both legitimate and 

fraudulent claims data, he examined in his model the various circumstances and strategies employed 

by insured individuals to cheat insurance firms. At 59.2% accuracy, the model predicted whether new 
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claims would be marked as false. Additionally, the model anticipated that legitimate claims would be 

81.6%, with an overall projection of 70.4%. 

2.6.4 Random Forest (RF) Classifier 

RF classifier is a classification and regression supervised machine learning technique. It uses the 

divide-and-conquer approach to create decision trees on randomly selected data samples, and when 

each tree produces a forecast, the best alternative is picked via voting (Breiman, 2007). The classifier 

passes through four stages to perform optimally: It randomly takes samples from a specified dataset, 

builds a decision tree from that sample, and outputs a prediction result for each decision tree. Finally, 

as shown in figure 1, each anticipated outcome is given a vote, and the final prediction is determined 

based on the forecast result that receives the most votes. 

 
Figure 1: Random Forest Classifier Stages. 

DeBarr and Wechsler (2013) used a dataset from the auto insurance industry to demonstrate how a 

RF classifier can be used to identify fraud. In their study, they employed ensemble learning to account 

for different data distributions and original and reputation variables to describe insurance claims. For 

both the original characteristics and the reputation features in each Random Forest model, they built 

a total of 2,000 decision trees using the balanced stratified random sampling method. They examined 

the efficacy of the model based on the Area Under the Receiver Operating Characteristic (ROC) 

Curve (AUC), precision, recall, and F1 Score measures, with cost savings serving as the primary 

metric. The RF classifier attained ROC/AUC scores of 82.0% based on the reputation features 

approach, as opposed to 73.8% for the original features approach. 
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2.6.5 Support Vector Machine (SVM) Classifier 

This is a supervised machine learning approach that can be employed for classification as well as 

regression. To categorize high-dimensional data, the classifier employs hyperplanes. A hyperplane is 

a subspace that has one dimension less than the feature space. When a data point is plotted in an n-

dimensional space (where n is the number of features), it is assumed that the input data can be linearly 

separated in a geometric space, with the value of each feature being the value of a specific coordinate 

(Joachims, 2001). The adaptive synthetic sampling method was used by Charles et al. (2020) to 

reduce imbalances in the dataset and identify fraudulent motor insurance claims. They subsequently 

classified the claim instances using the SVM classifier, and they contrasted the unbalanced datasets 

with alternative approaches. The model provided up to 93% accuracy. 

2.6.6 Adaptive Boosting (AdaBoost) Classifier 

AdaBoost, which stands for Adaptive Boosting, is a is an ensemble learning classifier that is used in 

conjunction with other classifiers to improve their performance for binary classification. The training 

error is reduced by giving a weak classifier with a high accuracy additional weight by passing a 

coefficient. The MCC measure is used by the classifier to assess the problem's quality. A value of +1 

denotes a flawless prediction, whereas a result of -1 denotes complete disagreement. The outputs are 

combined using a weighted sum, which represents the combined output of the boosted classifier 

(Randhawa et al., 2019). The three most important variables in this classifier are the number of 

estimators, the base estimator, and the learning rate. The number of estimators indicates how many 

weak learners must be trained. The base estimator, a weak learner, is used to train the model. 

AdaBoost modifies the weak learners' weights based on their learning rate in favour of incorrectly 

categorized data samples. Despite its vulnerability to noise and outliers, AdaBoost can improve the 

specific outcomes of various approaches if the classifier performance is not random. 

Mishra (2021) employed the AdaBoost classifier to detect fraud utilizing data from a large data 

mining and fraud detection research collaboration between Worldline and the Machine Learning 

group of the Universite Libre de Bruxelles. The dataset contained the timing and number of 

transactions done by European cardholders. In his investigation, he used random forest as the basis 

estimator. He emphasized that there were various numbers of estimators for each observation. 

Utilizing 200 estimators and a learning rate of 0.01, the classifier had an accuracy rate of 92.48%. 

While the learning rate does not greatly affect the AdaBoost Classifier's accuracy, he concluded that 

it does improve the model's stability. 



   17 

2.6.7 Extreme Gradient Boosting (XGBoost) Classifier 

XGBoost is an ensemble learning technique that use Gradient Boosted decision trees to improve 

model speed and performance. It produces a forecast by combining the results of previous learners. 

To create decision trees sequentially, all independent variables are assigned weights before being fed 

into the decision tree to forecast results. The variables are then fed into the second decision tree, 

which has a higher weight for variables predicted wrongly by the first tree. These several 

classifiers/predictors are then integrated to form a strong and accurate model. It can be used to handle 

problems including regression, classification, ranking, and custom prediction (Dimitrakopoulos et al., 

2018). 

To obtain correct fraud insurance claims quickly, Shah et al. (2021) created an automated fraud 

detection application framework based on the XGBoost classifier. To clean, validate, and extract the 

pertinent features from the dataset, data analysis techniques such as, data insertion, clustering, data 

pre-processing, and data validation are utilized. They also used other machine learning classifiers and 

determined that the XGBoost classifier outperformed LR, SVM, and RF with the best precision 

accuracy (94%), based on precision, recall, F1-score, and ROC Area metrics. 

2.6.8 Artificial Neural Networks (ANN) Algorithm 

ANNs are a deep learning concept based on human brain with the interconnection of neurons being 

the same as the interconnection of nodes in an artificial neural network. With the use of many 

computational layers, this approach uses cognitive computing to create machines that can self-learn 

to perform data mining, pattern identification of authorized behaviour, and natural language 

processing (Graupe, 2016). ANNs may distinguish between fraudulent and genuine transactions more 

precisely than other machine learning algorithms during the data training process because they use 

cognitive computing and learn from patterns of authorized behaviour. As a result, ANNs digest data 

faster and operate in real time. 

A neural network-based method incorporating information from millions of claims records with more 

than 20 variables was proposed by Jalali (2020). Among the variables used were factors relating to 

the individual, such as age, age at claim, and gender. Claims characteristics included claims history 

(many claims), minor or major claims, minor or major claims via one or more products, and claim 

amount. Claims characteristics also included information about the hospital, such as the reason for 

admission, the length of stay, and institution's state. They used three distinct algorithms – GLM, 
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GBM, and ANNs—to evaluate their model to the best-performing model. The test results showed that 

the GBM model did not perform satisfactorily since the GLM model could only identify 26% of the 

false claims and was unable to correctly identify any fraudulent claims. The ANN beat the other two 

algorithms, identifying about 53% of the fraudulent claims. 

2.7 Research Gap 

A comprehensive amount of work has been done to develop fraud detection systems within the 

insurance industry, and several researchers have sought to advance numerous studies that address the 

problem of predicting fraud, according to the literature review. Due to the sensitivity and privacy of 

the data some Kenyan insurance companies possess, they only have access to the dataset for 

themselves. As a result, it is challenging to analyse, develop, and test machine learning algorithms in 

the field of vehicle insurance, which focuses on the fraudulent claims made to them. To address the 

problem of fraudulent claims using machine learning algorithms and build a dataset from the 

insurance firms, research is therefore required that largely focuses on the Kenyan vehicle insurance 

industry. From the research previously mentioned, it was seen that Burri et al. (2019), Dhieb et al. 

(2019), and Ayowemi et al. (2017) did not disclose the features they employed in their investigations. 

2.8 Proposed System Description 

The goal of this project is to detect fraudulent vehicle insurance claims as soon as they are submitted 

and before they are processed by the insurance company. Eight machine learning classifiers, including 

XGBoost, AdaBoost, SVM, NB, RF, ANN, DT, and LR, were trained using features taken from the 

acquired dataset to achieve the suggested solution. These classifiers were selected based on relevant 

research that showed encouraging outcomes when tested for accuracy. The classification outcomes 

from the eight classifiers were analysed and assessed to choose the best-performing and most accurate 

algorithm to use in the development of a system that can recognize and classify vehicle insurance 

claims as either legitimate or fraudulent. 

Based on the characteristics of a vehicle insurance policy, a model for the identification of fraudulent 

vehicle insurance claims was created, and its performance and prediction accuracy assessed using 

training and testing datasets. Our input variables were divided into insurance policy details and 

insurance claim details to match the target fraudulent status of the vehicle insurance claims. Some of 

the details captured to meet the two variables were the name of customer, sex, age of policy holder 

vehicle category, vehicle make, age of the vehicle, sum insured, the insurance cover details, policy 
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start and end date, date the claim was logged, the date of when the incident occurred, place the 

incident occurred, police report etc. Figure 2 shows the proposed model diagram for unbalanced and 

balanced datasets and figure 3 shows the proposed machine learning-powered web-based system for 

detecting fraudulent vehicle claims. 

 
Figure 2: Proposed Model Diagram with Unbalanced and Balanced Datasets. 

 
Figure 3: Proposed Machine Learning-Powered Web-Based System. 
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CHAPTER 3: RESEARCH METHODOLOGY 

The research on using machine learning classifiers to identify fraudulent vehicle insurance claims is 

the primary focus of this chapter. The CRISP-DM methodology, data collection and analysis, model 

creation, and model evaluation metrics are all covered. 

3.1 Introduction 

The fundamental goal of the research is to achieve the objectives outlined in the introduction section. 

Before developing the machine learning model, the claims content was analysed to identify relevant 

features. Vehicle insurance data was collected as part of the research process to better comprehend 

the data structure and extract the necessary features to train the machine learning classifiers. To satisfy 

the study's objectives, the best-performing and most accurate machine learning classifier that can 

predict and categorize vehicle insurance claims as genuine or fraudulent was discovered utilizing the 

CRISP-DM methodology. 

3.2 CRISP-DM Methodology 

The CRISP-DM methodology was employed for this study due of its widespread use in data analysis 

and mining, flexibility, and extensive backtracking. CRISP-DM, is a 1966 invention that organizes, 

plans, and executes data mining (machine learning) operations (Rodrigues, 2020). It is a process 

model that outlines the normal project phases, tasks connected to each phase, and relationships 

between these tasks while also providing an overview of the data mining life cycle. The technique is 

used to conceive a data mining project and consists of six successive steps. Depending on the 

requirements of the developers, iterations might be introduced. The phases are as follows and as 

depicted by figure 4 below: 

1. Business Understanding – What does the business need? 

2. Data Understanding – What data do we have / need? Is it clean? 

3. Data Preparation – How do we organize the data for modelling? 

4. Modelling – What modelling techniques should we apply? 

5. Evaluation – Which model best meets the business objectives? 

6. Deployment – How results accessed? 
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Figure 4: CRISP-DM Methodology Diagram 

3.2.1 Business Understanding 

Both primary and secondary sources were employed in this phase to comprehend the issue of 

fraudulent vehicle insurance claims. As secondary sources, we used books, journals, regional and 

worldwide online papers on machine learning with a focus on detecting insurance claims fraud. The 

researcher concentrated on the study's goals and objectives, which are related to fraudulent activity 

committed in connection with vehicle insurance claims. This made it easier to choose the best 

methods for gathering data and conducting the research. We obtained a motor vehicle insurance 

proposal form and a motor vehicle insurance claim form from Britam Insurance Company to better 

comprehend the important information gathered and acquired by insurance firms, as indicated in 

appendices 3 and 4, respectively. In the area of vehicle insurance, there has been an upsurge in 

fraudulent insurance claims, which has resulted in large financial losses. Therefore, a system that can 

identify fraudulent insurance claims in real time is needed for the vehicle insurance sector. 

3.2.2 Data Understanding 

In this step, we started by obtaining relevant data for the study, then familiarized ourselves with the 

data, assessed its quality, gained a fundamental understanding of the data, and extracted variables 

from the dataset to aid in the model construction. By contacting Britam Insurance Kenya, Co-

operative Insurance Company (CIC), Jubilee Car Insurance, APA Car Insurance, and Heritage 

Insurance Company, we attempted to gather a dataset focusing on Kenyan insurance providers for 

this study. Unfortunately, were unable to secure a dataset owing to the sensitive nature and privacy 
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of the information it included. However, as can be seen in the excerpt in figure 5 below, we obtained 

an online CSV file on vehicle insurance claims dataset from Kaggle (2018).  

 
Figure 5: Vehicle Insurance Claims CSV File Extract. 

The dataset was distributed with data representing about 247 fraudulent claims, which made up 24.7% 

of the data, and 753 genuine claims, which made up 75.3% of the data, as seen in the bar graph in 

figure 6 below. 

 
Figure 6: Vehicle Insurance Claims Distribution. 

A total of 1000 rows and 39 columns made up the dataset, which also included the following input 

variables as denoted in figure 7 below: age, policy_number, policy_bind_date, policy_state, 

policy_deductible, policy_annual_premium, months_as_customer_insured, zip_code, insured_sex, 

insured_level_of_education, insured_job, insured_pastimes, insured_relationship, 

covered_capital_gains, insured_capital_loss, occurrence_date, occurrence_type, collision_type, 
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incident_severity, authorities_contacted, occurrence_state, occurrence_city, occurrence_location, 

occurrence_hour_of_the_day, vehicle_make, vehicle_model, witnesses, occurrence_bodily_injuries, 

occurrence_number_of_vehicles_involved, ,occurrence_police_report_available, 

occurrence_total_claim_amount, occurrence_property_damage, vehicle_year_of_manufacture and 

label to denote a claim as either genuine or fraudulent. Some of the input variables were later used to 

generate the features that were used to train the eight models used in this study, while others were 

eliminated for failing to reach the predetermined threshold. 

 
Figure 7: Dataset Columns Showing Input Variables 

The dataset characteristics are summarized in table 1 below. 

Number of Claims 1000 

Number of Attributes  39 

Categorical Attributes  24 
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Genuine Claims 753 

Fraudulent Claims 247 

Fraudulent Claims Incidence Rate 24.7% 

Table 1: Dataset Features 

The extracted dataset was also not entirely clean because several input variables had null values, as 

can be seen in figure 8 below, where collision_type variable was missing 178 values, 

property_damage was missing 360 values, and police_report_available variable was missing 343 

values. However, no missing values were found in the data for the other input variables. 

 
Figure 8: Dataset Columns Showing Null Values 
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3.2.3 Data Preparation 

Because the dataset was acquired in raw format, pre-processing was required to generate high-quality 

features that would be presented to the ML classifiers. To analyse and choose quality features, this 

study employs a classical exploratory approach to data analysis. For machine learning to produce 

accurate and insightful results, data pre-processing is a crucial step. The reliability of the outcomes is 

inversely correlated with data quality. Real-world datasets are imperfect, inconsistent, and noisy in 

nature. Data pre-processing improves the data quality by addressing the gaps in the data, reducing 

noise, and addressing inconsistencies. Data preparation, according to Pandey (2019), entails cleaning, 

integrating, transforming, and reducing data to eliminate any duplicate or irrelevant data, leaving just 

the bits that provide valuable information to aid in establishing an efficient and effective 

classification. The stages in the procedure are as follows: 

i. Data cleaning which aims to remove outliers from the dataset and impute missing values. 

ii. Application of data transformation techniques like normalization. For instance, normalization 

may increase the precision and effectiveness of distance-based mining algorithms. 

iii. Data integration, which combines data from several sources into one data warehouse. 

iv. Data reduction, which involves removing redundant features from the data to lower its size. 

Techniques for feature extraction and feature selection can be used. 

3.2.3.1 Data Clean-up 
The data preparation process stated by checking for duplicate records and missing values. The missing 

values were then replaced with specified values using the fillna() python method in the dataset. Figure 

9 below demonstrates the checking of duplicate and null values and replacement of null values with 

specifies values. 

  

Figure 9: Checking and Filling Null Values 

The dependent variable, fraud reported, was used as the starting point for exploratory data analysis. 

Heatmaps were created for variables with at least a 0.3 Pearson's correlation coefficient, including 
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the dependent variable, to better visualize the input variables within the dataset, aid in directing 

attention to areas of data visualizations that matter the most, and examine the relationships between 

them. The Pearson's correlation coefficient, which measures the linear relationship between two sets 

of data, is the ratio of the standard deviations of two continuous variables. Because the result is always 

between -1 and 1, it is effectively a normalized measurement of covariance (Statistics Solutions, 

2022). 

The heatmap analysis in figure 10 below demonstrates a strong correlation between 

month_as_customer and age, with a correlation of 0.92. This is most likely because people get vehicle 

insurance when they own a car, and because the time measure simply increases with age, therefore 

the "age" variable was dropped. The total_claim variable was also dropped because it was discovered 

that there was a strong correlation between the total_claim_amount, injury_claim, property_claim, 

and vehicle_claim variables. Additionally, to avoid redundancy, several of the data variables with 

high correlation were dropped. Afterwards, it was noticed there seemed not to be any multicollinearity 

issues, other from the possibility that all the claims are correlated and the total claims have been 

considered. On the other hand, the other claims offer a level of granularity that is not otherwise 

covered by total claims. As a result, these variables were retained. 

  
Figure 10: Correlation Heatmap Among Data Variables 
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Additional analysis was performed on the remaining data variables by identifying the unique values 

to obtain the reputable features to be utilized for classification, in addition to employing 

multicollinearity to eliminate some features as indicated on the heatmap in figure 10 above. A feature 

was eliminated if it had many unique values because there wasn't anything to be learned from 

them. Figure 11 below illustrates the number of unique values present in the remaining data variables. 

As a result, the following features were removed: policy_number, policy_bind_date, policy_state, 

insured_zip, incident_location, incident_date, incident_state, incident_city, insured_hobbies, 

auto_make, auto_model and auto_year. 

 
Figure 11: Unique Values Present in the Data Variables 
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3.2.3.2 Data Transformation 

Data was transformed into formats that machine learning classifiers could interpret. For instance, text 

values must be converted into integer values since machine learning classifiers cannot interpret text 

values. We converted the categorical data into integer format to enable categorical data encoding, 

which enables categorical values to be fed into different models. This improved the predictions of our 

models. For the models to use the data with converted categorical values to produce and enhance the 

predictions, Verma (2021) defines categorical data encoding as the process of turning categorical data 

into integer format. He continued by defining categorical data as information that has been obtained 

and is organized into groups and has a limited number of possible values. The dataset's categorical 

data was extracted for conversion, and each column's unique values printed. Policy_csl, insured_sex, 

insured_education_level, insured_occupation, insured_relationship, incident_type, collision_type, 

incident_severity, authorities_contacted, property_damage, and police_report_available were the 

columns extracted. Figure 12 and 13 displays the unique values of the retrieved categorical data 

columns and the converted categorical data into integer format respectively. 

 
Figure 12: Categorical Data Columns Unique Values 
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Figure 13: Converted Categorical Data Columns into Integer Values 

3.2.3.3 Data Integration 

To create the final dataset that would be utilized for both training and testing the various models, the 

columns that included numerical values were also extracted and combined with the converted 

numerical values from the categorical data. Figure 14 displays the distribution plot to show the 

variation in the final dataset's data distribution. 
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Figure 14: Final Dataset Data Distribution Plot 
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3.2.3.4 Feature Selection 

We performed an analysis on the data to identify anomalies and outliers before splitting the dataset 

into training and testing sets. As a result, we scaled the numerical columns that had the outliers and 

deemed the data suitable for training. According to Tang et al. (2016), an outlier is an observation 

that deviates significantly from other values in a sample drawn at random from a population, almost 

as if the data were produced differently, or the potential for a data collecting error. The Inter Quantile 

Range (IQR) was utilized in this study to identify outliers. According to Tang et al. (2016), when 

values are sorted from lowest to highest, the IQR describes the median 50% of those values as shown 

in figure 15 below. The median (middle value) of the lower and upper half of the data is found first 

before calculating the IQR. These numbers are in the first quartile (Q1) and third quartile (Q3). The 

difference between Q3 and Q1 is the IQR. Some numerical columns were found to contain outliers; 

thus, scaling was applied to them. 

 

Figure 15: Inter Quantile Range Calculation Graph 

The remaining dataset also included several attributes derived from the two variables that were 

identified for this study, such as information about insurance policies and information about insurance 

claims that matched the targeted level of fraud in the vehicle insurance claims. The following features 

as shown in figure 16 below were maintained for machine learning models classification as they 

satisfied the two variables identified for this study: months_as_customer, policy_csl, 

policy_deductable, policy_annual_premium, umbrella_limit, insured_sex, insured_education_level, 

insured_occupation, insured_relationship, capital-gains, property_damage, bodily_injuries,  

witnesses, incident_hour_of_the_day, number_of_vehicles_involved, injury_claim, property_claim, 

vehicle_claim and fraud_reported. 
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Figure 16: Features Maintained for Classification 

3.2.4 Modelling 

For this study, eight models - XGBoost, AdaBoost, SVM, NB, RF, ANN, DT, and LR - were trained 

and tested to identify the algorithm that performed the best with unbalanced and balanced datasets. 

The eight models were selected based on prior research that produced promising results when 

accuracy tests were conducted. The claims dataset was split into two parts: 20% for testing the 

classifier's prediction and 80% for training the classifiers. To ascertain which classifier performed the 

best, the accuracy of the results for each classifier employed was obtained. 

After using the unbalanced dataset to train and test the classifiers, the dataset was then split into 

genuine and fraudulent class samples and the majority and minority class instances in the dataset were 

then identified. The classifiers were then put to the test in the process of balancing the data using the 

oversampling with SMOTE method. Subudhi et al. (2018) found that SMOTE chooses a point at 

random from the minority class to find its k-nearest neighbours. The synthetic points are inserted 

between the chosen point and its neighbours. Data was again divided into training and testing sets at 

80% and 20%, respectively, after the data had been balanced. 

To maximize the utilization of the data available for both training and testing the models, the K-Fold 

Cross Validation technique was employed to train all the classifiers. K-Fold Cross Validation is a 

statistical method for evaluating machine learning models that divides a given dataset into K folds, 

each of which serves as a testing set at some point. The K-Fold cross-validation technique yields less 

biased models because every data point from the original dataset appears in both the training and 

testing sets (Krishni, 2018). The dataset used in this study was divided into 10-fold cross validation 

(K=10) to fine-tune our models, with the first fold used in the first iteration for testing the models and 

the remaining folds for training them. The second fold functioned as the testing set in this iteration, 

while the remaining folds served as the training set. This procedure was repeated until all 10 folds 

were utilized as the testing set. 



   33 

3.2.4.1 Experiment Environment 

The study employed Google Colaboratory Notebook, popularly known as Colab, for modeling 

purposes (Google Inc., 2017). The Google notebook provides simple data sharing, allowing 

programmers to write and run Python in their browsers with no setup fees and free Graphics 

Processing Unit (GPU) access. 

3.2.5 Evaluation 

After all the classifiers had been trained with both balanced and unbalanced datasets, the model's 

performances were evaluated using the test data to see if they could categorize claims as genuine or 

fraudulent. An analysis of the performance categorization indicators was done in this study to gauge 

the model’s efficiency and effectiveness, as well as establish their risk threshold. Confusion matrix, 

classification accuracy, classification report based on recall, precision, and F-1 score were the metrics 

employed. This found which classifier had the best levels of prediction performance and classification 

accuracy. 

3.2.5.1 Confusion Matrix 

A confusion matrix, according to Parab (2020), is a performance classification metric used to assess 

a machine learning algorithm's performance based on target classes. To determine the classification 

metrics above, the following values were first computed using a confusion matrix: 

 True Positives (TP) – The amount of fraudulent vehicle insurance claims that were discovered. 

 False Negatives (FN) - The amount of fraudulent vehicle insurance claims that went 

undiscovered. 

 False Positives (FP) - The number of genuine vehicle insurance claims that were incorrectly 

categorized as fraudulent. 

 True Negative (TN) - The proportion of genuine vehicle insurance claims that were not 

flagged as fraudulent. 

3.2.5.2 Accuracy 
According to Parab (2020), accuracy is the proportion of accurately predicted observations (True 

Positives) to all the input observations (sum of True Positives, False Positives, False Negatives, True 

Negatives). 
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𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇)

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹)
 

3.2.5.3 Precision 
A measure of precision is the proportion of accurately predicted positive samples (also known as True 

Positives) to the total number of predicted positive samples (sum of True Positives and False 

Positives) (Parab, 2020). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (𝑇𝑇𝑇𝑇)

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 (𝑇𝑇𝑇𝑇) + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝐹𝐹𝐹𝐹)
 

3.2.5.4 Recall 
This is the proportion of correctly predicted positive samples (True Positives) to all samples in the 

actual class (sum of True Positives and False Negatives). 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 (𝑇𝑇𝑇𝑇)

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 (𝑇𝑇𝑇𝑇) + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(𝐹𝐹𝐹𝐹)
 

3.2.5.5 F-1 Score  
F1 Score is the weighted average between precision and recall. The formula used to compute it is: 

𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
2 ∗ (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)

(𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)
 

3.2.6 Deployment 

An effective, novel system, based on the machine learning classifier with the highest levels of 

prediction performance and classification accuracy was developed to identify fraudulent vehicle 

insurance claims.  The long-term profitability and consumer satisfaction of insurance businesses will 

benefit greatly from this. 
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CHAPTER 4: RESULTS AND DISCUSSIONS 

4.1 Introduction 

The key goal of this chapter is to present the research findings and to investigate how machine 

learning algorithms can leverage features extracted from vehicle insurance claim datasets to aid in 

the identification of fraudulent vehicle insurance claims with both balanced and imbalanced datasets. 

The best fraudulent detection results were determined via a comparative investigation of eight 

classification models, namely XGBoost, AdaBoost, SVM, NB, RF, ANN, DT, and LR. 

4.2 Data Exploratory Analysis  

We were unable to acquire a dataset on vehicle insurance claims after contacting a few Kenyan 

insurance companies due to the private and sensitive nature of the data it included. As a result, we 

collected data for this study from Kaggle (2018). 1,000 vehicle insurance claims made up the dataset, 

of which genuine claims made up 75.3% of the data and fraudulent claims made up 24.7% of the data. 

The dataset was unbalanced since it was heavily skewed in favour of genuine claims. By using a 

heatmap to examine for correlations between the data variables, exploratory data analysis was 

performed on the dependent and independent variables. This aided in cleaning up the dataset by 

getting rid of the variables that had a high degree of association with one another. The unnecessary 

features were dropped after the data exploratory analysis. The dataset also contained ccategorical data 

that was transformed into integer format to create features formats the machine learning classifiers 

could interpret hence improve the predictions of our models. 

4.3 Machine Learning Classifier’s Evaluation 

An analysis of the following machine learning classification classifiers - XGBoost, AdaBoost, SVM, 

NB, RF, ANN, DT, and LR - was performed to assess how effectively and efficiently fraudulent 

vehicle insurance claims might be discovered. Using both unbalanced and balanced datasets, the 

classifiers were trained and evaluated to determine which model performed the best. AdaBoost and 

XGBoost classifiers were seen to execute considerably slow during training with balanced dataset, 

lasting approximately 2 minutes and 10 seconds, compared to the other models, which executed 

quickly, taking less than 7 seconds on average. AdaBoost and XGBoost similarly took a while to run 

on an unbalanced dataset, lasting about 1 minute, 35 seconds. 
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4.4 Performance Evaluation and Results 

For the purposes of this study, eight classification models were constructed and trained using the 

selected features and a dataset divided into 80% for training and 20% for testing the classifiers. 

Following the training of all classifiers, the model's performance was evaluated, and the classification 

report of each classifier was calculated based on accuracy, recall, precision, and F-1 score to 

determine which classifier performed the best. 

A confusion matrix is a classification performance indicator that is used to assess the effectiveness of 

a machine learning algorithm based on target classes. It is formed by generating TP, which are 

correctly classified positive claims, TN, which are correctly classified negative claims, FP, which are 

correctly classified negative claims but are positive claims, and FN, which are correctly classified 

negative claims but are positive claims. We further evaluated the confusion matrices for the 

imbalanced and balanced datasets to better comprehend the data results. 

We also investigated other variables including as precision, recall, F1 score, and accuracy to acquire 

a deeper understanding of the effectiveness of our models. Precision is the percentage of class 

members among all those who were expected to be class members who were accurately identified. 

Recall is the percentage of all members of a class who were correctly predicted to be a member of 

that class. F1 score is a measure that combines recall and precision into a single metric. If precision 

and recall are both high, the F1 score will be high. Finally, accuracy of the models describes how 

well they performed and is calculated as the ratio of correct predictions to total predictions. 

The results are shown in tables 2 and 3 below. 

Classifier TPs FPs TNs FNs Precision Recall F1 Score Accuracy 
SVM  45 115 36 4 0.28       0.92       0.43 0.685 
Naïve Bayes  13 27 121 39 0.33       0.25       0.28 0.680 
Logistic Regression 49 137 14 0 0.26       1.00       0.41 0.260 
Decision Tree 32 38 110 20 0.46       0.62       0.52 0.635 
Random Forest 24 14 134 28 0.63       0.46       0.53 0.735 
AdaBoost 36 20 128 16 0.64       0.69       0.67 0.845 
XGBoost 36 20 128 16 0.64       0.69       0.67 0.845 
ANN 0 0 158 42 0.0 0.0 0.0 0.765 

Table 2: Unbalanced Dataset Evaluation Report  

The results in the confusion matrix above show that ANN performed best with unbalanced data since 

it had the highest percentage of true negatives in comparison to other classifiers. Random Forest 
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followed ANN closely, then followed by AdaBoost and XGBoost. Because it had the lowest 

percentage of true negatives and achieved the highest numbers of false positives, indicating that the 

classifier misclassified the fraudulent claims as genuine claims among the classifiers, the confusion 

matrix also showed that the Logistic Regression classifier performed poorly. As fraudulent claims 

were intrinsically unbalanced in the dataset used for this study, this suggests that AdaBoost, XGBoost 

and ANN performs well while Logistic Regression performs poorly on unbalanced data. 

The models displayed different levels of performance on the input dataset, as can be seen from the 

findings in table 2 above. The F1 score was also used to rate the models according to how well they 

performed. The AdaBoost classifier was found to be superior to the other models by having the 

highest F1 score. 

The AdaBoost and XGBoost classifiers performed the best out of all the classifiers with unbalanced 

data, achieving an accuracy rate of 84.5%, according to the results of the classification accuracy 

performance tests conducted on the eight classifiers. ANN classifier came in second at 76.5%. 

Accuracy rates of 73.5%, 68.5%, 68.0% and 63.5% were attained by Random Forest, SVM, Naïve 

Bayes and Decision Tree respectively. Logistic Regression came a distance last with an accuracy rate 

of 26.0% indicating it was not a good classifier to detect fraudulent insurance claims. 

The dataset was then balanced using the oversampling with SMOTE method and all the classifiers 

retrained and retested, and results are shown in table 3 below. 

Classifier TPs FPs TNs FNs Precision Recall F1 Score Accuracy 

SVM  40 32 124 106 0.58         0.73     0.64   0.513 

Naïve Bayes  36 36 119 111 0.50       0.24       0.33 0.513 

Logistic Regression 146 147 8 1 0.50           0.99 0.66 0.510 

Decision Tree 82 45 110 65 0.65      0.56       0.60 0.636 

Random Forest 110 46 138 37 0.87       0.75       0.80   0.821 

AdaBoost 126 19 136 21 0.87       0.86       0.86 0.868 

XGBoost 126 19 136 21 0.87       0.86       0.86 0.868 

ANN 147 155 0 0 0.49       1.00       0.65 0.487 

Table 3: Balanced Dataset Evaluation Report 

Results on balanced data from the above confusion matrix revealed that ANN scored poorly because 

there were no true negative values, which indicated that they had completely failed to identify any 
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fraudulent claims. The AdaBoost, XGBoost, and Random Forest classifiers scored the highest 

percentages of true negatives, highlighting how proficiently the classifiers were able to distinguish 

between genuine and fraudulent claims. Despite having the lowest percentage of true negatives and 

the highest amounts of false positives after ANN, the Logistic Regression classifier still performed 

the badly on both unbalanced and balanced data. The AdaBoost, XGBoost, and Random Forest 

classifiers obtained the highest F1 scores making them superior to the other models. 

It was further noted AdaBoost, XGBoost, Random Forest and Logistic Regression classifiers 

improved their predictive accuracy rates while SVM and Naïve Bayes classifiers dropped. Decision 

Tree classifier maintained an accuracy rating of 63.5%, showing the classifier was not affected by the 

balancing of the data. Of great concern was ANN which dropped considerably, portraying that it was 

not suited for to identifying fraudulent insurance claims using balanced data. The AdaBoost and 

XGBoost classifiers performed the best, achieving an accuracy rate of 86.8%, followed closely by 

Random Forest classifier at 82.1%. 

4.5 Fraudulent Vehicle Claims Detection System 

Based on the above-mentioned results, the AdaBoost or XGBoost classifier was chosen as the model 

to be utilized with the Web-based application to identify fraudulent vehicle insurance claims. Our 

web-based application was developed using the Streamlit Framework. According to Patil and 

Lokesha (2022), Streamlit is an open-source, Python-based platform for developing and deploying 

interactive data science dashboards and machine learning models on web applications. Figure 17 

below displays a screen image of a web application that prompts the user to submit a csv or excel file 

containing the claims and the model for identifying legitimate and fraudulent vehicle insurance 

claims. 

 
Figure 17: Web-Based Application Screen Image. 
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The vehicle insurance claims were accurately classified as either genuine or fraudulent claims as 

shown in the screen image in figure 18 after uploading a csv file containing the vehicle insurance 

claims and the saved AdaBoost or XGBoost models to the web application. A csv file was then 

generated that the user could download showing the results produced, as shown in the csv file extract 

in figure 19 below. 

 
Figure 18: Categorized Vehicle Insurance Claims 
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Figure 19: Generated CSV File of Categorized Vehicle Insurance Claims. 

4.6 Study Discussions 

According to the literature review, XGBoost outperformed LR, SVM, and RF classifiers (Shah et al. 

,2021). This study, in which the XGBoost classifier outperformed these classifiers, recommended a 

technique that is now supported by their research. Our study also showed that when classifying 

vehicle insurance claims using balanced data, ANN is not the best classifier to use. This is supported 

by Jalali (2020), who discovered that their neural network-based model underperformed since it 

couldn't reliably detect any fraudulent claims, as was the case with our research. Finally, this study 

supports Sunita Mall et al. (2018) research, in which characteristics were derived based on 

information about the insurer's information, the type of vehicle, the vehicle's maximum tonnage, the 

insurance branch's code, the insured amount, the paid loss, the claim's specifics, the vehicle's age, 

etc.  Similar elements were also collected from our research to generate our features. 

The dataset utilized in this study was also used in the research of Gondalia et al. (2022), who balanced 

the dataset using the ADASYN sampling technique and then used the Random Forest classifier to 

classify the provided cases of vehicle insurance claims as fraudulent or genuine. This investigation 

confirms their findings in that the accuracy of the models was impaired and performed badly because 

of the imbalanced dataset. As a result, to improve model accuracy, the dataset must be balanced. 

Punith, (2021) used the same dataset in their research. They used the SMOTE methodology to balance 

the data and identified five classifiers to perform claim classification. These were LR, DT, RF, NB 
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and XGBoost. The RF classifier outperformed all other models in their experiment, with an accuracy 

score of 85.39% and an F1 score of 85.20% with balanced data. This validated our analysis because 

the RF classifier achieved an accuracy score of 82.1% and an F1score of 80%, even though the 

AdaBoost and XGBoost classifiers performed the best using the identical dataset and data balancing 

technique. Their research had certain drawbacks as well. For instance, it was limited by a small data 

sample size, just like our experiment, because models are more stable with larger datasets. 

Finally, Chew (2020) created a model to detect vehicle insurance fraud using the same dataset as in 

this study. They used the F1 score as a measure of model performance on imbalanced data with a 

focus on the minority class, because accuracy is not a good measure of success when the dataset is 

imbalanced. The classifiers used in their investigation were LR, K-nearest Neighbors, RF, XGBoost, 

and AdaBoost. Their study revealed that the XGBoost classifier performed the best with the 

imbalanced dataset, with an F1 score of 0.72, which is corroborated by our findings that XGBoost 

and AdaBoos performed the best, with an F1 score of 0.67.  
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CHAPTER 5: CONCLUSION AND RECOMMENDATIONS 

5.1 Introduction 

Several researchers have developed and applied machine learning models to identify fraudulent 

insurance claims. We were capable of demonstrating how machine and deep learning technologies 

can be used to address the troublesome and chronic problem of fraudulent insurance claims in the 

vehicle insurance industry through our research. The study also demonstrates how stakeholders in the 

insurance industry may cooperate to create a model that benefits everyone, as opposed to just their 

own business, and how doing so can help insurance risk personnel identify fraudulent insurance 

claims while reducing the losses incurred by the insurance companies.  

The main goal of this study was to investigate how machine learning algorithms may be utilized to 

detect fraudulent claims using features extracted from vehicle insurance claim databases. Thereafter, 

a novel web-based application was created out of this research to assist the insurance industry in 

identifying and classifying vehicle insurance claims as genuine or fraudulent based on the best 

performing machine learning algorithm. 

5.2 Summary of Findings 

The AdaBoost and XGBoost classifiers outperformed the other models with both unbalanced and 

balanced data because they had the highest classification accuracy of 84.5%. This allowed us to utilize 

any of them for the web application. Additionally, it was observed that with the two models having 

accuracy levels of 80% and above on both unbalanced and balanced data, indicated that the features 

set retrieved mostly matched the characteristics of fraudulent claims. With both unbalanced and 

balanced data, the Logistic Regression classifier performed terribly because it had the lowest 

classification accuracy. In contrast to balanced data, the ANN classifier performed better with 

unbalanced data. Finally, it was discovered that all eight classifiers could only be employed on smaller 

datasets. This was because none of the classifiers could manage handling huge datasets without 

crashing the Colab graphics processing unit. 

5.3 Study Conclusion 

Due to the ICT revolution of the twenty-first century, people are increasingly interacting differently 

with insurance companies while lodging insurance claims. Unfortunately, the increased use of ICT 
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has resulted in an increase in the number of fraudulent claims submitted. Fraudsters regularly create 

novel, impenetrable techniques to evade the built-in fraud detection systems. This has inspired and 

pushed researchers to seek out novel, workable solutions to the problem at hand, which has resulted 

in the invention of machine learning techniques, which are currently the subject of intense research 

by academics and business professionals (Ayowemi et al, 2017). 

To counter the growing problem of lodging fraudulent insurance claims, technological advancement 

has resulted in research, development, and application of methods for detecting these claims. 

Unfortunately, despite the various strategies used to combat this prevalent problem, attackers are 

using new tactics and becoming more skilled at creating plans that allow them to get around the 

measures taken, and it is escalating into a serious threat to security, organizations, and the global 

economy. As a result, I have attempted to close the gap in the literature by presenting in this research 

project a practical and efficient web-based system that uses the best machine learning technique to 

classify insurance claims as either genuine or fraudulent. 

The AdaBoost and XGBoost classifiers, which had an accuracy rate of 86.7% out of the eight machine 

learning classifiers that were evaluated, performed better using balanced data and using unbalanced 

data with an accuracy rate of 84.5%. It was noted with data balancing, higher accuracy rates were 

generated hence more accurate models created. 

5.4 Study Achievements 

The study's primary objective was to investigate how features extracted from vehicle insurance claim 

dataset could be used by machine learning algorithms to help detect fraudulent vehicle insurance 

claims. Following that, a novel system for predicting and categorizing vehicle insurance claims as 

genuine or fraudulent was developed. This was accomplished by training and testing a model utilizing 

seven ML classifiers and one deep learning classifier on features taken from the vehicle insurance 

dataset utilized in this study. A performance evaluation of all models was performed, and a web-

based system was developed to obtain vehicle insurance claims files and the best performing 

classifier, in this case XGBoost or AdaBoost, to predict and categorize vehicle insurance claims as 

either genuine or fraudulent. 

The study's specific objectives were to characterize fraudulent insurance claims in the context of the 

vehicle insurance domain, identify features that could be used to train ML models to recognize 

fraudulent vehicle insurance claims, evaluate the performance of different ML models for identifying 
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fraudulent vehicle insurance claims using balanced and unbalanced datasets, and finally develop a 

system to categorize vehicle insurance claims as either genuine or fraudulent using the best 

performing machine learning classifier. All of this was achieved by first attempting to comprehend 

the insurance industry business, with a particular emphasis on the vehicle insurance sector. Several 

sources were used, as well as information from insurance companies. After obtaining relevant data 

for the study, we were able to analyse its quality, develop a foundational understanding of the data, 

and extract variables from the dataset to aid in model construction. Because the information was 

gathered in raw format, a classical exploratory approach to data analysis was used as a data 

preparation pre-processing method to build high-quality features that would be supplied to the 

machine learning classifiers. This aided us in characterizing fraudulent insurance claims in the context 

of the vehicle insurance domain and identifying features utilized to train the models. 

Machine learning classifiers were trained on 80% of the data and tested on 20%. The performance 

results for each classifier used, were generated to determine which classifier performed the best. This 

helped us choose the best performing model utilizing imbalanced data and after balancing the same 

data with the SMOTE approach. As explained in chapter 4, the performance results revealed the best 

performing model, which was later utilized to classify vehicle insurance claims as genuine or 

fraudulent using the web-based application that was also developed. Finally, all the objectives 

outlined in this study were entirely met. 

5.5 Study Limitations  

Finding a dataset with the Kenyan insurance industry as its focus was the significant hurdle to this 

study's accomplishment. For the purposes of conducting this research, we contacted Britam Insurance 

Kenya, Co-operative Insurance Company (CIC), Jubilee Car Insurance, APA Car Insurance, and 

Heritage Insurance Company; however, due to the sensitivity and privacy of the data they hold, they 

were unable to provide us with any information. 

Additionally, only smaller datasets could be employed on all the eight classifiers used because none 

of the classifiers could manage handling huge datasets without damaging the Colab graphics 

processing unit. 

5.6 Study Recommendations  

More features found in fraudulent claims should be included to the study's recommendations to make 

them more effective at identifying malware that might be downloaded onto users' devices via 
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insurance claims. This will increase the effectiveness of the suggested solution and broaden the 

classification of fraudulent claims. Additionally, to develop better explicit classifiers, it is also 

appropriate to conduct trials using very large training and testing datasets. Finally, the proposed 

system can be modified, enhanced, and appropriately expanded to accommodate the vehicle insurance 

industry and be adopted for commercial use. 

5.7 Future Work Suggestions 

For the insurance industry, detecting fraudulent claims is a significant challenge, hence and it is 

proposed that this system be improved by combining machine learning approaches with nature-

inspired optimization algorithms.  Nature-inspired algorithms are a collection of unique problem-

solving methodologies and approaches that are drawn from the behaviour of natural situations (Xin-

She, 2014). By bridging the gap created by machine learning algorithms' inability to handle massive 

datasets, models for identifying false claims will be developed more rapidly and effectively when 

paired with nature-inspired optimization algorithms. Another benefit of combining machine learning 

algorithms with nature-inspired optimization algorithms is that a powerful technique can be 

developed to find the best features of fraudulent insurance claims automatically and dynamically with 

very high classification accuracy. Finally, future research may also look towards acquiring larger 

datasets spanning multiple years.  
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APPENDICES 

Appendix 1: Project Budget 

No: Item Amount (KShs) 

1. HP Elite Book 850G8 i7 4.8GHz, 16GB RAM and 512 GB SSD Laptop  194,000.00 

2. Google Colaboratory - Python Development - Open Source 0.00 

3. Web Development - Streamlit Python Platform - Open Source 0.00 

4. Vehicle Insurance Claims Dataset Collection – Online Download 0.00 

5. Documentation Photocopying, Printing and Binding 17,000.00 

6. Airtime 1,000.00 

7. Transport 8,000.00 

Total 220,000.00 

Table 4: Project Budget 

Appendix 2: Project Schedule 

 

Figure 20: Project Schedule 
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Appendix 3: Motor Vehicle Insurance Proposal Form  
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Appendix 4: Motor Vehicle Insurance Claim Form 
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Appendix 5: Models Training Source Code 
#Program to detect fraudulent vehicle insurance claims using Machine Learning 
#The necessary imports  
import pandas as pd 
import numpy as np 
import matplotlib.pyplot as plt 
import seaborn as sns 
import plotly.express as px 
import joblib 
from imblearn.over_sampling import SMOTE 
import warnings 
warnings.filterwarnings('ignore') 
plt.style.use('ggplot') 
smote=SMOTE() 
#Reading of the insurance claims csv file 
df = pd.read_csv('insurance_claims.csv') 
#Display of the first 10 records in the dataset 
df.head(n=10) 
#Display of the number of claims in the dataset 
df.shape 
#Distribution of genuine and fraudulent claims in the dataset 
df.groupby(['fraud_reported'])['fraud_reported'].count() 
#Checking for duplicate claims 
df.drop_duplicates(inplace = True) 
df.shape 
#Description of the data 
df.describe() 
df.info() 
#Data Pre-processing 
#Columns with missing values have been filled 
df.isna().sum() 
#Returning the number of unique values for each column 
df.nunique() 
#Checking for multicollinearity 
plt.figure(figsize = (18, 12)) 
corr = df.corr() 
mask = np.triu(np.ones_like(corr, dtype = bool)) 
sns.heatmap(data = corr, mask = mask, annot = True, fmt = '.2g', linewidth = 1) 
plt.show() 
#Splitting data into 80% training set and 20% testing set and balancing the data using SMOTE() 
from sklearn.model_selection import train_test_split 
#Checking whether is balanced or imbalanced 
balance_data = True 
#Data balancing using SMOTE() 
if(balance_data): 
    X,y=smote.fit_resample(X,y)    
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.20) 
X_train.head() 
#Classification of the Models 
#Imports on the models 
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from sklearn.svm import SVC #Support Vector Machine Model 
from sklearn.naive_bayes import GaussianNB #Naive Bayes Model 
from sklearn.linear_model import LogisticRegression #Logistic Regression Model 
from sklearn.tree import DecisionTreeClassifier #Decision Tree Model 
from sklearn.ensemble import RandomForestClassifier #Random Forest Model 
from sklearn.ensemble import AdaBoostClassifier #AdaBoost Model 
from xgboost import XGBClassifier #XGBoost Model 
from sklearn.model_selection import GridSearchCV 
from sklearn.metrics import accuracy_score, confusion_matrix, classification_report 

Appendix 6: Web Application Source Code 
#The necessary imports 
import pandas as pd 
import numpy as np 
import joblib 
import sklearn 
import streamlit as st 
def convert_df(df): 
    return df.to_csv().encode('utf-8') 
st.title("Insurance Fraud Detection") 
test_file = st.file_uploader("Choose a test file", type=["csv","xlsx"]) 
test_model=st.file_uploader("Choose model", type=["sav","plk"]) 
# If button is pressed 
if st.button("Predict"): 
    df = pd.read_csv(test_file) 
    #Load the model from disk 
    loaded_model = joblib.load(test_model) 
    result=loaded_model.predict(X) 
    result = pd.DataFrame(result, columns = ['results']) 
    result["results"].replace(['Y', 'N'], 
                        ["Fraudulent", "Genuine"], inplace=True) 
    st.write(result) 
    df["results"]=result 
    download_csv = convert_df(df) 
    st.download_button( 
         label="Download File with predictions", 
         data=download_csv, 
         file_name='insurance_fraud_prediction.csv', 
         mime='text/csv', 
     ) 
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