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Abstract 

Background: Sub-Saharan Africa bears 67% of the global HIV-1 infection burden, with more 

than half of the infections occurring in women above 15 years. The risk of contracting HIV is 30 

times higher for female sex workers compared to non-FSW. This group, therefore, bears a double 

burden of the HIV epidemic. 

Methods: We assessed HIV tropism and the variables associated with it in recently infected, 

treatment-naïve female sex workers in Nairobi, Kenya. We analyzed 76 HIV-1 positive plasma 

samples obtained between November 2020 and April 2021 from female sex workers accessing 

clinical services at seven Sex Worker Outreach Programme (SWOP) clinics in Nairobi, Kenya. 

The primary outcome was viral tropism predicted by genotypic algorithms targeting the V3 loop 

of the env gene. Logistic regression was used to determine the effects of age, HIV-subtype, CD4 

count, CD4%, and V3 loop genetic features on the primary outcome. 

Results:The prevalence of CXCR4-tropic viruses was 26.3%. HIV-1 subtype A1 accounted for 

89.5% of subtypes followed by subtype D (6.6%) and subtype C (3.9%). WebPSSM 

[WebPSSM:R5X4] and Geno2Pheno [G2P:10% FPR, G2P:15% FPR and G2P:20% FPR] were 

highly concordant at 88% (95% CI 82% –91%) .A unit increase in V3 loop’s net-charge increased 

the odds of a virus being CXCR4-tropic 75% (OR = 1.75, 95% CI = 1.20-2.70, p = 0.006). The 

odds of Subjects from Kawangware harboring CXCR4 tropic strains were 256% higher (OR 3.56; 

95% CI 0.97-14.7; p = 0.034) compared to the reference group (Thika Road). HIV-1 subtype, age, 

CD4 count, and CD4 % were not associated with viral tropism. 

Conclusion 

We found a relatively higher prevalence of X4 viruses in HIV-1 subtype A1 than previously 

thought to be present. The most notable finding was the significant association between CCR5 

tropism A1 viruses and the presence of the amino acid Alanine at position 22 of the V3 loop. 

Additional studies with a large dataset are warranted to confirm our findings. 
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HIV-1 is still a major burden to public health and continues to impart devasting effects worldwide. 

37.7 million people were reported to be living with HIV in 2021, with Sub-Saharan Africa bearing 

67% of the infection burden. Subtype C is the most dominant group M lineage accounting for 

nearly half of the global HIV-1 infections. Subtype A and its CRFs(circulating recombinant forms) 

come in second at 25% and predominate in East Africa (Digban et al., 2020; Gounder et al., 2017). 

Subtypes A1, D, and AD are the most prevalent in Kenya, while subtypes A2, C, and  G constitute 

the minority subtypes (Kitawi et al., 2017; Lihana et al., 2009; Lwembe et al., 2009; Mabeya et 

al., 2018). 

A hallmark of the HIV-1 virus is the vast genetic variability attributed to reverse transcriptase-

induced errors and host immune selection pressures. This diversity is manifested as a sequence 

variability, particularly within the env variable regions. Env is a glycoprotein on the virion surface 

that mediates viral entry into host target cells. HIV entry into the host target cell is a sequential 

multistep process facilitated by the viral env, and host CD4 receptor in concert with either the 

CCR5 or CXCR4 coreceptors (De Jong et al., 1992). The V3 loop is the principal determinant of 

viral tropism since it participates directly in viral entry by interacting with the host chemokine 

coreceptors (Hwang et al., 1991). Viruses that utilize the CCR5 coreceptor are termed R5 variants, 

those utilizing the CXCR4 coreceptor are known as X4 variants, while dual/mixed tropism (R5X4) 

variants can utilize either of the coreceptors for entry into the target cell (Berger et al., 1998). 

CCR5 is the principal coreceptor used for entry by a majority of HIV strains and predominates 

early in infection (De Jong et al., 1992), it is also the principal coreceptor expressed by sexually 

transmitted HIV-1 variants (Dragic T et al., 1996; Kawamura et al., 2003) fueling the development 

of entry inhibitors such as the CCR5 antagonist, Maraviroc among others (Dorr et al., 2005). The 

selective nature of this entry inhibitor requires viral tropism testing to establish coreceptor usage 

(Gilliam et al., 2010; Rao, 2009; Seto et al., 2006). Despite the approval of this salvage therapy, 

the scarcity of data on coreceptor tropism partly limits the use of this class of ART (antiretroviral 

therapy) in Kenya. HIV-1 tropism can be determined using phenotypic tropism testing (PTT) 

assays that rely on sequencing of the envelope gp120 or genotypic techniques that rely on the 

amplification of the V3 loop (Cabral et al., 2012; Jensen A. Mark, Wout Angelique, 2003) PTT 

assays such as the  Trofile, Toulouse test, MT-2 assay, and Virco amongst others, utilize plasma 

or peripheral blood mononuclear cells peripheral blood mononuclear cells (PBMC)-derived 

viruses (Sing et al., 2007; Skrabal et al., 2007). Pseudoviruses or recombinant viruses are then 
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constructed using the full or partial env (gp160) amplicons. Modified CD4/CCR5 or CD4/CXCR4 

expressing reporter cell lines -mainly U87 and U373- are then transfected with viruses and a signal 

is subsequently measured following entry into one or either cell type (Reeves et al., 2002).  

Although PTT assays are considered the gold standard in tropism determination, limitations such 

as the cost implications, turnaround time, and technical demanding nature of these assays prompted 

the development of the less costly, faster, and user-friendly in silico prediction methods (Garrido 

et al., 2008; Poveda et al., 2009; Recordon-Pinson et al., 2010). These algorithms utilize the 11/25 

rule, the sum of positively charged amino acids within the V3 loop, the universal charge of the V3 

loop to more composite statistical models such as the position-specific scoring matrices (PSSM), 

support vector machines, or a blend of the different algorithms, which has been shown to yield 

more accurate results (Low et al., 2007). There is currently no consensus on the tool of choice for 

tropism prediction. Other than Geno2Pheno 10% which is well validated and recommended by 

European virologists for clinical tropism testing (Vandekerckhove et al., 2011), several widely 

validated subtype-specific tools have been developed. Some of these algorithms such as 

WebPSSM[SINSI-C], HIV-1 subtype C specific V3 sequence based coreceptor usage prediction 

algorithm-CoRSeqV3-C (Cashin et al., 2013) were trained for HIV-1C. Other GTT tools such as 

Subtype A coreceptor tropism classification in HIV-1-SCOTCH (Lö Chel et al., 2018), Toulouse 

HIV Extended Tropism Algorithm-THETA (DImeglio et al., 2020), PhenoSeq (Cashin et al., 

2015), and HIVCoR (Hongjaisee et al., 2019) were optimized for non-B subtypes. Since PTT is 

considered the gold standard for assigning coreceptor tropism, the accuracy and efficiency of the 

algorithms are usually validated against PTT assays. 

A hallmark of HIV-1 transmission is the existence of numerous transmission clusters that are 

crucial in the sustenance of the epidemic, and should thus be prioritized for HIV prevention (Kouyos 

et al., 2010a; Petersen et al., 2018). In Kenya, the HIV infection rate is disproportionately high in 

marginalized populations such as female sex workers (FSWs), men who have sex with men (MSM) 

and injecting drug users (IDUs). Approximately 5.6% of the Kenyan population are living with 

HIV-1, and the prevalence is 3X higher among so-called high-risk groups ((NASCOP), 2018). 

FSWs are the most vulnerable of the key population groups. Prevalence estimates are 13.5-fold 

higher in FSWs compared to their non-sex worker counterparts (Bitty-Anderson et al., 2022). In 

Kenya, the estimated risk of transmission is 9.8 times higher in this group compared to non-sex 
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worker females (Tago et al., 2021). This highlights the burden of HIV in this key population and 

their central role in sustaining population-level infections. This population is also more likely to 

harbor multiple HIV-1 variants and recombinants due to their social vulnerability and the risks 

associated with their occupation including multiple sexual partners, inconsistent condom use, use 

of injecting and non-injecting drugs, and co-infections with other STIs (Baral et al., 2012; Prakash 

et al., 2018; Tago et al., 2021). It is still not clear how virally encoded factors and host immune 

status influence HIV transmission in such a key population. Monitoring HIV-1 in this key 

population is therefore crucial to understanding the pandemic’s trajectory and formulating 

effective preventative and control measures. We sought to evaluate subtype diversity and 

coreceptor tropism in a cohort of treatment naïve FSWs from seven SWOP clinics located 

throughout Nairobi. We additionally evaluated the performance of the HIV subtyping, and tropism 

prediction algorithms, and identified tropism determinants using a multivariate logistic regression 

model.  
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2.1 Origin of HIV 

Discovered in 1981, Human Immunodeficiency Virus (HIV) is the root of one of humanity’s most 

lethal and persistent epidemics. Acquired Immune Deficiency Syndrome (AIDS) was initially 

recognized as a new illness when a growing number of youthful, gay men died from uncommon 

malignancies and atypical opportunistic infections (CDC, 1981). Luc Montagnier in conjunction 

with a research team at the Paris Pasteur Institute led the discovery of the HIV-1 virus in 1983. 

The team used a lymph node biopsy obtained from a homosexual patient of French nationality who 

exhibited manifestations that preceded the onset of AIDS, such as lymphadenopathy. Observation 

of the virion morphology as well as RT activity in the supernatant culture implied that a retrovirus 

was present. The team’s subsequent attempts to infect different types of cells including B cells, 

and fibroblast was futile. They however successfully infected T cells, implying that the patient was 

infected with a retrovirus with a preference for T cells, but a connection with AIDS was still 

speculative. 

The discovery of a human lentivirus as the causative agent of AIDS occurred two years post AIDS 

discovery. In 1984, a team of scientists led by Robert Gallo at the National Cancer Institute in 

Bethesda, Maryland, isolated HIV-1 from a bigger batch of patients and proposed that the HIV 

virus was a causative agent of AIDS. In the same year, the team discovered a permissive T cell for 

HIV-1 that enabled continued propagation of patient-isolated viruses, allowing for the production 

of the virus in larger quantities to facilitate further studies. The association between AIDS and 

HIV-1 was further corroborated by a third group of scientists led by Levy and a team from the 

California Department of Health Sciences in Berkeley using similar techniques as the previous 

groups. 

Analysis of the available phylogenetic data estimates the emergence of both viruses to 1930 (± 20 

years) with the origin of the pandemic being traced to the Democratic Republic of Congo (Korber 

et al., 2000; Worobey et al., 2008). The emergence of both strains was attributed to numerous 

transmissions of the simian immunodeficiency virus (SIV) across species from non-human 

primates to humans (Korber et al., 2000). According to (Hebb et al., 1999), zoonotic transmission 

of the primate Lentiviruses that defines simian reservoirs for the human viruses has been 

authenticated by several lines of evidence such as; similarities in the organization of the viral 

genomes, phylogenetic relatedness to studied SIVs, coincidence in geographic distribution, the 

prevalence in the natural host range and cogent transmission routes. 
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HIV-1 is most analogous to the SIVcpz, a recombinant virus discovered in the Pan troglodytes 

troglodytes chimpanzee subspecies. The gag and pol genes of the SIVcpz are built up from the 

SIV of the red-capped mangabey monkeys (Cercocebus torquatus). Its env gene is a recombinant 

of the SIVgsn or SIVmon of the greater spot monkey (Cercopithecus nicticans) or mona monkey 

(Cercopithecus mona), respectively (Sharp and Hahn, 2011).  

The most diverse forms of HIV-1 are all located in distinct geographic regions correlated to the 

range of P.t troglodytes in West Equatorial Africa. The interspersed distance between HIV clades 

and SIVcpz sequences in phylogenetic trees also suggests shared viral lineages (Robertson et al., 

2000). The existence of a HIV-like retrovirus in 5% of P.t troglodytes suggests a non-human 

primate as the most likely reservoir of HIV-1 (Eberle and Gürtler, 2012). However, the origin of 

HIV-1 remains uncertain as three such SIVcpz infections have been recorded, of which one is so 

disparate that it is possibly representative of a distinct lineage of primate Lentiviruses (Groen et 

al., 2000; Janssens et al., 1994). HIV-2 is mostly restricted to West Africa and studies have 

identified the sooty mangabey, Cercocebus atys (green monkey) as its primate reservoir. 
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2.2 Classification of HIV 

HIV is phylogenetically classified into HIV-type 1 and HIV-type 2 based on genetic variations in 

viral antigens (Clavel et al., 1986; Hebb et al., 1999). HIV-1 is most widespread and has wider 

genetic variability (Berger et al., 1998), which may have an impact on facets of its biology such 

as infectivity, transmissibility, and immunogenicity (Robertson et al., 2000). HIV-2 is relatively 

less common and predominantly confined to West Africa (Hirsch et al., 1989).  

 

 

Figure 1: Worldwide distribution of HIV-1 subtypes.  

The countries are color-coded based on the most prevalent M subtype. The pie charts show the 

percentage of each subtype in a selected geographical region. Pie chart sizes are representative of 

the number of infected individuals in a continent with respect to the total HIV-1 infections globally. 

Adopted from (Hemelaar et al., 2019). 

HIV-2 is also relatively less efficient in vertical and horizontal transmission and exhibits a slower 

disease progression rate (Kanki et al., 1994; Marlink et al., 1994). Both HIV types share a common 

ancestor, and sequence homology of 58%, 59%, and 39% in the gag, pol, and env genes, 

respectively (Clavel et al., 1986). HIV-1 is made up of four groups namely M, N, O, and P with 
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group M being the most predominant worldwide, comprising ten subtypes, several sub-subtypes, 

and several recombinant forms (Désiré et al., 2018). The different groups correspond with discrete 

lineages individually introduced from non-human primates into the human population, while the 

subtypes and sub-subtypes stemmed from post-introduction by founder events, and additional 

diversification (Robertson et al., 2000). 

The first proposed classification of HIV strains was geographic, with strains from Europe/North 

America being clustered into one group while those from Africa clustered into another. This 

system was however found to be limiting following analysis additional of sequences derived from 

other geographic areas that revealed the existence of multiple phylogenetic clusters. Phylogenetic 

analysis of these envelope sequences revealed clades that were roughly equidistant from each 

other. These clades were designated as subtypes A to F with the ‘North American’ strains being 

relabeled as subtype B (Myers et al., 1992). Subsequent inference from sequences of the gag region 

enabled the identification of five subtypes (A, B, C, D, and F, but not subtype E) of the six env-

based clades (Louwagie et al., 1993). Four more subtypes, G to J, were characterized following 

analysis and comparison of partial sequences using phylogenetic tools (Leitner et al., 1995; 

Robbins et al., 1999). Phylogenetic comparisons based on gag and env showed that subtype F was 

further made up of sub-subtypes F1, F2, and F3. Sub-subtype F3 was subsequently renamed 

subtype K following analysis of the complete genome (Triques et al., 2000). 

More recently, a new subtype denoted L has been reported (Yamaguchi et al., 2019). Two 

divergent strains collected in DRC in 1983 and 1990 had been putatively labeled as group M 

subtype L, but there was a lack of a third subtype L genome which was epidemiologically different 

to assign L as a true subtype, as stipulated by the current HIV nomenclature guidelines. A 13.2%–

14.5% nucleotide variance of each of these genomes from all the other group M clades further 

supported the existence of subtype L (Carr et al., 2002).   

The classification of HIV-1 viruses into different subtypes considers all regions of this genome 

although it was previously dependent on the gag and or env sequences. Genetic variation within 

subtypes ranges from 15-20% whereas inter-subtype variation stands at 25-35% depending on the 

subtype and region of the genome under consideration (Korber et al., 2001). All these HIV-1 

subtype groups (A-D, F-H, and J-L) collectively form a clade or cluster now denoted group M for 

‘main’ to differentiate it from the other HIV-1 groups namely group O (outlier/outgroup) and the 
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HIV-1 group N (non-M/non-O) and P (Eberle and Gürtler, 2012). Group N is not as widespread 

as group M and is mainly found in Cameroon. Group O accounts for 1% of the total HIV infections 

and is mostly confined to Cameroon and Gabon. Group P is rare but was identified in a pregnant 

woman of Cameroonian origin and France (Bhatti et al., 2016). 

 

 

Figure 2: Classification of HIV-1 groups and subtypes 

Adopted from Abbott Global Surveillance Program 

 

Most HIV-1 strains consistently cluster into the same group or subtype irrespective of which part 

of their genome is analyzed. However, some of these strains were shown to exhibit discordant 

clustering following analysis of distinct genome parts (Li et al., 1998). This observation and the 

additional co-circulation of these divergent subtypes in the same geographic regions suggested that 

the discordant strains resulted from recombination events. Recombination is a relatively common 

phenomenon between groups (between HIV-1 groups M and O), inter-subtype (most common), 

and intra-strain within different HIV-1 group M, subtypes (Rousseau et al., 2007). Recombination 

occurs when there is swapping of whole gene sequences at unselected locations, following target 

cell infection with two discrete HIV species resulting in circulating recombinant forms (CRFs) 

(Robertson et al., 1995). This event occurs during plus or minus strand synthesis through three 
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major processes. The first mechanism involves the highly erroneous RT with reduced binding 

affinity for facilitating strand transfer producing extensively heterogenous, recombinant genomes. 

The second and third mechanisms involve the selection and functional and replicable forms, 

respectively to ensure survival and transmission from host to host (Lau and Wong, 2013). 

Recombination of HIV-1 and HIV-2 has not yet been detected but has been reported as feasible in 

vitro. Patients doubly infected with both types have been reported. However, infection with one 

type does not induce super immunity to prevent superinfection with another type (Eberle and 

Gürtler, 2012).  

According to the HIV nomenclature rules by (Robertson et al., 2000), members of a CRF must 

possess a homogenous mosaic structure in that they are descendants of duplicate recombination 

event(s). In addition, the virus strain must be detected in at least three epidemiologically unrelated 

individuals and the strain should be able to initiate an epidemic on its own. According to the Los 

Alamos Laboratory guidelines on the nomenclature of HIV and SIV, CRFs are labeled by their 

number defined according to the order in which they were discovered, and the subtypes involved. 

For example, CRF_02 AG is the second identified recombinant of subtypes A and G. CRFs may 

also be named using their numbers and the letters ‘cpx’ which denotes complexity when more than 

two subtypes are involved e.g., CRF04_cpx or CFR06_cpx. CRFs that fail to meet these criteria 

are classified as unique recombinant forms (URFs). URFs are identified in a single individual or 

in a cluster of associated individuals and remain a localized phenomenon (Berger et al., 1998; 

Robertson et al., 2000). However, the onward transmission of URFs in the population can give rise 

to CRFs that subsequently spread to other regions, where they act as key drivers of the epidemic. 

Two CRFs -CRF01_AE and CRF02_AG- were initially found in Central Africa during the early 

stages of the epidemic, and subsequently spread to Southern China and Southeast Asia where they 

are currently key drivers of the regions’ HIV-1 epidemic (An et al., 2020; Arthos et al., 2008; 

Giuliani et al., 2013; Li et al., 2017; Palm et al., 2014; Sun et al., 2020). 

More than 96 epidemiologically stable CRFs and URFs have been recorded and their current 20% 

global incidence is predicted to increase as they gradually replace and phase out the initial 

predominant HIV-1 pure subtypes accounting for up to 20% of HIV-1 infections worldwide 

(Hemelaar et al., 2011). The most epidemiologically noteworthy example of recombinant strains 

is the ‘subtype E’ virus which is most rampant in Thailand and the neighboring South-East Asian 
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countries. Phylogenetic studies on gag and env carried out by (Louwagie et al., 1993) and others, 

and subsequent explorations of whole subtype E genomes by (Carr et al., 2002) designated this 

clade as a cluster of recombinant viruses CRF01_AE, rather than as an independent subtype. This 

was evidenced by the subtype A radiation observed within the gag and pol regions of all ‘subtype 

E’ genomes that is representative of a lineage of recombination between subtypes A and E 

(Robertson et al., 2000). It has been suggested that CRF01_AE belongs to clade E since a pure 

subtype E genome has never been recorded (Anderson et al., 2000). 

HIV-1 viruses were also grouped based on the observed growth of some HIV-1 isolates in 

transformed T cells. As a result, isolates were grouped into two classes: T-tropic (T cell) or M-

tropic (macrophage) (Asjö et al., 1986). Some viral isolates were also observed to induce syncytia 

while others did not cause syncytia resulting in the classification of variants as syncytium inducing 

(SI) and non-syncytium-inducing (NSI), representing the T-tropic and M-tropic variants, 

respectively. It was evident that the propensity of the HIV-1 virus to infect a particular target cell 

in vitro, could not be sufficiently explained by CD4 expression only. Coreceptor discovery by 

(Feng et al., 1996) and others prompted the classification of individual viruses based on their 

propensity to utilize the CCR5 (R5 variants), CXCR4 (R4 variants), and both (dual/mixed, R4X5 

variants) to enter the target cells (Berger et al., 1998, 1999). The X4 variants became the equivalent 

of SI viruses and R5 variants the equivalent of NSI/M-tropic viruses, owing to the lack of CCR5 

expression on most transformed CD4 T cell lines.  

R5 viruses were initially assumed to be M-tropic and non-syncytium inducing (NSI). However, 

this grouping was flawed because it only accounted for a tiny, however important fraction of R5 

viruses that were solely M-tropic. Since coreceptor utilization is not the exclusive viral tropism 

determinant, current groupings are as follows: R5 T-tropic, R5 M-tropic, X4, and R5X4 

(Robertson et al., 2000). Well-characterized prototypic HIV-1 strains were used to describe the 

preliminary coreceptor activities. All primary HIV-1 isolates were observed to utilize either or 

both the coreceptors in the subsequent studies (Connor et al., 1997; Zhang et al., 1998).  
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2.3 Structure of the HIV-1 genome 

HIV-1 is a retrovirus of the Lentivirus genus. Retroviruses alternate between two forms of genomic 

material, a ssRNA in the virion, and dsDNA that is integrated into the genome of the host (Coffin 

et al., 1997). Unlike other viruses, retroviruses such as HIV contain two genome molecules. The 

core of the virus encloses two identical, positive, ssRNA molecules that are capped at the 5’ end, 

polyadenylated at the 3’ end, and annealed to a host tRNA lysine molecule. Both these RNA 

molecules are employed in strand transfer mediated recombination reactions, that occur during 

reverse transcription. Thus, retroviruses are considered ‘pseudodiploid’ as only one allele is 

generated following recombination (Takeuchi et al., 1991). The dsDNA is generated by reverse 

transcriptase utilizing genomic RNA as a template for synthesis of the first strand, and the resulting 

cDNA as a template for synthesis of the second strand (van der Kuyl and Berkhout, 2012). The 

integrated, proviral genome of HIV-1 is approximately 9.8 kilobases in length (Watts et al., 2009).  

 

 

 

 

 

 

In essence, the genome of HIV-1 is a coding RNA made up of nine open reading frames that 

encode 15 proteins. Six of these ORFs are unique to HIV while three (5’-gag-pol-env-3’) are 

common to all retroviruses.  LTRs flank the genome at both ends, while the HIV-1 genes localize 

to the central region (Coffin et al., 1997). The promoter that facilitates viral gene expression is 

found at the 5’ LTR region and precedes the Gag gene reading frame in the 5’-3’ direction. The 

Gag polyprotein encoded by Gag undergoes processing by viral protease to yield the matrix protein 

(MA, p17), the capsid protein (CA, p24), the nucleocapsid protein (NC, p7), a smaller protein that 

stabilizes nucleic acids termed p6, as well as two spacer proteins (SP1 and SP2) (Bryant and 

Ratner, 1990). The pol ORF that encodes viral integrase, protease, and RT then follows. Adjacent 

Figure 3: Structure and organization of the HIV-1 genome.  

The grey boxes represent 9 exons. The env gene has been highlighted. The beginning and end sites 

of the genes are numbered according to NL4-3.Adopted from (Watts et al., 2009) 
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to this is the env ORF that codes for two envelope glycoproteins: the transmembrane protein gp41 

and the surface protein gp120, and a 30 amino acid signal peptide (Coffin et al., 1997). Gene 

expression is achieved by three discrete mechanisms. Gag is a product of unspliced viral RNA, 

env a product of spliced RNA, while pol is expressed as a Gag-Pol precursor protein due to 

sporadic ribosomal frameshifting. This frameshifting subtly regulates gene expression by ensuring 

gag gene encoded structural proteins are in excess relative to enzymatic proteins encoded by the 

pol gene (Scarlata and Carter, 2003). 

The genome contains additional structures required for replication and evasion of immune 

responses mounted by the host. These regulatory motifs have been identified and include 

packaging signals, ribosomal frameshift motifs, and cis-regulatory elements, among others. They 

modulate processes such as transcription activation, reverse transcription initiation, formation of 

the genomic RNA dimers, mediating packaging of HIV-1 particles, regulating the export of RNA 

from the nucleus as well as viral and host proteins interaction (Damgaard et al., 2004; Wilkinson 

et al., 2008). Other regulatory proteins encoded by the HIV-1 genome include Tat; a transactivator 

protein and Rev; an RNA splicing factor. Both these factors are required to initiate the HIV 

replication cycle. Accessory proteins encoded by the proviral genome include Nef (negative 

regulating factor), Vif (viral infectivity factor), Vpr (virus protein), and Vpu (virus protein unique). 

These proteins modulate viral replication, budding, and pathogenesis. 

2.3.1 Structural proteins 

2.3.1.1 Gag 

Group-specific antigen (gag) is a 55kD protein that coordinates the assembly and subsequent 

release of virion particles from HIV-1 infected cells. This protein can also form virus-like particles 

(VLPs) in vitro when viral and cellular components are unavailable. All major structural proteins 

in retroviruses including HIV-1 are derived from the Gag precursor polyprotein (Pr55Gag), a 

product of unspliced viral RNA. Gag accounts for up to 50% of the viral mass, with each HIV-1 

virion containing up to ~2500 gag copies (Campbell and Rein, 1999; Campbell et al., 2001; 

Scarlata and Carter, 2003). 
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Figure 4 Linear arrangement of the HIV-1 Gag polyprotein precursor Pr55Gag. 

The constituent domains namely matrix (MA), capsid (CA), nucleocapsid (NC), and p6 domains 

are shown. The spacer peptides SP1 and SP2 are also shown. Adopted from (Balasubramaniam 

and Freed, 2011). 

 

HIV-1 buds as a non-infectious, immature virion. Gag processing, which occurs concurrent with 

or shortly after budding, is the hallmark of structural viral maturation and infectivity. Gag 

undergoes co-translational myristoylation at the N-terminal after which viral protease-mediated 

Gag processing yields four functional domains; matrix (MA), capsid (CA), nucleocapsid (NC), 

spacer protein 1 and 2 (SP1&2), and P6, which are rearranged to form mature and infectious virions 

cell surface membrane during viral assembly. The myristic acid moiety fosters the anchoring of 

Gag to the cytoplasmic aspect of the cell surface membrane, fortifying the Gag-membrane 

interaction (Bryant and Ratner, 1990). This myristic acid moiety functions in concert with an 

extremely basic motif in the MA that binds the phosphatidyl inositol 4,5-bisphosphate 

phospholipid in the cytoplasmic aspect of the plasma membrane (Balasubramaniam and Freed, 

2011). In this way, Gag steers the assembly of HIV-1 virus particle into a hexameric protein lattice 

at the cell surface membrane  (Briggs et al., 2009), or in intracellular compartments such as the 

late endosome or multivesicular bodies as observed in macrophages (Perlman and Resh, 2006). 

The membrane-attached Gag polyprotein then assembles two copies of the viral genomic RNA, 

several other RNAs as well as cellular and viral proteins to form a complex which triggers the 

budding of the viral particle (Bryant and Ratner, 1990; Saad et al., 2006).  

Gag is also involved in nuclear shuttling. A subgroup of these proteins is recruited into deeper 

layers of the virion particle, where they become members of an intricate translocation multiplex 

that ushers viral DNA into the nucleus. Cellular import machinery recognizes a karyophilic signal 

on the MA, enabling transient Gag shuttling through the nucleus before the assembly of a HIV-1 

particle (Dupont et al., 1999; Marchetti et al., 2013)  

The capsid plays varied roles in the replication cycle of HIV-1. During viral assembly, the CA 

domains drive Gag-Gag multimerization at the virus assembly sites. In the mature virion, the 
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conical core that encloses the genomic viral RNA complexed with the NC proteins and viral 

enzymes is made up of CA monomers (Balasubramaniam and Freed, 2011). Investigation into the 

CA regions involved in HIV assembly and release mapped a Pro-rich loop that is crucial for 

immature Gag lattice generation. Non-infectious virions with abnormal core structures and 

defective reverse transcription initiation were observed when mutations were introduced to this 

region (Chen et al., 2008; Novikova et al., 2018; Tang et al., 2001). The capsid is also responsible 

for recruiting Cyclophilin A into virions. Cyclophilin A is a cytosolic host protein that catalyzes 

the conversion of proline residues from cis to trans isomers, regulating gene espression. This 

protein is also the drug target for the immunosuppressant-cyclosporin. Cyclophilin A enhances 

viral infectivity by interacting with a pro-rich region at the N-terminus of CA (Bosco et al., 2002; 

Dietrich et al., 2001; Scarlata and Carter, 2003). 

The NC is a 55aa protein that functions as a chaperone during the folding of genomic RNA. The 

main function of this protein is to encapsulate and protect viral RNA. NC modulates the inclusion 

of a heterologous RNA into the HIV-1 virion through recognition of the HIV packaging signal 

known as Psi (Ψ)- a hairpin loop proximal to the 5’ UTR end of the viral RNA. Contact between 

NC and psi is modulated by two zinc-finger motifs on NC (Lapadat-tapolsky et al., 1993). Psi is 

110 nucleotides long and composed of four stem-loops (SL1-Sl4) essential for DNA packaging 

(Parkin et al., 1992). SL1 mediates the initial steps of RNA dimerization through the dimerization 

Initiation Site (DIS), a palindromic sequence in its apical loop made up of six nucleotides.  Studies 

have shown that this palindrome forms an intermolecular kissing loop-loop interaction, and it is 

now generally accepted that the SL1 participates in various stages of the HIV life cycle such as 

packaging, reverse transcription, and recombination (Lever et al., 1989; Paillart et al., 1996; 

Skripkin et al., 1994). The principal splice donor site is found in SL2, SL3 is historically considered 

the major element of specific gRNA packaging, and SL4 contains the AUG start codon and 

participates in alternative base-pairing with U5, which may regulate the final stages of the 

packaging process (Abbink and Berkhout, 2003; D’Souza and Summers, 2005; Keane et al., 2015). 

The P6 protein, 52 amino acids long, located at the carboxyl terminus of gag, is required for the 

efficient budding of nascent virus particles (Dubois et al., 2018; Freed, 2015). P6 contains the ‘late 

domain’ which mediates Gag interaction with cellular factors to facilitate the release of the 

assembled virus particle. This occurs through two short peptide motifs known as PTAP and 
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YPXnL that recruit host factors namely TSG101 (Tumor Susceptibility Gene 101) and ALIX 

(ALG-2 interaction protein X) associated with the ESCRT machinery, which mediates budding 

and vesicle release from the late endosome (Balasubramaniam and Freed, 2011; Garrus et al., 

2001; Martin-Serrano et al., 2001, 2003; Strack et al., 2003; VonSchwedler et al., 2003). P6 also 

mediates Gag-Vpr interaction through the LXXLF p6 domain, enabling the assimilation of Vpr 

into assembling virions (Dubois et al., 2018; Nabatov et al., 2004; Paxton et al., 1993).  

Spacer protein 1 also known as P2, 14 amino acids long, regulates the formation of the mature 

capsid and is therefore crucial in the assembage of the immature HIV-1 particle. The function of 

the SP2 also known as P1 remains unclear (Datta et al., 2011; De Marco et al., 2012). 

2.3.3.2 Gag-Pol Precursor 

The gag ORF overlaps with the 5’ end of the Pol precursor ORF. Thus, Pol is therefore translated 

fused to the gag protein, yielding the Gag-Pol precursor protein (Parkin et al., 1992). This precursor 

is the product of a ribosomal -1 frameshifting event that involves a cis-acting element made up of 

a sequence of seven nucleotides, and a downstream short stem-loop structure that causes ribosome 

stalling during Gag synthesis (Parkin et al., 1992). The shift in Pol ORF remains uninterrupted on 

encounter with this motif approximately 5-10% of the time. In the event of a frameshift, a 

conserved 20:1 (Gag:Gag-Pol precursor) ratio is usually observed (Shehu-Xhilaga et al., 2001). 

The incorporation of Gag-Pol polyprotein or the constituent mature Pol domains is an 

indispensable requirement for infectivity of the virus particle, as the constituent domains of these 

polyproteins mediate viral cDNA synthesis and subsequent integration of the virus into the genome 

of the host (Cimarelli and Darlix, 2014; Craigie and Bushman, 2012; Louis et al., 1999; Sarafianos 

et al., 2009; Silliciano and Lusic, 2017).  

2.3.3.3 Protease (PR) 

HIV-1 protease is by far the most studied retropepsin due to its essential role in viral replication. 

PR is responsible for Gag, Gag-Pol as well as further Pol processing shortly after or concomitant 

with virion release, leading to morphological maturation of the virus (Coffin et al., 1997; 

Konvalinka et al., 2015; Pettit et al., 2004; Turner and Summers, 1999). HIV-1 PR is translated as 

part of the Gag-Pol polyprotein precursor. The arrangement of the gag, pol, and pro ORFs varies 

among retroviruses, resulting in variation in the frameshift event that modulates Gag:Pol ratio. As 

a result, PR is synthesized in equimolar amounts to Gag, RT, or IN, or in lower amounts compared 

to the structural proteins but in higher amounts than the other enzymes (Konvalinka et al., 2015). 
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HIV-1 protease is classified as an aspartic protease due to the presence of conserved Asp-Thr/Ser-

Gly residues in the active site. Protease activation is initiated by the dimerization of two Gag-Pol 

precursors. During dimerization, each polyprotein monomer contributes an aspartic acid residue 

to the binding cleft. The mature enzyme is active in its homodimeric form comprised of two 99-

amino acid subunits, each with a copy of the catalytic triplet. (Navia et al., 1988; Wlodawer et al., 

1989). Since the protease is embedded in the Gag-Pol polyprotein, the maturation process is set in 

motion by auto-processing of the polyprotein precursor. The resultant PR molecules then mediate 

additional cleavage events during maturation which occur in concomitant with or shortly after viral 

budding (Louis et al., 1999). The assembly of fully infectious viral particles is dependent on 

orderly protease-mediated processing. Studies have shown that mutations that alter cleavage sites 

modify the systemic way in which these sites are cleaved, resulting in anomalous virion assembly 

which ultimately affects viral infectivity (Pettit et al., 2005). 

2.2.3.4 Reverse Transcriptase (RT) 

RT is a multifunctional enzyme that modulates the synthesis of proviral DNA. It is a heterodimeric 

protein made up of two distinct yet related chains: a large 66kD, 560 amino acids long subunit 

known as p66, and a 51kD, 440 amino acid chain termed p51 (Lightfoote,’ et al., 1986). 

RT contains two enzymatic domains that corporate to convert genomic viral RNA into double-

stranded proviral DNA. The first is a DNA polymerase domain that can act on either an RNA or a 

DNA template, while the second is a ribonuclease (RNase H) domain that catalyzes simultaneous 

RNA degradation during cDNA synthesis, defining proviral DNA terminals for host integration 

(Dean et al., 1996; Rosenthal, 1994). Both subunits contain a common N-terminus but the larger 

p66 subunit contains enzymatic sites for both enzymatic activities of RT, while the smaller chain 

lacks an RNase H domain at the C-terminus and plays a structural role (Sarafianos et al., 2001). It 

is estimated that additional RT processing catalyzed by viral protease occurs in about 50% of Gag-

Pol molecules. The result is a shorter RT (55kDa) lacking the carboxy-terminal RNase H domain 

(Zennou et al., 2000). A HIV-1 virion may contain up to 50 different RTs. It is not clear whether 

the same RT that synthesizes DNA also degrades RNA. This is not a prerequisite since retroviruses 

can replicate, albeit with lower productivity, with an assortment of RTs, with varying enzymatic 

activities of reverse transcriptase  (Hu and Hughes, 2012). 
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RT is activated in the cytoplasm and requires a primer and template just like other DNA 

polymerases. Host tRNA (tRNAlys3) primer initiates the synthesis of proviral DNA by hybridizing 

to the primer binding site (PBS), a complimentary 18-nucleotide, sequence located at the 5’ end 

of the viral genome (Klarmann et al., 1997; Zack et al., 1992; Zhuang et al., 2002). During 

replication, RT generates both strands of proviral DNA by utilizing the genomic RNA (plus strand) 

as a template for the synthesis of the first strand yielding an RNA-DNA hybrid that functions as a 

substrate for RNase H. The resulting cDNA (first minus strand) is then used as a template for the 

synthesis of the second strand. The result is a double-stranded proviral DNA that functions as a 

substrate for integrase (Swanstrom and Coffin, 2012; Zack et al., 1992).  

Viral RNA terminals contain direct repeats known as R that serve as a bridge for the transfer of 

the nascent DNA minus-strand to the 3’ end of the viral RNA (Yu et al., 1998). Synthesis continues 

along the length of the genome following strand transfer. Although RNase H is not site-specific, a 

purine-rich sequence in s known as the polypurine tract (PPT) is relatively impervious to RNase 

H action, and functions as an initiation site for the synthesis of the second plus strand. All retroviral 

genomes harbor at least one PPT site. HIV-1 has two PPT sites located in the middle and proximal 

to the 3’ end of the viral RNA (Sarafianos et al., 2009). Viral DNA is detectable within hours of 

infection since reverse transcription occurs shortly following entry of the virus(Butler et al., 2001; 

Mbisa et al., 2009; Thomas et al., 2006). Minus strand synthesis is estimated to occur at a rate of 

70 nucleotides per minute (Mbisa et al., 2009), while synthesis of the plus strand is relatively faster 

(Klarmann et al., 1997; Miller et al., 1995; Thomas et al., 2007). However, the rate of DNA 

synthesis varies based on the target cell type. Quiescent cells exhibit slow rates due to the low 

levels of dNTPs, and synthesis may be derailed in resting T cells (Zack et al., 1992). 

HIV-1 sequences are extremely diverse not only between infected individuals but also within an 

infected individual. This is somewhat surprising given that only one founder virus is required for 

the initiation of infection, suggesting that the diversity arises post-infection. The large population 

and rapid turnover of the infected cells are major contributing factors to this diversity. However, 

the ultimate source of viral diversity is the RT-induced mutations that arise during the virus life 

cycle (Coffin et al., 1997). Several enzymatic anomalies have been observed for the RT domain of 

thepolymerase. First, an intrinsic error-prone nature and lack of proofreading activity in 

combination with a likelihood of incorporating G in favor of A results in the generation of related, 
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yet distinct viral variants during replication (Simon et al., 2006). Secondly, RT tends to jump 

between two co-packaged RNAs, employing segments of the individual RNAs as a template to 

facilitate deletions and insertions, generating chimeric DNA (Eberle and Gürtler, 2012; Hu and 

Temin, 1990). Switching can transpire between two genetically identical RNAs or genetically 

different RNAs (when a cell is infected by more than one virus) co-packaged together in a virion. 

The latter results in recombinant progenies with distinct genotypes compared to the genitors (Hu 

and Temin, 1990).  

2.2.4.5 Integrase (IN) 

IN mediates proviral DNA insertion into the genome of the host target cell (Pruss et al., 1994). 

This enzyme contains a central catalytic domain that is conserved in retroviruses. The catalytic 

activity of integrase is dependent on a zinc-finger motif made up of three alpha helices, situated at 

the amino-terminal of this protein. The mature enzyme is made up of three distinct structural and 

functional domains. First, two nucleotides are trimmed from each of the 3’ ends of the linear viral 

DNA duplex by exonuclease activity. Double-stranded endonuclease activity then cleaves the 

DNA of the host at the site of integration, and finally, ligase mediates the formation of covalent 

linkages on either end of the proviral DNA (Brown et al., 1989; Fujiwara and Mizuuchi, 1988). 

Areas with high gene density and transcriptionally active domains within the host chromosomes 

have been identified as hotspots of proviral DNA integration, as they promote efficient viral gene 

expression after integration (Shinn et al., 2002; Wiskerchen and Muesing, 1995). The route of 

entry into the nucleus, cell cycle phase, high content of GC, high CpG island density, the structure 

of chromatin (easy access of PIC to euchromatin) as well as sequence specificities which include 

specific histone marks and integrase interaction with host components such as the lens-epithelium-

derived growth factor (LEDGF), also regulate the preference of transcriptional units as integration 

sites (Albanese et al., 2008; Singh et al., 2015). Nuclear architecture has been recently implicated 

as a key mediator in the targeting of the PIC towards nuclear environment permissive for efficient 

viral gene expression (Silliciano and Lusic, 2017). 

2.2.3.6 Env  

The outermost envelope of the HIV-1 virus is made up of a lipid bilayer with spikes of glycoprotein 

known as Env that solely mediate viral binding and entry into target cells (Bernstein et al., 1995). 

Env is a 160kD (gp160) protein expressed from a singly spliced mRNA, organized as a trimer of 
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three gp120-gp41 heterodimers that protrudes from the viral surface as a spike (Coakley et al., 

2009; Zhu et al., 2003). Each virion contains at least ten Env trimers, but the precise number of 

these surface trimers varies depending on the strain. The passage history of a virus during culture 

may also influence the number of env trimers present on the viral envelope (Hartley et al., 2005).  

Env synthesis occurs in the ER after which it undergoes post-translational modifications such as 

glycosylation while migrating through the Golgi complex. Glycosylation, required for infectivity, 

involves the addition of 25-30 complex N-linked and perhaps O-linked glycans at an asparagine 

residue (Novikova et al., 2018; Seitz, 2016). These glycan chains are observed on the exposed 

surface of the spike and function in masking the surface of the env glycoprotein from host immune 

responses (Hartley et al., 2005; Stanfield et al., 1999). Glycosylation density determined by the 

number of potential N-glycosylation sites (PNGs), accounts for 50% of the mass of gp120 and is 

significantly associated with subtype diversity, viral coreceptor tropism, and viral suppression. R5 

isolates have relatively fewer PNGs than X4 isolates at specific positions. Some subtypes such as 

subtype D contain a relatively higher glycosylation density. Furthermore, viruses isolated from 

treatment-experienced patients with virologic success, are more glycosylated in comparison to 

isolates from treatment-experienced patients experiencing virologic treatment failure (Kitawi et 

al., 2017; Korber et al., 2001; Pollakis et al., 2001).  

After translation, cleavage of  gp160 the furin family of endoproteases yields the two non-

covalently associated subunits of Env: gp41 and gp120 (Wyatt and Sodroski, 1998). Gp41 is the 

C-terminal subunit comprised of cytoplasmic, transmembrane, and extracellular domains that 

moderate conformational changes during fusion. Besides catalyzing the merging of the cellular 

and viral membranes, gp41 additionally contains a fusogenic moiety at its N-terminal whose key 

role is anchoring Env to the viral host-derived membrane (Coakley et al., 2009). Gp120, the N-

terminal moiety of the Env glycoprotein mediates the interaction between CD4 and the virus 

(Arrildt et al., 2012). This moiety additionally interacts with the DC-SIGN receptor on the surface 

of dendritic cells, increasing the infection efficiency of CD4 positive cells. DC-SIGN also 

transports HIV to lymphoid tissues, facilitating mucosal transmission (Geijtenbeek et al., 2000; 

Turville et al., 2002). 
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Each gp120 subunit is comprised of five hypervariable regions: V1, V2, V3, V4, and V5, which 

variable amino acid sequences among HIV-1 isolates and five highly conserved regions termed 

C1-C5 (Rosenthal, 1994).  Highly conserved regions such as the gp41 binding surface are made 

up of residues from the C1 and C5 regions. The CD4 and coreceptor binding sites found in the 

inner domain of the gp120 core play a role in gp120 folding. The CD4 interacts with conserved 

sequences in gp120 which consist of sequences from either side of V4 (Arrildt et al., 2012). The 

variable loops localize to the surface of gp120 and are essential in mediating infection via the V3 

loop and partial occlusion from immune recognition by the host (Hartley et al., 2005). Host 

chemokine coreceptors CCR5 and CXR4 interact with a GPCR motif at the crest and base of the 

V3 loop. Therefore, the V3 loop determines coreceptor usage and thus accounts for viral tropism 

(Pastore et al., 2006a). Since the susceptibility of different cell types to different strains of the virus 

is partially determined by these coreceptors, isolates are labeled as R5 when using the CCR5 

coreceptor, X4 when using CXR4, and dual tropic/mixed (R5X4) when utilizing both coreceptors 

(Berger et al., 1998).  

Additional env regions such as V1/V2 and C4 have been observed to influence coreceptor tropism 

(Berger et al., 1998; Bryant and Ratner, 1990; Hwang et al., 1991). The format of glycosylation of 

the V1/V2 regions also modulates susceptibility of the virus to NAbs that recognize various 

epitopes. Studies by (Saunders et al., 2005) revealed that the V1/V2 loops may have differing and 

sometimes opposite effects on the neutralization susceptibility profile of HIV-1. While V2 loop 

deletion increased the virus’ susceptibility to NAbs targeting various epitopes, particularly specific 

ones within the CD4 binding site and the V3 loop, V1 deletion made the virus obstinate to NAbs 

targeting epitopes induced by CD4.  

The env domain that encodes gp120 is believed to evolve faster as compared to any other region 

of the HIV-1 genome, with an estimated evolution rate of 1-2% per year. Since env is the principal 

NAbs target, the selection pressure on this gene is unique. The formation of escape mutants is thus 

driven by antibody and cell mediated immune response of the host (Arrildt et al., 2012). However, 

the change is limited to discrete regions of the protein to ensure that the variability does not alter 

structures required for infection and ultimately their function. These changes may nevertheless 

result in altered interaction between gp120 and host receptors. As the virus evolves over the course 

of an infection, the env protein may alter receptor and coreceptor usage to facilitate access to a 
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broader pool of target host cells. Coreceptor switching occurs in up to 50% of infections in 

advanced disease stages and usually correlates with poor prognosis (Connor et al., 1997). 

2.2.3.6.1 Variable loop 3 (V3 loop) 

The V3 loop is about 40 amino acids long and forms a loop-like structure that protrudes on the 

outermost domain of gp120. It is replete with basic amino acids and exhibits high sequence 

diversity among different isolates of the virus (Stanfield et al., 1999). It also contains aromatic 

amino acids that participate in stacking protein-protein interactions (Huang et al., 2005). Early 

studies on Env showed that the V3 loop contained both variable and conserved regions (LaRosa 

et al., 1991). These sequences were further classified into three structural regions namely a β-

hairpin tip, a conserved base that constitutes an intrinsic chunk of the core, and a pliable stem that 

extends away from this core (Huang et al., 2005). 

A 35 amino acid subregion of the V3 has been mapped as the major modulator of biological and 

immunological HIV-1 phenotypes. It directly binds to coreceptors during viral entry and thus 

contains the most important decisive factor of coreceptor usage (Hwang et al., 1991). Specific V3 

loop sequences are believed to give rise to several conformational variations in gp120 and V3 

which in turn modulate the function of gp120 (Huang et al., 2005; Wyatt et al., 1992). Research 

findings have highlighted the evolution of some cell types to not requiring CD4 for infectivity 

purposes, but chemokine binding remains crucial as demonstrated by infection abrogation in 

isolates with a V3 deletion (Saunders et al., 2005). It is also an important determinant of 

preferential HIV-1 tropism for either T cells or macrophages (Bryant and Ratner, 1990). The V3 

sequences of T-tropic viruses have been observed to be more basic in terms of charge as compared 

to M-tropic viruses, a characteristic attributed to an accumulation of positively charged residues 

on either side of the GPCR peak of the loop (Fouchier et al., 1992; De Jong et al., 1992).  However, 

there are no detectable patterns that can be attributed to changes in viral phenotype. The V3 loop 

is a critical determining factor of chemokine receptor -CXCR4 and CCR5- binding. Since the 

susceptibility of different cell types to different strains of the virus is partially determined by these 

coreceptors isolates are labeled as R5 when using the CCR5 coreceptor, X4 when using CXR4, 

and dual tropic/mixed (R5X4) when utilizing both coreceptors (Berger et al., 1998). In this way, 

the V3 loop affects sensitivity to, and susceptibility of HIV-1 to a class of ARTs known as entry 

inhibitors particularly the CCR5 antagonist, Maraviroc (Westby et al., 2006). 
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Figure 5: Structure of the V3 loop.  

Adopted from (Jeanne et al., 2015) 

 

When V3 amino acid sequences and their corresponding tropism profiles were initially statistically 

analyzed, the results gave the impression that the occurrence of a positively charged amino acid at 

position 11 and or 25 of the V3 loop, conferred an X4 phenotype, while the lack thereof conferred 

the default R5 phenotype (Fouchier et al., 1992). This rule, commonly termed the ‘11/25 rule’ has 

been used in conjunction with other properties of the V3 loop to develop in silico genotypic tropism 

testing tools. The V3 loop is also believed to be an electrostatic modulator of viral phenotype. 

Discrete disparities in the amino acid sequence of the V3 loop, particularly dispersal of the charged 

amino acids have been shown to have a bearing on viral phenotype (Chesebro et al., 1992; Fouchier 

et al., 1992; De Jong et al., 1992). CCR5 variants have been observed to be less positively charged 

as compared to their CXCR4 counterparts (Chesebro et al., 1996; Naganawa et al., 2008). 

Moreover, a net charge increment in CCR5 variants, and loss of an N-linked glycosylation event 

in the V3 loop have been linked to tropism switching to CXCR4 and loss of antibody resistance 

(Kato et al., 1999; Milich et al., 1997; Pollakis et al., 2001; Shioda et al., 1994). (Yokoyama et al., 
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2012) combined computational and experimental approaches to examine the influence of the V3 

loop universal charge on the surface of the outer region of gp120. Two V3 recombinant HIV-1 

infectious clones with a net charge of +3 and +7 were used.  Fluctuating the V3 net charge impelled 

global changes on gp120 that fluctuated the configuration of V3 loop regions involved in CD4, 

coreceptor, and antibody binding. The clone with a +3-net charge was also observed to be resistant 

to CD4 binding site-MAbs because of reduced exposure of the loops binding the CD4 receptor. 

The crown of the V3 is particularly immunogenic and was for a long time considered a Principal 

Neutralization Determinant (PND) since it is a prominent target for neutralizing NAbs (Javaherian 

et al., 1989). Emerging data however showed that the efficacy of the NAbs was particularly 

contingent on the virus under testing, the V3 Ab epitope specificity, and the neutralization assay 

employed (Zolla-pazner et al., 1999). Therefore, this region is very prone to changes in amino acid 

sequences that directly alter NAbs epitopes, resulting in neutralization escape mutants that are not 

efficiently recognized by the antibodies (Hartley et al., 2005). These escape mutants usually arise 

from the expansion of a minor, naturally resistant variant, or a de novo mutation that alters how 

the V3 loop is packed within the Env trimer. Due to this conformational plasticity, V3 alternates 

between an occluded conformation accessible to chemokine receptors resulting in infection, or an 

open conformation accessible to V3 Abs which neutralizes the virus (Zolla-Pazner et al., 2016). 

Studies have shown that substituting amino acids at positions 313-314 of the V3 loop affects its 

sensitivity to V3-directed antibodies as well as the sensitivity of other antibodies directed to other 

regions of gp120 (Takeuchi et al., 1991). In contrast, mutations introduced to other regions of the 

V3 can also activate an open conformation that is more accessible to V3 NAbs (Zolla-Pazner et 

al., 2016).  Experimental removal of the V3 region has also resulted in improved accessibility to 

other gp120 epitopes, by antibodies (Binley et al., 2000; Wyatt et al., 1992), implying that the V3 

loop overlies the more conserved receptor binding sites.  
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2.3.2 Regulatory proteins 

2.3.2.1 Tat (Transactivator of transcription) 

Tat is an 86-102 amino acid long, 14-16kDa product of the Tat gene that regulates HIV-1 genome 

transcription. Tar binds the transactivation response element (TAR), and enhancer-promoter-

binding factors, accelerating availability of viral RNA for virus production x100 (Isaacman-Beck 

et al., 2009; Jeang, 1996; Seitz, 2016).  

Two exons spliced together encode the tat protein. The first exon is conserved within the HIV-1 

subtypes while the second exon varies (Perkins et al., 1989). Tat is made up of two domains termed 

the transcription activation and basic domains. The former consists of a region rich in cysteine 

residues that function in the dimerization and stabilization of the protein structure as well as the 

binding of metals and a hydrophobic core. The latter is an arginine-rich motif that binds RNA 

conferring specificity of the protein to a triplet base in the bulge of the stem-loop TAR, localizes  

Tat to the nucleus, and interacts with surface proteins such as heparan sulfate proteoglycans to 

facilitate the internalization of this protein into bystander cells (Clark et al., 2017; Ruiz et al., 2019; 

Tyagi et al., 2001) 

 

 

Tat principally acts as a promoter of the initiation and elongation phases of HIV-1 transcription, 

promoting full-length transcript production (Feinberg et al., 1991; Perkins et al., 1989). To 

stimulate the elongation phase, Tat recruits an RNAP II elongation factor known as P-TEF13 (Zhu 

et al., 1997). P-TEF13 (positive elongation factor 13) is comprised of catalytic and regulatory 

subunits termed CDK9 and Cyclin T1, respectively (Majello et al., 1999). CDK9 is a serine kinase 

that catalyzes the phosphorylation of the carboxyl-terminal (CTD) of RNAP II, while Cyclin T 

 

Figure 6: HIV-1 Tat protein.  

Encoded by two exons (1-72) and (72-101). 

The structural and functional domains are also 

shown. Adopted from (Tsukamoto et al., 2020) 
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enables the identification of the TAR loop region by the Cyclin T-Tat complex (Herrmann and 

Rice, 1995; Majello et al., 1999; Peng et al., 1998). Further studies revealed Tat’s mechanism of 

action was not as simple as suggested above. Studies showed that the association of RNAP II with 

two multiprotein complexes known as the NELF (negative elongation factor) and DSIF 

(sensitivity-inducing factor) inhibits transcription elongation (Yamada et al., 2006).  Recruitment 

of NELF to the HIV-1 promoter is followed by direct binding of its RD subunit to HIV-1 TAR 

and P-TEF13 whether Tat is present or absent. The kinase activity of P-TEF13 then phosphorylates 

RD, abolishing its interaction with TAR. This results in short, promoter-proximal transcripts, a 

factor that may contribute to low transcription levels in HIV-1 latent cells (Fujinaga et al., 2004). 

CDK9 was found to additionally phosphorylate subunits of both multiprotein complexes 

potentially activating the elongation phase of transcription (Fujinaga et al., 2004; Zhou et al., 

2012). 

Tat has also been observed to exert pleiotropic effects on cells, resulting in the upregulation of 

genes that modulate inflammation and activation of cytotoxic pathways. Tat promotes 

angiogenesis by stimulating the growth of Kaposi-like cells, by acting as a secreted growth factor. 

It also up-regulates the expression of cytokines such as IL-2, IL-2, and TGF, and downregulates 

Bcl-2 expression. Activation of cellular transduction pathways that utilize PI-3 kinase, and NF-

KB are also affected by this viral protein (Tsukamoto et al., 2020). Neurotoxicity has been 

observed at low Tat concentrations in addition to progressive deregulation of neurons, and 

astrocytes that eventually results in the occurrence of HIV-Associated Neurocognitive 

Disorders(HAND), and accelerated brain aging (Bagashev and Sawaya, 2013). 

2.3.2.2 Rev (Regulator of Expression of the Virion) 

Rev is a 13-kD phosphoprotein roughly 116 amino acids long that regulates the splicing and 

transport of newly formed RNA to the cytoplasm (Perkins et al., 1989; Seitz, 2016). It binds to a 

specific RNA sequence known as the Rev response element (RRE). This is a 240 bp region located 

in the second intron of HIV-1 that forms a complex RNA secondary structure, including a ‘bubble’ 

within this stem-loop structure to which Rev binds with high affinity (Micheal et al., 1989). The 

Rev protein is made up of three domains; an arginine-rich RNA binding domain that moderates 

sequence-specific interaction with the RRE and localization of the nucleus/nucleolar (Cochrane et 

al., 1990; Kjems et al., 1992), a multimerization domain critical for its function (Hope et al., 1992; 
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Zapp et al., 1991) and an effector domain that doubles up as specific nuclear export signal(NES) 

(Fischer et al., 1995). 

Viral gene expression is comprised of two phases: Rev-independent early phase, and Rev-

dependent late phase. Rev modulates early to late phase transition during replication (Micheal et 

al., 1989). Within the cytoplasm, a GTPase known as Ran facilitates the interaction of 

multimerized Rev with importin β to form a complex that transports Rev into the nucleus of 

infected cells (Izaurralde et al., 1997). Once in the nucleus, Rev disassembles from this complex 

and binds to the RRE (Hope et al., 1990; Zapp et al., 1991). Accumulation of the Rev protein to a 

certain threshold triggers the cellular splicing machinery to halt the production of multiply spliced 

transcripts and shift to producing singly spliced transcripts, which typically occurs in the late 

phase. The leucine-rich Rev NES facilitates binding of  Rev with its RNA load to exportin-

1(CRM1) (Fornerod et al., 1997; Fukuda et al., 1997; Stade et al., 1997) and its ultimate transport 

into the cytoplasm where   Ran catalyzes the disassembly of this complex, releasing the RNA cargo 

(Nielsen et al., 2005). 

Additional effects of Rev include increased stability and translation of HIV-1 mRNA (Felber et 

al., 1989). Studies by (Malim and Cullen’, 1993) showed that the half-life of RNAs within the 

nucleus of a HIV-infected T-cell line increased significantly in the presence of Rev. 

2.3.3 Accessory proteins 

2.3.3.1 Viral Protein U (Vpu) 

Vpu is a 9KDa membrane protein that stimulates virion release from the surface of the cell and 

particularly targets the CD4 protein to an ER-degradation course (Aloja et al., 1998; Miller et al., 

2000). CD4 employs a domain in its cytoplasmic tail that is proximal to the membrane to attach to 

h-βTrCP, which in turn facilitates the interaction of CD4 and ER expressed Vpu (Margottin et al., 

1988).  h-βTrCP is belongs to the F-box protein family that were initially identified as elements of 

ubiquitin-ligase complexes (Kipreos and Pagano, 2000). This ternary complex then engages an 

additional component of the ubiquitination machinery known as SKP1 that ubiquitinates CD4 and 

consequently targets it for proteasome degradation (West et al., 2004).  

Increased secretion of virus progeny from infected cells over expressing Vpu was initially 

attributed to Vpu-induced pore formation within ion conductive membranes (Bour and Strebel, 

2003). However, studies later showed that the Vpu requirement is dependent on the host cell 
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suggesting that this protein may negate the effects of inhibitory factors such TASK-1(an acid-

sensitive K+ channel) in some cell types but not in others (Hsu et al., 2004). 

2.3.3.2 Viral Protein R (Vpr) 

Vpr is a basic, 96 amino acid long protein highly conserved within H1V-1 and 2, and SIV (Tristem 

et al., 1992).  The biological function of Vpr is exerted on many targets as indicated by the presence 

of this protein in several compartments including the virion, cerebrospinal fluid, and sera of 

infected subjects (Paxton et al., 1993). It is an element of the reverse transcription complex (RTC) 

and possibly interacts with uracil DNA glycosylase of HIV-infected individuals, modifying newly 

synthesized viral DNA (Chen et al., 2004; Mansky et al., 2000). Vpr also mediates the importation 

of the pre-integration complex(PIC) into the nucleus, anchors this complex to the envelope of the 

nucleus, and translocates viral DNA into the nucleus (Bukrinsky and Adzhubei, 1999; Cullen, 

2001; Fouchier and Malim, 1999).  

Furthermore, Vpr impedes the progress of the host cell cycle progression by inducing arrest in the 

G2 phase. Progress from G2 to mitosis during the cell cycle is highly governed by a kinase known 

as Cdc2. Vpr induces the hyperphosphorylation of Cdc2 rendering it inactive (Re et al., 1995; Zhao 

et al., 1996). Vpr also stimulates apoptosis in cells infected with HIV (Alimonti et al., 2003). The 

mechanism of action Vpr in inducing apoptosis is elusive. It is debated whether the G2-arrest 

triggers Vpr-induced apoptosis as indicated by a decreased apoptosis rate in the presence of a cell 

cycle regulator known as Wee-1 kinase (Yuan et al., 2003). The most favored explanation suggests 

that apoptosis is induced through the mitochondrial pathway that ultimately results in the release 

of apoptosis-mediating factors following mitochondrial swelling (Brenner and Kroemer, 2003; 

Jacotot et al., 2000, 2001). Vpr has also been shown to activate Caspase-9, setting in motion 

caspases of the intrinsic pathway of apoptosis (Muthumani et al., 2002). Contrary studies have 

suggested that Vpr may be a negative regulator of T cell apoptosis (Ayyavoo et al., 1997; Conti et 

al., 1998). 

Moreover, Vpr transactivates HIV-LTR and host cellular genes. Host responses to Vpr include 

CD8+ T-lymphocytes-Vpr targeting in acute HIV infection (Altfeld et al., 2001; Mothé et al., 

2002) and expression of heat shock proteins such as HSP70 protecting cells from the effects of 

Vpr (Benko et al., 2004; Iordanskiy et al., 2004b, 2004a). This protein alters cell proliferation and 
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cytokine production (e.g. TNF α and IL-12), and chemokines such as RANTES which in turn 

down-regulate humoral and cellular immune response (Ayyavoo et al., 1997; Refaeli et al., 1995). 

2.3.3.3 Virus infectivity factor (Vif) 

Vif is a 192 amino acid long protein concentrated in the cytoplasm of infected cells (Strebel et al., 

1987). Vif is thought to influence the latter phases of virion assembly and also blocks premature 

Gag-precursor processing by HIV protease. This ensures that the products of gag processing 

namely CA, MA and NC and are available during virion assembly at the surface of the cell (Aloja 

et al., 1998; Miller et al., 2000). Research conducted by (Sheehy et al., 2002) implicated Vif in 

overcoming host antiviral elements such as APOBEC3G (apolipoprotein B mRNA-editing enzyme 

catalytic polypeptide-like 3G), a cytidine deaminase that induces hypermutations in newly 

synthesized HIV-1 DNA, via deamination of deoxycytidines in the minus strand of the viral cDNA 

replication intermediate (Harris et al., 2003; Lecossier et al., 2003a; Zhang et al., 2003). G-to-A 

transitions and stop codons are consequently generated, prompting the degradation of the newly 

synthesized DNA by host glycosidases and repair enzymes. Thus, the end product is hypermutated 

viral DNA (Lecossier et al., 2003b). Vif complexes with APOBEC3G, blocking its encapsidation 

by the virus (Schäfer et al., 2004). Moreover, Vif mediates the breakdown of APOBEC3G by 

targeting it to the ubiquitin-proteasome pathway (Conticello et al., 2003; Marin et al., 2003). 

Furthermore, Vif interacts with genomic HIV-1 RNA at the 5’ region to stabilize the viral 

nucleoprotein complex (Gabuzda, 2000; Henriet et al., 2005; Höglund et al., 1994). This protein 

also modulates RT activity by enhancing the binding of RT and primer or upregulating RT 

polymerization (Cancio et al., 2004). 

2.3.3.4 Negative regulating factor (Nef) 

 Nef is a 27-kD myristoylated protein produced in abundance in the initial stages of the replication 

cycle. It is conserved to a great extent in lentiviruses that infect primates, and is thus crucial for 

the survivability of these viruses (Ahmad and Venkatesan, 1988; Cheng-Mayer et al., 1989) in 

four major ways: Nef alters expression of several cellular proteins at the cell surface. MHC class 

I & II, CD4, CD8, and CD28 expression are downregulated by Nef (Garcia and Miller, 1991; Stove 

et al., 2005; Swigut et al., 2001). Owing to the importance of these receptors in the unmitigated 

performance of the immune system, modulation of their expression at the cell surface greatly 

impairs anti-HIV immune responses. This shields HIV-infected cells from CTL response and 

decreases the adhesion of these cells to APCs, promoting their movement and thus, that of the 
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virus. Reduced CD4 expression also abolishes interaction between this receptor and Env, 

increasing the rate of virion release from the infected cells. Conversely, Nef upregulates the 

expression of CD74 (Schindler et al., 2003). 

Secondly, Nef has been shown to interfere with transduction signals that impart the activation of 

infected cells, by interacting with lipid rafts and cholesterol-rich domains of the membrane that 

cluster puissant signal mediators (Wang et al., 2000). The interruption of these signaling pathways 

induces the release of chemokines and T cells attracting factors and enhances infection of these 

cells by the virus (Schmidtmayerova et al., 1996; Swingler et al., 2003).  

Thirdly, the processing of Nef by proteases during replication has been observed to alter virion 

infectivity and replication of the virus (Chowers et al., 1994). Virions generated in the presence of 

Nef are highly infectious (up to 10X) as compared to those produced in its absence (Seitz, 2016). 

This is attributed to the Nef-induced remodeling of actin and facilitation of transport of the viral 

core post a presumably obstructive cortical actin barrier (Campbell et al., 2004). Lastly, this protein 

modulates the trafficking of cholesterol in infected cells. Since cholesterol is crucial in the viral 

life cycle, a decrease in cellular levels of cholesterol noticeably decreases HIV-1 virion production 

(Maziere et al., 1994). Nef contains a cholesterol recognition motif at the C-terminal that binds to 

and traffics cholesterol to viral budding sites (Zheng et al., 2003).  
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2.4 HIV Transmission 

Although there has been a significant global decline in new HIV-1 infections, some regions and 

risk groups are still disproportionally affected, underlining the importance of different routes of 

transmission and behavioral risks as facilitators of transmission. HIV is transmitted through sexual 

contact across mucosal surfaces, percutaneous inoculation, and maternal-infant exposure. 

Different exposure routes are associated with varied infection risks (Cohen et al., 2011a). 

Sexual contact-either homosexual or heterosexual, through cervicovaginal, penile and rectal route- 

is the major route through which HIV is transmitted (Ames et al., 1998). This is attributed to the 

presence of the virus in semen in both infected mononuclear cells and in the seminal fluid, as a 

cell-free virus as well as in cervical smears and vaginal fluid (De Vincenzi, 1994). Despite reduced 

transmission probability per coital act (1 in 200-1 in 3000), heterosexual transmission is said to 

contribute to up to 70% of global HIV infections, while men who have sex with men (MSM), 

mother-to-child transmission (MTC) and injection drug use (IDU) contributing to the remainder 

(Hladik and McElrath, 2008; Shaw and Hunter, 2012). However, the transmission probability for 

heterosexual exposure is attributed to other confounding risk factors such as male circumcision, 

STD/STI  induced genital inflammation, and ulcers genital that increase the shedding of the virus 

into the genital tract, increasing susceptibility to infection by X2-X11, clinical stage of HIV 

disease, and route of exposure (Hladik and McElrath, 2008; McElrath et al., 2008; Quinn, 2007). 

The penile-vaginal route bears a transmission probability of 1 in 10 (Powers et al., 2008). 

Transmission is correlated to viral load (VL) and clinical stage of the disease-acute vs middle vs 

late (Shaw and Hunter, 2012; De Vincenzi, 1994). The risk of transmission is determined by the 

viral load of the transmitting partner and the clinical stage of infection. This is highlighted in sero-

discordant couples where the risk of transmission was observed to increase by X2.5 for every 10-

fold increment in viral load, and a 96% decrease in transmission was observed when the VL of the 

infected partner is <1000copies/ml (Cohen et al., 2011b; Quinn et al., 2000).  Transmission is also 

most efficient during acute infection, reflecting high VLs in this infection phase, absence of 

neutralizing antibodies to inactivate the circulating virus, and clonal expansion of fit viruses 

(Brenner et al., 2007a; Miller et al., 2010).  

There is a compelling relationship between the transmission of the virus with receptive anal 

intercourse with a reported transmission risk of 1 in 3 (Powers et al., 2008). This has been 
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associated with the thin and fragile rectal mucosal membrane that acts as a barrier between the 

semen deposit and the potential target cells within and beneath the mucosa of the anus, and anal 

intercourse-induced trauma. In contrast, the vaginal mucosa is relatively thicker and less 

susceptible to intercourse-induced trauma, but reciprocal viral transmission can occur during 

vaginal intercourse (De Vincenzi, 1994). Transmission of the virus through oral sex is less 

efficient. The hypotonicity of saliva was shown to disrupt >90% of mononuclear cells that host, 

produce and transmit the virus as well as other cultured cells with concomitant multiplication 

inhibition (>10,000 fold) of HIV and other surrogate viruses (Baron et al., 1999).  However, cases 

of receptive transmission through receptive fellatio and insertive cunnilingus, albeit rare, have 

been reported (Weller, 1993). 

Percutaneous transmission of HIV is attributed to blood transfusions and by sharing of needles 

among injection drug users (IDUs). Hemophiliacs and blood or blood products recipients represent 

approximately 2% of total HIV infections. Nowadays, the risk of transfusing contaminated blood 

and blood products has been reduced by screening of the blood supply (Coffin et al., 1997) 

Vertical transmission from a mother who is infected to a child may occur either in utero, 

perinatally, or through breast feeding and represents at least 90% of all HIV infections in children 

and infants. Mother-to-child transmission in late pregnancy occurs following entry of the mother’s 

blood into the fetal circulation and perinatally due to exposure of the mucosal membrane to the 

virus during labor and delivery (Dunn et al., 1992). 
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2.5 Clinical staging of HIV infection  

Irrespective of the transmission route, the blood appearance of viral and host markers generally 

follows an orderly and reproducible pattern following a clinically productive transmission event. 

2.5.1 Acute phase 

This is the earliest stage and generally develops two to four weeks following infection with HIV. 

The acute phase is accompanied by non-specific, mild symptoms including symptoms similar to 

those of flu such as fever, headaches, rash, adenopathy, nausea, and fatigue in 40-90% of infected 

individuals (Ames et al., 1998). 

Acute infection is characterized by intensive viral replication which translates into a viral peak 

(VL> 100,000 copies per ml of blood) and by a transient drop in circulating CD4 lymphocytes in 

the peripheral blood and lymphatic tissues of the lymph node and gut-associated lymphocytes 

(GALT), where 94% of CD4+ T cells reside (Cohen et al., 2011a). This phase is characterized by 

increased mucosal, submucosal, and lymphoreticular viral replication (McMichael et al., 2010). A 

decrease in T cell number in the gut coupled with immense growth in the size of the HIV DNA 

reservoir usually occurs within the first 25 days following the acquisition of the virus. During this 

stage, viral markers are not detectable in plasma but are observed in the affected tissues only (Estes 

et al., 2008). This stage is termed the ‘eclipse’ stage and often lasts between 7 and 21 days post 

virus acquisition (Cohen et al., 2011a). Once the HIV RNA concentration increases by 1-5 copies 

per ml in plasma, HIV can be qualitatively detected by techniques that utilize nucleic acid 

amplification (Palmer et al., 2003). Following this, viral load can be monitored by employing 

different quantitative clinical assays to the various viral markers that consequently appear (Kumi 

et al., 2013).  

The initial response by the immune system which includes a ‘cytokine storm’ that coincides with 

the increasing viremia (ramp-up viremia), may result in acute retroviral syndrome in a significant 

number of individuals who are infected, and may therefore be used as an indicator of acute HIV 

infection (Cohen et al., 2011a). This primary rise in virus numbers within the plasma, often beyond 

levels higher than 1 million RNA copies per ml, is usually followed by a significant reduction in 

VL to a steady-state level of viral replication. This viral load decrease has been correlated with 

specific antiviral immune responses that include the cytotoxic T cells (Usey et al., 1997), as well 

as soluble factors produced by CD8+ cells that hinder viral replication (Martinez-Mariño et al., 

2007). 
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The acute phase is of epidemiological importance since an individual is highly contagious toward 

their sexual partners because of the very high viral load (Kumi et al., 2013). Moreover, this phase 

is clinically critical since an individual is rendered incurable from infection by HIV due to the 

reservoir of infected cells formed, and the resulting viremia at the axe of this phase dictates the 

disease’s natural progression since high viral load and rapid progression of the disease are 

correlated (Ames et al., 1998). The use of immediate ART to successfully manage early HIV 

infection (EHI) has been endorsed by many studies where outcomes were a healthy CD4 count 

and functionality, a HIV reservoir limited in size, and a reduced risk of onward viral transmission 

(Brenner et al., 2007b). 

2.5.2 Asymptomatic phase 

Also known as the clinical latency phase, this phase is characterized by HIV inactivity or 

dormancy. After seroconversion, the viral load settles and the asymptomatic phase which varies in 

length from one infected individual to the other, follows (Ford et al., 2009). This phase may last 

up to 20 years with the administration of improved ART since ART minimizes viral replication 

and thus immune status deterioration. Intensive viral replication continues despite the absence of 

physical symptoms. Levels of the virus drop in peripheral blood although antibodies against HIV 

can be detected on a regular basis (Rastogi et al., 2011). The reduction in viremia is associated 

with antiviral responses of the adaptive and innate immune systems, which include components 

such as complement and mannose-binding lectins (MBLs) as well as anti-HIV antibodies, T cells, 

and natural killer (NK). In an unusual group known as ‘elite controllers’, undetectable viremia 

may indicate efficient HIV control (Levy, 2009). 

HIV latency during this phase has been associated with various host and viral factors such as the 

site of proviral DNA integration within the genome of the host, the state of the proviral DNA 

following integration (e.g. methylation), and insufficient expression of viral Tat and Rev which 

affects viral fitness (Eberle and Gürtler, 2012). Host factors that may suppress viral infection 

include cellular proteins such as histone deacetylases, YY1 (a transcription repressor protein), and 

the CD8þ antiviral factor. Intrinsic cellular antiviral factors may be involved, and examples include 

APOBEC3 and 3F, a cytosine deaminase that interferes with reverse transcription by altering 

single DNA synthesis, and TRIM5a which prevents uncoating of the virus by interacting with the 

viral capsid (Levy, 2009). 
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CD4+ T cells are massively damaged by the virus through head-on and indirect mechanisms 

including viral cytopathic effects, virus-induced apoptosis, and immunological senescence. 

Another additional mechanism responsible for the inflammatory damage that results in the 

architectural destruction of lymphoid organs has been described by (Estes et al., 2008). It is 

referred to as the ‘damaged niche’ hypothesis and ascribes the depletion of CD4+ T cell numbers 

to cytokine induced-fibrosis (TGF-β and other cytokines) which may hamper interactions of 

dendritic T cells and their access to growth factors and cytokines necessary for proliferation and 

survival of CD4+T cells (Ford et al., 2009). 

Immune activation also contributes to pathogenesis during this phase. Epithelial barrier breach and 

reduction in gut CD4 T cell numbers may result in the release of microbial products that propel 

immune activation. Studies have also shown that patients infected with HIV, and Rhesus macaques 

infected with SIV exhibit elevated circulating lipopolysaccharide (LPS), and soluble CD14 

(Brenchley et al., 2006). As a result, the innate immune system is continuously stimulated to 

produce type I interferons as well as pro-inflammatory cytokines that further intensify the immune 

activation and give rise to targets of HIV replication (Brenchley and Douek, 2008; Ford et al., 

2009). 

2.5.3 AIDS phase 

The outcome of HIV infection is the AIDS phase which may present itself anywhere between 1-2 

years post-infection. This phase is also referred to as immunodeficiency syndrome and is usually 

fatal and terminal for infected patients. About 50% of infected individuals progress to AIDS 

without ART (Grossman et al., 2006; Mosier, 2009; Schuitemaker et al., 1992). The AIDS phase 

is characterized by extremely low CD4 counts below 35cells/ml and impaired immune functions 

specifically HIV-specific immune responses mounted by CD4+ and CD8+ cells (Levy, 2009). 

Severe destruction of the lymphoid tissue orchestrated by the virus, which serves as an indicator 

of infection progress, also occurs. This severe immune suppression favors the emergence of 

numerous opportunistic infections and finally encephalopathy and wasting syndrome. It is also 

during this phase that a tropism switch may take place. The appearance of X4 or mixed/dual tropic 

variants is usually an indicator of poor prognosis and pronounced reduction in CD4+ T cell 

number. Such a tropism switch expands the viral targets and occurs after several years of infection 

(Zaunders et al., 2002).  
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2.6 HIV pathogenesis 

HIV replication occurs in two phases: the early and late phases. Early events include binding and 

entry of the virus into the target cells to host genome integration of proviral DNA. The latter phase 

includes events occurring from the expression of the viral genes to the packaging, release, and 

maturation of the new virion (Freed, 2015).  

 

 

Figure 7: An overview of HIV pathogenesis 

 Adopted from (Silliciano and Lusic, 2017) 
 

2.6.1 Fusion and entry 

Viral entry is facilitated by complex protein-protein interactions that involve both receptors found 

on the target cells as well structural proteins on the viral envelope. Virus adhesion to the host cell 

surface, facilitated by viral env kick starts the early phase of the HIV replication cycle (Bernstein 

et al., 1995). The functional unit of env is gp160, a glycoprotein that appears as spikes on the lipid 

bilayer. Gp160 is a trimer made up of gp120 (surface moiety) and gp41(transmembrane moiety) 

heterodimers (Coakley et al., 2009; Zhu et al., 2003). Viral entry begins when gp120 binds to the 

CD4 expressed on various host cells such as DCs, macrophages, and astrocytes (Bour et al., 1995). 
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The CD4-binding domain of gp120 binds to the CD4 receptor inducing conformational changes in 

both proteins that expose the viral V3 loop, which then binds the CCR5 or CXCR4 (fusin) 

coreceptors on the plasma membrane of target cells (Dean et al., 1996; Feng et al., 1996). The 

complex protein-protein interactions ultimately result in a ‘fusion-active’ state necessary for the 

merging of the cellular and viral membranes (Mulinge et al., 2013).  

Additional conformational changes triggered by the binding of gp120 to the coreceptors, that occur 

in gp120 and subsequently gp41, lead to the presentation of the N-terminus of gp41 on the viral 

coat where it creates a channel that inserts into the cell surface membrane due to its hydrophobicity 

(Seitz, 2016), completing marriage of the cellular and viral membranes. This fusion occurs within 

minutes by pore formation, with subsequent emptying of the viral core into the cytoplasm. 

Liberation of the capsid contents into the cytoplasm is triggered by pH changes within the 

phagosome after the capsid is taken up by a late endosome (Simon et al., 2006). 

 

 

Figure 8: Viral fusion and entry. 

Adopted from (Wilen et al., 2012a) 
 

2.6.2 Reverse transcription and nuclear import 

Viral RNA is reverse transcribed following the disassembly of the virus core by the RT enzyme. 

Single-stranded proviral RNA is reverse transcribed into viral cDNA by RT activated in the 

cytoplasm, while RNase H simultaneously degrades the RNA. This DNA is then used a template 

for second strand synthesis of viral DNA by the DNA-dependent polymerase activity of RT, 

forming a double-stranded proviral DNA (Dean et al., 1996; Rosenthal, 1994). The intrinsic lack 

of proofreading and error-prone nature of RT combined with high viral replication rates generate 
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homologous yet discrete variants of the virus (Simon et al., 2006) that may differ by up to 10% 

within an individual (Korber et al., 2001). The proviral DNA is then packaged in a complex made 

of viral DNA, integrase and capsid proteins, and cellular proteins such as high Mw nucleoprotein 

complex, forming a PIC that is imported into the nucleus via nucleopores, for subsequent 

integration (Craigie and Bushman, 2012; Silliciano and Lusic, 2017).  

 

Nuclear import of PIC is an energy-requiring process under the influence of both host and viral 

factors. Viral components in this process include the capsid(major determinant)t, matrix, vpr, 

integrase, and the central polypurine tract (Silliciano and Lusic, 2017). The capsid contains a 

nuclear localization signal, and it also interacts with RANBP2, a nucleoporin, docking the virion 

to the cytoplasmic leaflet during the final stages of reverse transcription (Bukrinsky et al., 1993; 

Lee et al., 2010). Cellular host factors influencing nuclear PIC importation include RANBP2, 

transportin 3(TNPO3: also known as TRN‑SR), Cyclophilin A(CYPA), and CPSF6. RANBP2 and 

CYPA are localized on the cytoplasmic side, and both serve as binding sites for molecules 

Figure 9: Importation of the PIC into 

the nucleus and the selection of the 

integration sites.  

Viral and host factors that influence 

nuclear import are shown. (PIC-pre-

integration complex. Adopted from 

(Silliciano and Lusic, 2017) 
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traversing the nuclear pore complex (NPC). TNPO3 shuttles molecules through the NPC. The 

cleavage and polyadenylation specificity factor 6(CPSF6) also participates in the importation of 

the virus. Both NUP153 and CPSF6 are involved in the selection of target sites, in conjunction 

with LEDGF(lens‑epithelium‑derived growth factor) (Ciuffi et al., 2005; Koh et al., 2013; Pruss 

et al., 1994; Schaller et al., 2011). 

2.6.3 Integration 

Host genome proviral DNA integration is facilitated by viral integrase in collaboration with 

enzymes that function in DNA repair within the host (Pruss et al., 1994). The termini of viral DNA 

is the precise integration site but integration may occur at various sites within the genome of the 

host cells (Craigie and Bushman, 2012). Areas with high gene density and transcriptionally active 

domains within the host chromosomes are usually the hotspots of proviral DNA integration, as 

they promote efficient viral gene expression after integration (Shinn et al., 2002; Wiskerchen and 

Muesing, 1995). The route of entry into the nucleus, cell cycle phase, high GC content, high CpG 

island density, the structure of chromatin (easy access of PIC to euchromatin) as well as sequence 

specificities which include specific histone marks and interaction of viral integrase with cellular 

elements of the host such as LEDGF are some of the factors influencing the preference of 

transcriptional units as integration sites (Albanese et al., 2008; Lucic and Lusic, 2016; Singh et al., 

2015). Recent studies have also implicated the nuclear architecture as a key mediator in the 

targeting of the PIC towards nuclear environment permissive for efficient viral gene expression 

(Silliciano and Lusic, 2017). 

LEDGF/P75 mediates the targeting of the highly spliced transcriptional units by the proviral DNA, 

by interacting with various splicing factors to boost integration efficiency, through a tethering 

interaction (Ciuffi et al., 2005; Singh et al., 2015). Proviral DNA integration into the host genome 

finalizes the establishment of a persistent infection by irreversibly turning the host cell under 

transformation into a potential virus producer (Bryant and Ratner, 1990; Dean et al., 1996) 
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Analysis of the intermediate integration structures conducted by (Brown et al., 1989; Fujiwara and 

Mizuuchi, 1988), showed that the integration process is made up of two steps. The first involves 

multimerization of integrase on the viral LTR ends followed by 3’ end processing. Here, two 

nucleotides are clipped from all 3’ends of the linear, blunt-ended viral DNA giving rise to a 

chemically reactive hydroxyl group. The second step, which occurs after nuclear PIC importation, 

involves the binding of integrase to the target DNA. In this step, phosphodiester bond pairs on 

opposite strands of the target DNA are attacked by the reactive 3’ end hydroxyl groups. 

Disassembly of the integration complex follows. Cellular enzymes complete integration by 

repairing gaps within the single strands, and the two nucleotide overhangs at the 5’ ends of the 

viral DNA (Freed and Mouland, 2006; Nisole and Saïb, 2004). 

Figure 10: Mechanism of 

proviral DNA integration into 

host genome 

Integrase mediates two major 

reactions: 3’ end processing and 

strand transfer reactions. 

Integration is completed 

following repair of the DNA 

recombination intermediate by 

cellular and proviral enzymes. 

Adopted from (Silliciano and 

Lusic, 2017) 
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This stage is critical for productive infection. However, viral genetic material may have other fates. 

It can undergo some circularization reactions that represent dead ends for the virus. After 

dissociation of the PIC proteins, two ends of the viral DNA are ligated yielding 2-long terminal 

repeat (2-LTR) circles. Circles containing one LRT copy have also been detected and their 

formation has been attributed to recombination mediated by the cellular MRN complex(Mre11, 

Rad50, and NBS1), which functions in the sensing, targeting, and repair of double-strand breaks 

(Kilzer et al., 2003). These one LTR circles may also be stalled products of reverse transcription 

that did not undergo displacement synthesis final steps (Hu and Hughes, 2012). Furthermore, 

circles with inverted segments may be formed if the virus uses itself acts as an integration target 

(Silliciano and Lusic, 2017). 

2.6.4 Transcription and translation 

Tat facilitates assembly of transcriptionally active complexes following integration. It binds to the 

cyclin component (Cyclin T1) of (P-TEFb), increasing its affinity for the transactivation response 

element (TAR); a step-loom HIV-1 RNA element found at the viral genome 5’ terminus (Ott et 

al., 2011). This resulting tri-partite complex is crucial as it dictates the assemblage of RNA Pol II 

machinery at the LTR. Various host transcription elements are also required for optimum LTR 

activation. These include NFAT (nuclear factor of activated T cells) and Rel/NF-j, whose 

accessibility and attachment to the promoter at LTR, dictate the result of viral transcription within 

host cells (Karn et al., 2012). 

The CDK9, a cyclin-dependent kinase component of P-TEFb, stimulates transcription efficiency. 

P-TEFb phosphorylates the CTD of RNA pol II, converting it into an assembly platform. 

Phosphorylation regulates numerous transcription factors involved in RNA processing that 

modulates elongation, termination, and co-transcriptional processing of pre-mRNAs (Bieniasz et 

al., 1999). Moreover, negative elongation factors such as DSIF and NELF are phosphorylated by 

P-TEFb, inhibiting their antagonistic action and releasing Pol II from pausing at the promoter 

(Peterlin and Price, 2006). P-TEFb further stimulates transcription efficiency through histone 

phosphorylation, promoting Tat-mediated cellular transcription (O’ Brien et al., 2010).  

Transcription of the viral genome by cellular transcription machinery results in spliced and 

genomic forms of viral RNA. The portion of these pre-mRNAs that subvert the normal processing 

and retain their introns serve a dual role as the genomic material and precursors of the Gag and 
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Gag-Pol polyproteins. Splicing of the newly transcribed pre-mRNAs by the cellular splicing 

machinery yields two additional groups of mRNAs; singly spliced mRNAs that encode Env, Vif, 

and Vpu, and multiple/fully-spliced RNAs that yield Rev, Tat, Vpr, and Nef upon translation 

(Craigie and Bushman, 2012; Nielsen et al., 2005). The early phase of viral replication is Rev-

independent while the late phase is Rev-dependent. Accumulation of the Rev protein to a certain 

threshold triggers the cellular splicing machinery to halt production of multiply spliced transcripts 

and shift to producing singly spliced transcripts, which typically occurs in the late phase. An RNA 

binding motif interacts with the RRE located within the env of all incompletely spliced viral 

mRNAs. The Rev-RRE complex stimulates unspliced and singly spliced mRNA export into the 

cytoplasm. Rev also contains an NES whose interaction with cellular cofactors such as exportin 1 

and Ran-GTP facilitates nuclear export of the processed mRNAs (Nielsen et al., 2005). 

2.6.5 Assembly, budding, and maturation 

2.6.5.1 Viral Assembly 

Assembly involves the packaging of essential components for viral infectivity, together. Virion 

assembly occurs at the plasma membrane. All viruses including lentiviruses such as HIV-1 utilize 

the C assembly pathway, where the assembly of virus particles predominantly occurs at a 

subcellular site. However, it was recognized that this may not always be the case since virion 

assembly and budding have been reported to occur in intracellular compartments such as the 

multivesicular body, and the late endosome in macrophages infected by HIV (Perlman and Resh, 

2006). 

During assembly, Gag and Gag-Pol polyprotein interact via the capsid domain. The formation of 

the HIV-1 virus particle is driven by the self-assembly of Gag into a curved hexameric protein 

lattice- whose structure is not fully understood- at the cell surface membrane (Briggs et al., 2009). 

There is a poor understanding of the mechanisms that direct Gag molecules to the assembly sites. 

However, studies have implicated An extremely basic section at the amino terminus of the MA 

domain that binds to phosphatidyl inositol bisphosphate in the inner leaflet cell surface 

phospholipid bilayer, stabilizing the interaction between Gag and the plasma membrane 

(Balasubramaniam and Freed, 2011). In addition, a myristic acid moiety, which is simultaneously 

added to terminal Gly of this N terminus during translation, has been implicated in membrane 

binding (Bryant and Ratner, 1990; Saad et al., 2006). 
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The capsid plays a crucial role during the assembly of the immature virion and virion maturation 

as well. The genomic RNA packaged in the assembling virion consists of two copies of unspliced, 

5’capped, and 3’-polyadenylated positive, strand RNA molecules. Assembly occurs in such a way 

that the nucleocapsid (NC) recognizes a packaging signal known as Psi, a highly conserved RNA 

element within the 5’-UTR. NC additionally facilitates the formation of an RNA dimer through 

the palindromic dimer linkage sequence, located within the Psi sequence (Nielsen et al., 2005) The 

mechanistic coupling of dimerization and packaging observed in several studies favors packaging 

of the genome in a dimeric form, discriminating against the other forms such as a monomeric 

genome, spliced viral mRNAs that give rise to accessory proteins as well as cellular mRNAs(Lu 

et al., 2012). 

 

Several RNAs are additionally packaged within the virion. The assembling virion also incorporates 

the Gag-Pol polyprotein that yields viral RT, integrase, and protease upon processing (Bryant and 

Ratner, 1990). The Vpu and Vif proteins partly regulate virion packaging. Virion release from the 

cell surface is moderated by Vpu. Vif is thought to influence the final stages of virion assembly 

and additionally blocks premature protease-mediated Gag processing (Nielsen et al., 2005). 

2.6.5.2 Viral Budding 

Viral budding describes the acquisition of a lipid envelope by the virus through fusion with the 

cellular membrane. The budding virus is enveloped by a host-derived membrane that bears viral 

envelope glycoproteins in trimeric complexes that consist of gp120 and gp41. The exit of virions 

from the host cells utilizes the cellular ESCRT machinery that usually mediates endosome budding 

into multivesicular bodies (Martin-Serrano et al., 2003). A motif in the p6 domain of Gag facilitates 

the virus’ access to this protein sorting pathway. This motif is referred to as the ‘late domain’ since 

it aids vesicle budding and release from the lumen of late endosomes (Hurley, 2008).   

2.6.5.3 Viral Maturation 

Viral maturation involves the virion becoming infectious. It occurs concurrently or shortly after 

the budding of the immature virion from the cell. It involves cleaving of the Gag and Gag-Pol 

polyprotein mediated by the Gag-Pol precursor protease domain, as well as structural 

rearrangements in the interior of the HIV-1 particle. Gag is processed to yield MA, CA, NC, p6, 

and two spacer proteins namely SP1 and SP2 (Bryant and Ratner, 1990). Gag-Pol processing yields 

enzymatic proteins namely integrase, RT, and protease (Parkin et al., 1992). The immature virion 
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gag shell is predominantly made up of radially arranged Gag molecules. The most noteworthy 

interior structural rearrangement during maturation is the disassembly of the Gag shell. 

 

 

Figure 11: Cryoelectron micrograph and graphic representation of immature and mature 

HIV-1 particles.  

(a) and (b) are cryoelectron micrographs and graphic illustrations of the assembly, budding, and 

maturation of a HIV-1 particle, respectively. Adopted from: (Balasubramaniam and Freed, 2011) 

  

Subsequent reassembly of the CA molecules generates the conical core, while the MA remains 

membrane-associated and forms a matrix underneath the viral envelope (Freed et al., 1994). The 

viral core encloses a ribonucleoprotein complex made up of dimeric viral RNA complexed with 

the NC, reverse transcriptase and integrase. These processes result in a mature virus ready for 

another round of infection (Nielsen et al., 2005). 
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2.7 Cellular receptors interacting with HIV env. 

A thorough understanding of the molecules utilized by HIV-1 for binding and access into the target 

cells is pertinent to the development of effective prophylaxes. The CD4 receptor is most crucial 

for HIV infection. MABs studies by (Dalgeish et al., 1984; Klatzmann et al., 1984) showed that 

transfecting CD4 deficient human cell lines with the CD4 gene, conferred susceptibility to 

infection by the HIV virus. Nevertheless, induced CD4 receptor expression in other mammalian 

cell lines such as mice resulted in non-productive viral infections. The incompatibility of the results 

indicated the possible presence of other specific proteins in the human cell line that propagated the 

viral infection. Further studies led to the discovery of secondary receptors utilized by HIV-1 to 

gain access into the target cells. The secondary receptor used for entry of the HIV virus into target 

cells was discovered by (Feng et al., 1996). This was a 7-transmembrane G-coupled receptor that 

was initially termed fusin because it was crucial in the merging of the viral and target cell 

membranes. Later studies by (Berger et al., 1999) and others, used the wider chemokine 

nomenclature to label these coreceptors CXCR4 and CCR5. Other entry cofactors include CCR2b, 

CCR3, CCR8, and US28-also members of the seven-span transmembrane chemokine receptor 

family and chemokine receptor-like orphan molecules such as STRL33 or BONZO or TYMSTR, 

GPR15 or BOB, and V28 (Agrawal et al., 2004; Dragic et al., 2000). 

The CD26 also referred to as dipeptidyl peptidase IV, has also been implicated as a cofactor that 

interacts with HIV env. This protein is expressed on memory and helper CD4+ T cell subsets and 

is said to exert its protease activity on a particular motif within a highly conserved region of the 

V3 of gp120 (Kameoka et al., 1993). Studies by (Callebaut et al., 1993) also showed that CD26 

MAbs inhibit viral entry and murine NIH 3T3 fibroblasts are rendered permissive to HIV infection 

when CD4 and CD26 are co-expressed. Further studies on CD26 revealed a positive association 

between the HIV infection rate and expression levels of CD26 CD4+ T cells, making CD26 a 

possible antiretroviral target (Callebaut et al., 1997). Contrary investigations by (Mattern et al., 

1991; Ohtsuki et al., 2000) demonstrated conflicting evidence in which the rate of HIV infection 

and expression levels of CD26 were negatively correlated, making CD26 a controversial drug 

target. 

Various integrins also mediate HIV infection. Research has demonstrated that HIV attaches to an 

integrin termed α4β7, expressed on CD4+ T helper cells in the gut (Alvarez et al., 2013; Arthos et 

al., 2008). This attachment is said to increase susceptibility to infection but conflicting evidence 
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by (Ding et al., 2015) suggested a mechanism of action that is independent of attachment. Another 

integrin known as Lymphocyte function-associated antigen 1(LFA-1) binds with high affinity to 

its ligand (ICAM-1), which may be integrated into the envelope of the virus during budding (Fortin 

et al., 1998; Kondo and Melikyan, 2012). Furthermore, studies have shown that this cofactor can 

be sufficiently activated by gp120 (Hioe et al., 2011). Using an in vitro and an in vivo mouse 

model, monoclonal and single domain antibodies against the LFA-1 beta subunit have been 

demonstrated to effectively block transmission of the virus (Guedon et al., 2015).  

2.7.1 CD4 receptor 

The CD4 receptor was identified as a HIV-1 receptor is 1984. (McDougal et al., 1986) carried out 

experiments in which radiolabeled, HIV-1 treated CD4 T cells were exposed to two MABs that 

bind to different CD4 epitopes. One of the two MABs was incapable of binding to the HIV-1 

treated cells and further antibody-antigen analyses confirmed that the CD4 receptor rendered cells 

permissive to env-mediated (gp120) HIV fusion, entry, and ultimately infection by the HIV virus 

(Fauci et al., 1996). Thus, CD4 expressing T cells -mostly immune cells such as different subsets 

of CD4+ T cells including the naïve, central, and effector memory subtypes, macrophages and 

dendritic cells exhibit robust infection (Bour et al., 1995). This receptor is a commencement point 

of a signal cascade that activates these cells with respect to immunological stimuli. In HIV 

infection, binding of env gp120 to CD4 initiates entry of the virus into the target cells (Seitz, 2016). 

Gp120 binds to the CD4 receptor via the CD4 domain of gp120, inducing a conformational change 

in both proteins that ultimately exposes the V3 loop. HIV infection down-regulates CD4+ T cells-

CD4 expression (Wilen et al., 2012b). Decreased expression of this receptor has been correlated 

with the emergence of opportunistic infections and rapid disease progression ultimately resulting 

in AIDS (Langford et al., 2007). CD4 also functions as a receptor for simian immunodeficiency 

viruses which share close homology with HIV (Bour et al., 1995). 

CD4 is a member of the immunoglobulin superfamily. It is a 58kDa protein made up of an 

extracellular region 370 amino acids long, a transmembrane region made up of 25 amino acid 

residues, and a cytoplasmic tail 38 amino acids long. The extracellular region folds into four 

domains (D1-D4). The D1 domain localizes to the N-terminal and is homologous in structure and 

sequence to the variable region of immunoglobulin (Ig) light chains. The primary structures of D1, 

D2, and D3 are less homologous to that of Ig molecules but fold in a similar way to Ig family 

domains. CD4 also undergoes various post-translational modifications such as the addition of two 
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N-linked glycans between D3 and D4, and disulfide bonds to reinforce the stability of D1, D2, and 

D4 domains (Bour et al., 1995). 

The recognition of CD4 as the principal HIV receptor was the driving force behind a class of ART 

known as entry inhibitors (EIs). Initial approaches proposed the use of MAbs to block viral 

binding. This strategy was however flawed due to the critical role of CD4 in basic immunological 

functions. In the following years, soluble CD4s (sCD4) capable of inhibiting HIV-1 replication 

both in vitro and in vivo, as well as a soluble CD4-immunoglobulin fusion protein were developed. 

Primary HIV-1 isolates exhibited significantly lowered sensitivity to sCD4 neutralization 

compared to lab isolates, with the sCD4 treatment enhancing infection in some cases (Schooley et 

al., 1990). The ultimate observation was that the administration of therapeutic sCD4 did not affect 

viremia or disease (Collier et al., 1995).   

2.7.2 Coreceptors 

The discovery of the coreceptors mediating HIV-1 entry was aided by studies demonstrating that 

the replication of the virus could be inhibited by previously unknown, leukocyte-derived, soluble 

suppressor factors (Brinchmann et al., 1990). These soluble factors derived from CD8+ T cells 

were identified as the C-C chemokines RANTES (CCL5), MIP-1α (CCL3), and MIP-1β (CCL4) 

(Cocchi et al., 1995). Chemokines are small paracrine signaling molecules associated with the 

inflammatory response. Four main chemokine groups have been identified thus far. The 

nomenclature of the chemokine classes is based on the number and orientation of the N-terminal 

cysteine motifs. C chemokines have one cysteine residue. C-C chemokines, C-X-C chemokines, 

and C-X3-C chemokines each have two cysteine residues, separated by 0, 1, or 3 other residues, 

respectively (Bachelerie et al., 2014). Only the C-C chemokines and C-X-C chemokines have been 

recognized as additional factors critical for HIV-1 binding, and entry into the host target cell. This 

process occurs in three steps and involves sequential interaction of the viral envelope glycoprotein 

trimer Env with the CD4 receptor, and either of the two host chemokine coreceptors CCR5 or 

CXCR4 (Dragic T et al., 1996).  

The CCR5 and CXCR4 chemokine coreceptors are structurally related members of the 7-

transmembrane G-protein coupled receptors superfamily. These receptors contain an N-terminus, 

and 3-extracellular loops both located in the extracellular leaflet of the cell, and C-terminus located 

on the cytoplasmic aspect of the cell (Coakley et al., 2009). 
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Figure 12: Schematic representation of CXCR4  

Potential phosphorylation sites (a total of 25) are indicated by the shaded residues. Potential N-

linked glycosylation sites are marked. Cysteine residues involved in the formation of disulfide 

bonds are designated by asterisks. Adopted from (Coakley et al., 2009) 

 

GPCRs activated by agonists rapidly phosphorylate at serine and threonine residues within the 

cytoplasmic tail and the third intracellular loop (Berger et al., 1999). The sulfated N-terminus and 

the second extracellular loop of CCR5 are examples of host factors implicated in tropism 

determination (Coakley et al., 2009). The V3 loop of gp120 principally associates with the second 

extracellular loop (ECL2) region. The bridging sheet which interacts with the amino terminus of 

the coreceptor following CD4 binding is formed by the C1, C2, and C4 domains of g-120 

(Sterjovski et al., 2010) 

Replication kinetics and cytopathology in vitro of a particular HIV-1 strain are largely defined by 

the coreceptor utilized by the specific strain. Coreceptor tropism is additionally the key indicator 

of pathogenicity, tissue tropism, and transmissibility of the virus in vivo (Pillai et al., 2003). 

Therefore, understanding coreceptor tropism is crucial for disease progression monitoring and for 

ART support that involves a new class of drugs termed coreceptor antagonists (Sander et al., 2007). 

CCR5 is the major coreceptor used for entry by a majority of HIV strains and predominates early 

in infection (De Jong et al., 1992), it is also the principal coreceptor expressed by sexually 
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transmitted HIV-1 variants (Dragic T et al., 1996; Kawamura et al., 2003) fueling the development 

of entry inhibitors such as the CCR5 antagonist, Maraviroc among others (Dorr et al., 2005).  X4 

and dual tropic R5X4 variants, emerge in approximately 50% of individuals progressing towards 

a high level of immune suppression (Berger et al., 1998; Coakley et al., 2009; Hartley et al., 2005). 

These viruses are dominant during the advanced stages of infection and this coreceptor switch is 

generally correlated with poor clinical prognosis (Connor et al., 1997; Pastore et al., 2006a), and 

has been suggested as a likely cause of resistance to CCR5 inhibitors (Pastore et al., 2006a). 

Tropism switching by HIV-1 isolates from CCR5 to CXCR4 is correlated with poor clinical 

prognosis (Connor et al., 1997) Coreceptor utilization and switching has been studied broadly for 

clade B isolates which are prevalent in North America and Western Europe. However, viruses of 

non-clade B nature now comprise most of the new HIV-1 infections and should therefore be the 

focal point of vaccine and drug development efforts. Unfortunately, the biological, and 

immunological properties of the other types of isolates remain largely unknown. 

2.7.2.1 Chemokine coreceptor-5 (CCR5) 

CCR5 was initially isolated as a three CC antagonized, GPCR (Blanpain et al., 1999). This receptor 

is commonly expressed in several immune cells implicated in the inflammatory response since 

protective cellular and humoral responses, and intracellular trafficking are regulated by the binding 

of chemokines to the CCR5 coreceptor (Berger et al., 1999; Zhong et al., 2018). 

CCR5 is the prime co-receptor utilized for entry by the majority of HIV strains that predominate 

early in infection (Schuitemaker et al., 1992). HIV-1 viruses utilizing this coreceptor are termed 

R5 viruses. One of the initial designations of HIV viruses was based on their in vitro cellular host 

range and placed the variants into two subgroups; T-tropic and M-tropic (Hwang et al., 1991). R5 

viruses were initially assumed to be M-tropic, non-syncytium inducing owing to the lack of CCR5 

expression on most transformed CD4 T cell lines. However, this grouping was flawed because SI 

phenotype and coreceptor usage are not synonymous. Most primary R5 viruses that could replicate 

in CD4+T lymphocytes, could not replicate in macrophages (Sterjovski et al., 2010). Since viral 

coreceptor utilization is not a singular determining factor of viral tropism, R5 variants are now 

classified as R5 M-tropic or R5 T-tropic (Berger et al., 1998; Robertson et al., 2000). The 

expression of the CCR5 coreceptor is heterogenous in CD4+ T cells with different subsets of these 

cells showing differential expression of this co-receptor. CCR5 is preferentially expressed by 

memory T cells-central effector memory CD4+T cells (Zaunders et al., 2002), gut-associated 
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lymphoid tissue (GALT), microglia, macrophages, and dendritic cells (Zhang et al., 1998). It is 

also expressed on T follicular helper cells(TFH) (Allam et al., 2015) and effector memory T 

cells(TEM) (Groot et al., 2006).  

In addition to predominating early in infection, CCR5 viruses are preferentially transmitted by all 

routes for reasons still not clearly understood. Studies have attributed the preferential expression 

of this coreceptor by sexually transmitted HIV-1 variants to the presence of CCR5+ macrophages 

and DCs on mucous membranes of the genital and gastrointestinal tract (GALT), that transport 

HIV to the regional lymph nodes and mediate contact with, and infection of activated T cells 

(Dragic, 2001; Kawamura et al., 2003). R5 dominance in the initial stages of HIV infection is thus 

attributed to infection of macrophages at the inoculation site which then spread the virus to other 

body parts and,  the relatively higher turnover rate of memory CD4+ T cells, the target cells of R5 

viruses, as compared to naïve CD4+T cells (Zaunders et al., 2002). 

Coreceptor switching from R5 to X4 or dual R5X4 is observed in up to 50% of patients progressing 

to AIDS and is linked to faster progression of the disease. Studies carried out by (Gorry and 

Ancuta, 2011) and others revealed that R5 viruses isolated from subjects in the AIDS stage 

exhibited increased tropism to macrophages, better viral fitness, enhanced ability to scavenge CD4 

and CCR5, decreased sensitivity to CCR5 antagonist, and higher efficiency in CCR5 usage as well 

as increased ability to induce CD+ 4 cell apoptosis, compared to isolates form subjects in chronic 

stages of HIV-1 infection (Sterjovski et al., 2007; Wade et al., 2010). 

One of the most important factors in disease susceptibility and resistance is host genetic diversity. 

Studies have shown that CCR5 polymorphism affects HIV-1transmission and disease progress. 

The locus of one such polymorphism is in the CCR5 promoter region at position 59029. This 

polymorphism influences disease progression by regulating CCR5 expression. Here, an A/G 

transition upregulates CCR5 expression affecting the pathogenesis of AIDS, while GG individuals 

progress slower to AIDS than the AA homozygotes (Masankwa et al., 2016). 

Perhaps the most important polymorphism with respect to CCR5 and its role in HIV-1 

pathophysiology is the 32-bp deletion in the CCR5 gene (CCR5Δ32). The occurrence of this 

mutation is quite common in some Western Europe populations (Agrawal et al., 2004). CCR5Δ32 

homozygotes are estimated at 1% and are extraordinarily resistant to HIV-1 infection because the 

mutation results in the expression of a dysfunctional CCR5 chemokine receptor, hindering the 
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productive entry of the virus into target cells (Agrawal et al., 2004; Naif, 2013; Nasir et al., 2015). 

Resistance in CCR5Δ32 homozygotes has been attributed to the genetic loss of cell surface CCR5 

expression and active mutant CCR5 protein-mediated down-regulation of CXCR4 expression 

(Agrawal et al., 2004, 2007; Jin et al., 2008). This genetic defect, however, does not confer absolute 

protection to HIV-1 infection as there have been reports of infection in hemophiliac patients and 

some CCR5Δ32 homosexuals (Balotta et al., 1997; Sheppard et al., 2002). An alternative theory 

suggests that CD4+ T cells in these individuals are protected from infection by the autocrine 

production of CCR5 ligands (Casazza et al., 2009; Samson et al., 1996). These proteins act as HIV-

suppressive factors by inducing changes in the stoichiometry of molecules that mediate HIV-1 

entry into cells. The progression of aids is also slower in CCR5Δ32 heterozygotes. An obvious 

phenotype is not conferred by the mutant allele (Coakley et al., 2009), however, the expression 

and stability of the defective, prune CCR5Δ32 is crucial for the resistant phenotype (Agrawal et 

al., 2007).  

CCR5 has become a principal target of therapeutic and preventative solutions for the HIV-1 

pandemic owing to its critical role in HIV-1 entry. Biochemical blockade of the CCR5 coreceptor 

by CCR5 antagonists is the principal mechanism of action behind most available therapeutic 

options but there is growing interest in gene editing therapies. A radical therapeutic approach is a 

gene-editing knockout to resemble the naturally occurring CCR5Δ32 deletion. The success of this 

strategy is evident in the ‘Berlin-Patient’, a seropositive individual who was rendered HIV-1 free, 

after a double CCR5Δ32 stem cell transplant (Brown, 2015; Hütter et al., 2009). Other gene editing 

techniques targeting the CCR5 receptor include the CRISPR/Cas9 nuclease system and 

transcription activator-like effector nuclease, short hairpin RNAs, and ribozymes as therapeutic 

targets for HIV-1 (Scarborough and Gatignol, 2015; Swamy et al., 2016) 

Biochemical blockade therapeutic options exploiting the CCR5 coreceptor include entry inhibitors 

such as Maraviroc. Maraviroc is a CCR5 antagonist approved by the FDA in 2007, that 

competitively inhibits entry of HIV-1 into target cells by acting as a negative allosteric modulator 

of the CCR5 coreceptor (Dorr et al., 2005). Two other CCR5 entry inhibitors were evaluated in 

clinical trials in vain. Viral rebound was observed in treatment naïve patients administered with 

the non-competitive allosteric inhibitor, Vicriviroc (Tagat et al., 2004; Westby and Van Der Ryst, 

2010), while treatment-experienced patients exhibited increased malignancies (Wilkin and Gulick, 
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2012). Aplaviroc resulted in severe hepatotoxicity in seropositive patients in phase II of the clinical 

trials (Nichols et al., 2008). Ceniciviroc, an inhibitor of both CCR5 and CCR2, exhibited good oral 

absorption (Seto et al., 2006). Protein-based CCR5 antagonists that resemble the natural CCR5 

ligands have also been successfully developed (Vangelista et al., 2008). Other protein-based 

approaches include mAbs against CCR5 such as PRO14-a murine-derived humanized IgG4 mAb 

currently in phase III trials, that efficiently inhibits the binding of gp120 to CCR5 (Reichert, 2017), 

and RoAb13 (Ji et al., 2007) 

2.7.2.2 CXCR4 

CXCR4 was initially identified as an orphan receptor known as leukocyte-derived seven- 

transmembrane domain receptor(LESTR) (Loetscher et al., 1994) but did not come into the 

limelight until it was isolated as  HIV-1 coreceptor and its natural ligand SDF-1/CXCL12 was 

discovered too (Dragic, 2001; Dragic T et al., 1996). 

Compared to CCR5, CXCR4 is broadly expressed on many hematopoietic cells including 

hematopoietic progenitor cells, T cells (naïve and resting CD4 lymphocytes, and CD8 cells), B 

cells, neutrophils, and eosinophils (Berkowitz et al., 1998; Zhang et al., 1998). HIV-1 isolates 

capable of utilizing CXCR4 either alone (X4 HIV) or in combination with CCR5 (R5X4) emerge 

in at least 40%-50% of individuals progressing towards a high level of immune suppression 

(Berger et al., 1998; Coakley et al., 2009; Hartley et al., 2005). Such a coreceptor switch expands 

the pool of target cells and is associated with a poor prognosis (Pastore et al., 2006a).  

The exact mechanisms governing coreceptor tropism switching remain elusive. However, three 

main hypotheses that consider the selection pressure exerted on the population of HIV viruses 

within the host and how the virus interacts with the host’s defense system have been suggested. 

The first attributes the emergence of the X4 and R5/X4 viruses to reduced viral fitness of R5 

viruses (Coetzer et al., 2008). This theory cements the importance of R5 variants in transmitting 

HIV, attributing the appearance of X4 variants to gradual mutations in the founder R5 strains. In 

addition, X4 viruses are dominant during later stages of infection. This is attributed to the low 

intrinsic turnover rate of naïve CD4+T cells (Fenyö et al., 2011; Mclean and Michie, 1995) and is 

usually indicative of disease progression to AIDS. Tropism switching usually occurs after several 

years of infection. This is unexpectedly slow since this switch requires only a limited number of 

mutations such as changing a few residues in gp120, to occur (Zaunders et al., 2002). Mutations 
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in the V1/V2 and V3 regions of gp120 are imperative for coreceptor switching in a majority of 

subtypes: A, B, D, CRF01_AE, and CRFO2_AG (Palm et al., 2014). However, the genetic barrier 

in subtype C is almost impenetrable, requiring substantial changes in regions outside of the V3 

(Coetzer et al., 2011). These changes are essential because they make up for the loss of fitness 

changes associated with tropism switching in the V3 loop, and may explain the predominance of 

CCR5 viruses in HIV-1 subtype C infections (Jakobsen et al., 2010). Moreover, (Kato et al., 1999) 

studied a chimeric panel of HIV-1 subtype E viruses in which naturally occurring mutations were 

systematically introduced at positions 8, 11, and 18 of the V3 loop of an X4 tropic strain belonging 

to the subtype E clade. Following infectivity assays on an array of cell lines that naturally function 

as targets of the virus, position 11 was found to be critical for CCR5 utilization since a substitution 

here resulted in a uniform loss of infectivity in the CCR5 cell lines utilized. Conversely, a 

minimum of two arginine substitutions, irrespective of the combination, conferred CXCR4 

tropism.  

The second mechanism is contingent on the host immune system and suggests a relatively higher 

susceptibility of R5 viruses to immune responses as compared to their X4 counterparts (Fenyö et 

al., 2011). The appearance of X4 or R5X4 isolates indicates a pronounced reduction in CD4+ T 

cell numbers and faster development of the disease. Studies have suggested the rapid disease 

progression may be due to elevated cytopathogenicity or increased ability to infect and induce 

CD4+ T cell depletion (Zaunders et al., 2002). 

The third mechanism is the target cell hypothesis that correlates the phenotype of the virus to the 

host’s pool of target cells (Fenyö et al., 2011). R5 and X4 variants exhibit distinct pathogenicity 

in vivo and this has been attributed to different patterns of coreceptor expression within the host 

cells (Berkowitz et al., 1998; Zaunders et al., 2002). The CXCR4-expression pattern on many 

hematopoietic cells increases viral access to a crucial pool of target cells belonging to the T cell 

ontogeny, contributing to the rapid drop in CD4 T cell number (Blaak et al., 2000). A reduced 

CD4+T cell population may be both stimulus and response to the dominance of X4 viruses, since 

a low CD4+ cell count results in the reduction of CCR5 targets and or abolished immune 

suppression on CRCX4 or X4 variants (Zaunders et al., 2002). 

Another emerging hypothesis has proposed recombination as a driving force of coreceptor usage 

switch (Mild et al., 2007). Here, co-existing R5 and X4 viruses undergo recombination in which 
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and R5-derived env V1-V2, suggested to confer resistance to NAbs, and an X4-derived env V3 

loop are exchanged (Pinter et al., 2004).  
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2.8 HIV-1 tropism determination 

Viral tropism refers to the propensity of a virus to infect a particular host species, tissue, and cell 

type (Cardozo et al., 2007). Coreceptor usage is a principal viral tropism determinant in HIV 

infection and is mediated by the V3 loop of gp120 (env). Changes in the V3 loop sequence can 

therefore modify viral cell tropism, neutralization by antibodies, neutralization of soluble CD4, 

formation of syncytium, and usage of chemokine receptors (Stanfield et al., 1999).  

Coreceptor usage by HIV-1 may be assessed by genotypic and phenotypic methods. Phenotypic 

assays rely on culturing infected cells from the host or engineering recombinant viruses using 

patient-derived env sequences (Raymond et al., 2010; Resch et al., 2001). Examples include the 

Trofile Assay, PhenoScript assay, and many others (Whitcomb et al., 2007a). Limitations of 

phenotypic tests such us cost and long turn-around time prompted the development of relatively 

cheaper and faster genotypic tropism testing methods. Since the V3 has been implicated as the 

major determinant of viral tropism, in silico genotypic tropism determination methods rely on the 

amplification of env gene, from both viral RNA and DNA and subsequent interpretation of these 

sequences by one or more bioinformatics algorithms and tools such as the 11/25 rule, support 

vector machine (SVM),  position specific scoring matrices (PSSM) among others (Beerenwinkel 

et al., 2003a; Chiappetta et al., 2014; Mortier et al., 2013). Phenotypic tropism determination 

techniques are normally used to validate genotypic predictions (Cabral et al., 2012). 

The NIH provides a set of guidelines that dictates the criteria for the determination of coreceptor 

usage under clinical conditions. Antiretroviral support therapy that involves coreceptor antagonists 

has a prerequisite for tropism determination, irrespective of prior tropism testing that showed 

CCR5 usage. This eliminates coreceptor switching as one of the pathways leading to resistance to 

CCR5 antagonists, resulting in virologic failure. 

2.8.1 Phenotypic assays 

The pioneer phenotypic tests relied on the identification of syncytium formation by HIV-1 on MT-

2 cells while the modern assays employ the use of CD4/CCR5 or CD4/CXCR4 expressing cell 

lines to detect viral infection (Tremblay et al., 2013). The latter assays utilize viral genetic material 

derived from the patient’s plasma or PBMCs. The assays utilizing plasma samples require a plasma 

HIV RNA level of about >1000copies/ml. The patient-derived envelope sequence(s) are amplified 

and cloned into vectors to create replication competent or replication defective recombinant 

viruses or pseudoviruses. CD4+ T cells engineered to express CCR5 or CXCR4 such as U87-CD4-
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CCR5, U87-CD4-CXCR4 respectively, are then transfected using these constructs. Viral tropism 

is consequently deduced by the expression of a reporter gene which may be delivered by the 

pseudovirus or one that functions as a responsive cellular gene such as luciferase or B-

galactosidase. Infection is then quantified by bioluminescent or colorimetric signals (Van Baelen 

et al., 2007). 

Sample failure during phenotypic tropism testing has been attributed to amplification difficulties 

due to sample degradation as well as low viremia, reduced viral fitness, and reduced infectivity of 

the recombinant virus. In addition, studies have shown that pseudo-typing efficiency can be 

affected by interactions between the gag and env proteins of the viral vector acquired from the 

patient and using varying reporter cell lines. Studies by (Reeves et al., 2002) implicated the use of 

dissimilar reporter cells as a cause of disparity between two phenotypic assays. This was attributed 

to differential coreceptor expression as well as different receptor ratios in engineered cell lines 

such as the human glioma cell lines. 

There is an unending debate as to which methods are suitable for routine clinical use. Phenotypic 

assays have several limitations in that the assays are expensive, have long turn-around times, and 

require huge amounts of fresh specimen. Moreover, these techniques are only feasible in 

sophisticated labs of BSL-3 (Skrabal et al., 2007; Vandenbroucke et al., 2010). Furthermore, 

substantial discordance is observed between the assays when they are applied to clinical samples, 

which are generally more heterogeneous. Population-based phenotypic assays are also limited in 

their ability to distinguish populations of viruses comprised of mixtures of coreceptors with 

different phenotypes from exclusively dual/mixed tropism viral populations (Skrabal et al., 2007). 

These assays also have a minimum viral load (>1000 copies/mL) requirement, excluding low viral 

load patients with recent virological failure and patients that may require alternative therapy due 

to tolerability factors despite having a viral load that is below the threshold (Tremblay et al., 2013). 

To address the limitation brought about by viremia, (Baumann et al., 2015) and others explored 

the possibility of using HIV DNA in the event of undetectable viral loads, but the assays have not 

been validated for clinical use. 

Discordance observed between phenotypic assays and genotypic prediction tools may hamper the 

usefulness of the latter tools since clinical decisions on coreceptor antagonist use are based on the 

detection of X4 viruses (Garrido et al., 2008; Skrabal et al., 2007; Vandenbroucke et al., 2010). 
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Variation in HIV-1 quasispecies has also been partially implicated in this reduced concordance 

(Poveda et al., 2009). 

2.8.1.1 The Trofile Assay 

The Trofile HIV Coreceptor Tropism Assay previously known as the PhenoSense HIV-Entry assay 

from Monogram Biosciences(South San Francisco, USA) is a CLIA-validated(Clinical Laboratory 

Improvement Amendments-CDC), plasma-based, phenotypic HIV tropism determination assay 

widely used in clinical settings (Skrabal et al., 2007; Vandenbroucke et al., 2010).  

Here, patient-derived envelope sequences (i.e. gp120 and gp41) of HIV are amplified by RT-PCR 

and incorporated into expression vectors. An env-deficient HIV vector harboring a reporter 

luciferase gene is then mixed with or used in the transfection of expression vectors. The resulting 

pseudoviruses and the patient-derived env genes are deficient in terms of replication. These 

pseudoviruses are used to infect cells CD4+ cell lines expressing CCR5 or CXCR4. These cells are 

subsequently exposed to a luciferase substrate and coreceptor usage determined by luminescence 

or lack thereof in the different cell types. If luminescence is observed in CD4+ CCR5 expressing 

cells, the patient harbors R5 variants, if only CD4+ CXCR4 expressing cells emit a signal the 

patient harbors X4 variants, and finally, the patient is said to harbor dual/mixed tropic viruses of 

both CD4+ CCR5+ and CD4+ CXCR4+ exhibit luminescence (Trouplin et al., 2001; Whitcomb et 

al., 2007b). 

The Trofile Assay was vastly used during the MOTIVATE clinical trial to validate the efficacy of 

Maraviroc (Vandenbroucke et al., 2010; Westby et al., 2006). Rapid virologic failure was observed 

in some patients following enrollment and initiation of a CCR5 antagonist. This was attributed to 

the presence of X4 variants present in amounts lower than the detection threshold of the assay 

(Westby et al., 2006).  

The Trofile Assay has now been superseded by a better technique known as the Enhanced 

Sensitivity Trofile Assay(ESTA) which has an improved, approximately x30 increase in sensitivity 

to X4 viruses in clinical isolates (Cabral et al., 2012). ESTA was validated by several studies 

carried out by (Prosperi et al., 2010; Saag et al., 2008) amongst others which demonstrated this 

assay’s superiority to the Trofile assay with regard to the accuracy, precision, reproducibility, and 

improved sensitivity to X4 variants; 100% sensitivity when applied to samples containing as low 

as 0.3% X4 variants. ESTA was implemented as a clinical substitute for the original Trofile assay 
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in June 2008. 

2.8.1.2 Virco Tropism Assay 

Virco Tropism Assay is a population tropism phenotypic test used to verify genotypic tropism 

predictions. Briefly, one step RT-PCR is used to generate V4 gp120 amino terminal amplicons. 

The amplicons are then purified and cloned into pHXB2D-ΔNH2-V4-eGFP vectors by in vitro 

recombination. Recombination mixes are then used to transform cells. Recombinant plasmids are 

purified from the transformed cells and used to transfect 293T cells. These cells are then cultured 

for 48 hours and recombinant virus stocks are subsequently harvested. An aliquot of recombinant 

virus stock is then added to U87-CD4, U87-CD4-CXCR4, and U87-CD4-CCR5 cells. After five 

days, an argon laser-scanning microscope is used to evaluate infection through the expression of 

EGFP (enhanced green fluorescent protein) (Van Baelen et al., 2007). 

2.8.1.3 Phenoscript Env Assay 

This assay has been validated with respect to sensitivity to minority X4 variants and is particularly 

specific for samples containing variable viral loads and distinct subtypes of HIV-1. In this assay, 

a patient-derived env gene from plasma samples is amplified. Env amplicons and a deleted NL-43 

plasmid undergo homologous recombination to produce recombinant plasmids, which are then 

used to transform producer cells resulting in the generation of recombinant viruses. CD4+ indicator 

cell lines expressing either the CCR5 or CXR4 coreceptors, and an additional lacZ reporter gene 

under the control of a viral LTR are infected with the recombinant viruses. Infection specificity is 

further assessed by incubating indicator cells with or without co-receptor antagonists (Seclé et al., 

2010). 

2.8.1.4 MT-2 Assay 

Tropism determination by MT-2 assay relies on PBMCs and expression of the CXCR4 coreceptor 

at the cell surface (Coakley et al., 2009). This assay requires freshly obtained or cryopreserved 

viable patient cells and must be conducted in a BSL-3 laboratory. This assay assesses the likelihood 

of HIV-1 isolates to prompt syncytium formation in an in vitro model.  

There are two commonly used adaptations of the MT-2 assay. The first assay entails direct 

coculturing of patient cells with MT-2 cells. In the alternative version, patient-derived cells are 

first cocultured with seronegative peripheral mononuclear blood cells (PBMCs) stimulated 

phytohemagglutinin to generate virus stocks (Japour et al., 1994). Studies by (Koot et al., 1992) 
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showed that the second approach limits the assay’s sensitivity since PBMCs are less sensitive to 

infection by X4 variants than MT-2 cells. Furthermore, a change in the relative portions of viral 

subpopulations was observed in studies by (Voronin et al., 2007) when the patients’ samples were 

passaged in  PMBC prior to inoculation. The inoculated MT-2 cell cultures are then monitored 

every 2-3 days up to 2 weeks, for the development of typical cytopathic effect (CPE) indicated by 

the formation of large ballooning syncytia. This assay is normally performed in a 96-well, flat 

bottom culture plate. The major drawback of this assay is the imperfect correlation between 

syncytium induction phenotype and CXCR4 coreceptor use. 
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2.8.2 Genotypic in-silico prediction algorithms 

Tropism determination using algorithms and bioinformatics programs are practical surrogates to 

phenotypic tropism assays in routine clinical practice. They are used as HIV-1 tropism inference 

tools in clinical settings lacking the resources to carry out phenotypic tests (Poveda et al., 2009). 

These genotypic predictive models are potentially cheaper and circumvent intrinsic confounders 

of phenotypic assays such as inadequate standardization among the labs carrying out these assays, 

differences in target cell activities, non-objective interpretation of cytopathic changes, and a 

requirement for stimulated or pseudotyped viruses. These tools also exhibit relatively high 

specificity but modest sensitivity to X4 variants when compared to phenotypic assays (Jensen A. 

Mark, Wout Angelique, 2003). Some authors argue that these in-silico methods may be able to 

predict phenotype shifts prior to the appearance of biological markers since they differentiate 

levels of CXCR4 usage by continuously scoring V3 loop sequences (Jensen et al., 2006). The 

reduced sensitivity of these tools to X4 viruses has been attributed to the possibility of other regions 

beside the V3 being co-determinants of coreceptor usage, and the limited detection of minority 

species even with the expansion of sequences into innumerous feasible permutations (Pastore et 

al., 2006a; Suphaphiphat et al., 2007). 

Data sets consisting of HIV-1 subtype B and C clonal sequences were used in the development 

and validation of bioinformatics coreceptor predictors. Thus, the high degree of sequence 

heterogeneity observed in clinical isolates is a major confounding effect when utilizing these tools 

as tropism predictors. In addition, the lack of Gold standards for reference and validation purposes 

which results in misleading predictions, as well as their reduced ability to consistently detect 

minority variants in data derived from clinical sequences, hinders their adoption for regular clinical 

use (Skrabal et al., 2007). The sensitivity of genotypic tools to X4 viruses was found to be only 

50% when these tools were applied to one of the largest studies conducted by (Low et al., 2007), 

that examined 903 V3 sequences from drug-naïve individuals whose phenotypic coreceptor usage 

information was already available. In conclusion, it was postulated that other regions outside of 

the V3 were minor tropism determinants, and expanding the analysis to these regions might 

considerably improve the sensitivity of these tools to X4 viruses (Poveda et al., 2009). Despite 

these shortcomings, enhanced prediction accuracy and a substantial increase in sensitivity and 

specificity were observed in a number of study models (Garrido et al., 2008; Poveda et al., 2009; 

Raymond et al., 2017), that combined three or more of these algorithms. It was suggested that 
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these tools can be improved further by supplementary data such as clinical status, CD4 counts 

(Low et al., 2007). 

Examples of these algorithms and bioinformatic programs are discussed below. 

2.8.2.1 Net charge rule 

This tool is based on the global net charge of the V3 loop. If the overall charge of the V3 sequences 

is ≥ 5; otherwise R5 (Seclé et al., 2010). Coreceptor usage prediction using the charge rule does 

not always align with experimental tropism determination. This inaccuracy has been attributed to 

the relatively scant and unsubstantiated data that was utilized in the development of this assay 

(Pillai et al., 2003). The net charge of the V3 loop has been explored in conjunction with other 

properties of the V3 loop to develop algorithms for coreceptor usage prediction. This tool will be 

therefore utilized for genotypic in silico tropism prediction in this data to determine how this 

characteristic of the V3 loop affects the viral tropism of the isolates in our data set. 

2.8.2.2 ‘11/25 or 11/24/25’ Rule 

This method is based on Sanger sequencing. It relies on the charge rule which associates an 

increase in the net positive charge with CXR4 usage, since the presence of a positively charged 

amino acid at positions 11 and or 25 conferred docking ability on CXCR4 coreceptors, with CCR5 

binding occurring as the default (Fouchier et al., 1992; De Jong et al., 1992). 

Over the years, studies have revealed that the β2–β3 loop in the CXC and CC chemokines- the 

natural ligands of CXCR4 and CCR5 respectively- and the crest of the V3 loop are structurally 

homologous. This served as the basis of 3D modeling of the V3 loops from primary HIV-1 isolates 

whose tropism had been phenotypically determined. Amino acid residues at positions 11 and 25 

have been previously shown to impact HIV-1 tropism and thus the charge of these particular is 

often used to infer tropism (Cardozo et al., 2007). When these V3 amino acid sequences and their 

corresponding coreceptor profiles were initially analyzed, the results suggested that the occurrence 

of positively charged amino acid occurred at positions 11 and or 25 of the V3 loop conferred an 

X4 phenotype, while the default phenotype was R5 (Fouchier et al., 1992). Variants are thus 

categorized as syncytium inducing (SI) or X4, if a positively charged amino acid such as lysine or 

arginine, is present at positions 11 and 25 of the V3 loop, and non-syncytium inducing (NSI) if not 

(Fouchier et al., 1995; De Jong et al., 1992). 

Coreceptor usage prediction using the charge rule did not always align with experimental tropism 
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determination. Comparative studies with the Trofile assay have only revealed a moderate 

correlation (Low et al., 2007).  This inaccuracy was attributed to the relatively scant and 

unsubstantiated training set data that was utilized in the development of this assay (Pillai et al., 

2003). The consideration of only two out of the 35 available amino acid positions of the V3 loop, 

was also a shortfall when using this predictive tool. The predictive value of this in-silico assay was 

enhanced when the charge of the residues at positions 11, 24, and 25 were considered as tropism 

determinants rather than the charge at positions 11 and 25 only. Therefore, according to this new 

data, a new rule “11/24/25” was suggested, in which a positively charged amino acid at position 

11, 24, or 25 defines X4 tropic variants; otherwise R5 (Cardozo et al., 2007). This prediction 

method is remarkably accurate in sensitivity to R5 variants (>90%) than R4 variants (<50%) 

(Jensen and Wout, 2003; Low et al., 2007). However, the 11/25 rule remains a top choice due to 

its increased sensitivity to the minority X4 variants.  

2.8.2.3 Position specific scoring matrices (PSSM) 

PSSM is a very simple and reliable bioinformatics method of determining CXCR4 coreceptor 

usage with high sensitivity (84%) and specificity (96%) (Poveda et al., 2009). In this technique, 

the likelihood that a sequence is derived from a CXCR4 tropic virus is calculated for ever single 

amino acid at every individual position. The allocated score translates to a predicted tropism as 

follows: known R5 viruses have low scores while X4 viruses have the highest score. A value of -

6.96 or less usually denotes CCR5 tropism, whereas CXRR4 tropic sequences have values above 

-2.88. The 11/25 rule is used to interpret intermediate scores (Jensen et al., 2003). A modified 

version of the PSSM [sinsi] matrix, known as PSSM [r5x4] with increased sensitivity to X4 

variants has been developed (Poveda et al., 2009). The training data set for the initial PSSM [sinsi] 

matrix was based on HIV-1B variants. Currently, the PSSM [sinsi-C] optimized for tropism 

prediction in HIV-1 subtype C variants is also available (Riemenschneider et al., 2016). All PSSM 

matrices can be accessed online via WebPSSM 

(indra.mullins.microbiol.washington.edu/webpssm/). These matrices been evaluated in several 

cohort studies and retrospective analyses of clinical trials (Garrido et al., 2008; Siddik et al., 2018; 

Tremblay et al., 2013) to name a few, and will thus be utilized in this study. 

2.8.2.4 Geno2Pheno 

This tool bases prediction on the statistical method known as support vector machine (SVM) 

technology, where the algorithm is trained with over 1100 V3 loop sequences with pre-determined 
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coreceptor tropism (Seclé et al., 2010). The overall structure of the query V3 loop sequence is 

evaluated and assigned R5 or X4, depending on the false positive rate chosen. A false positive rate 

(FPR) is defined as the likelihood of a sequence being mistakenly classified as CXCR. This 

prediction tool allows for the configuration of the settings to an individual’s preference by varying 

the significance level at FPR 1%, 2.5%, 5%, 10%, 15%, and 20% (Sing et al., 2007). Varying the 

threshold value for the classification of false-positive rates changes the sensitivity and specificity 

for X4 prediction. Increasing the FPR usually increases the likelihood of detecting X4 variants, 

but also of falsely assigning CXCR4 tropism to V3 loop sequences, while decreasing the FPR 

increases discordance (Verhofstede et al., 2011). Generally, FPR 5-20% can be utilized, but FPR 

10% or 15% is recommended for clinical use by the European Consensus Group of clinical 

management for tor tropism testing (Vandekerckhove et al., 2011).  

The Geno2Pheno algorithm has two variants: a clonal variant which is routinely employed in 

cohort studies and retrospective analyses of clinical trials, and another variant in which clinical 

data such as the nadir of CD4 and baseline viral load are taken into consideration. The latter has 

not been studied extensively. Both variations are available online at (www.geno2pheno.org). The 

Geno2Pheno clonal variant will thus be utilized in this study since this tool has also demonstrated 

comparable performance to the Original Trofile Assay (OTA) and the Enhanced Sensitivity Trofile 

Assay (ESTA) (Judicate et al., 2021; Seclé et al., 2010; Soulié et al., 2016).  

2.8.2.5 HIV CoR 

This prediction model was developed for predicting CRF01_AE coreceptor usage. it utilizes 

Random Forest and SVM as prediction models with input features comprising of the composition 

of amino acids, pseudo amino acid compositions, and the relative frequencies of synonymous 

codon usage. When validated externally against the objective benchmark dataset, a 93.79% 

accuracy was observed indicating the superiority of this predictor over other in silico coreceptor 

tropism prediction tools (Hongjaisee et al., 2019), informing the use of this tool to predict 

coreceptor usage of the isolates within this data set. 

  

http://www.geno2pheno.org/


80 
 

 

 

 

 

 

 

 

 

Chapter 3 

 

3.0 Methodology 

  



81 
 

3.1 Problem statement 

HIV infection rate is disproportionately high in marginalized populations such as female sex 

workers (FSWs), men who have sex with men (MSM), and injecting drug users (IDUs). 

Approximately 5.6% of the Kenyan population are infected by HIV-1, with >3-fold higher HIV-1 

prevalence among so-called high-risk groups ((NASCOP), 2018). FSWs are amongst the most 

vulnerable of the key population groups. Prevalence estimates are 13.5-fold higher in FSWs 

compared to their non-sex worker counterparts (Bitty-Anderson et al., 2022). In Kenya, the 

estimated risk of transmission is 9.8 times higher in this group compared to non-sex worker 

females (Tago et al., 2021). This highlights the burden of HIV in this key population and their 

central role in sustaining population-level infections. This population is also more likely to harbor 

multiple HIV-1 variants and recombinants due to their social vulnerability and the risks associated 

with their occupation including multiple sexual partners, inconsistent condom use, use of injecting 

and non-injecting drugs, and co-infections with other STIs (Baral et al., 2012; Prakash et al., 2018; 

Tago et al., 2021). However, it is not clear how virally encoded factors and host immune status 

influence HIV transmission in such a key population. Monitoring HIV-1 in this key population is 

therefore crucial to understanding the pandemic’s trajectory and formulating effective preventative 

and control measures.  
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3.2 Justification 

Recent literature has highlighted changes in the geographical patterns of subtype distribution due 

to migration and the mixing of populations. Subtypes A, D, and C were reported to be the most 

prevalent subtypes in Kenya by ((NASCOP), 2018). Due to migrations and the central location of 

the study cohort within Nairobi, such a study to identify all the subtypes in circulation and their 

corresponding coreceptor tropism profiles is timely. 

Different clades of HIV-1 exhibit major differences in pathogenesis and resistance pathways which 

in turn affect clinical outcomes, diagnosis, viral load, and vaccine development. Moreover, tropism 

testing now forms a crucial reference point for initiation of antiretroviral therapy, especially 

following the dawn of entry inhibitors such as Maraviroc, that solely inhibit entry at the CCR5 

coreceptor. Due to their selective effect on the viral populations, determining viral tropism is 

critical for monitoring disease progression and for antiretroviral support therapy that involves these 

entry inhibitors.  
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3.3 Study objectives 

3.3.1 Study Questions 

1. What is the genetic diversity of HIV-1 subtypes and their corresponding coreceptor tropism 

profiles in Nairobi female sex workers? 

2. What are the predictors (determinants) of coreceptor usage in this key population? 

3. What is the degree of relatedness of the viruses within this cohort of female sex workers? 

 

3.3.2 Overall objective 

• To determine the genetic diversity of HIV-1 subtypes and their corresponding coreceptor 

tropism profiles in Nairobi female sex workers 

 

3.3.3 Specific objectives 

i. To identify HIV-1 subtypes circulating in this cohort of female sex workers using COMET 

(Context based modeling for ultrafast HIV-1 subtype identification), REGA (resistance 

interpretation algorithm), and NCBI (national resource for molecular biology information) 

viral subtyping tools), and the concordance of these subtyping tools & 

To identify the coreceptor usage based on the V3-loop of HIV-1 gp120 using genotypic in 

silico prediction tools (Geno2Pheno[coreceptor], WebPSSM (Web-position specific matrices), 

HIVCoR, 11/25 rule, net charge rule and concordance of these tropism prediction tools. 

ii. To determine predictors of coreceptor usage. 

iii. To determine the degree of relatedness of the viruses in this key population.  

3.3.4 Research hypothesis 

 

H0 = HIV-1 subtype diversity and coreceptor usage in this key population is higher 

compared to the general population. 

Due to the high-risk sexual nature of the cohort under study, with a reported high prevalence of 

29.3%, there will be a likely identification of novel HIV-1 subtypes circulation which have gone 

unreported by previous studies, their corresponding tropism profiles as well as HIV superinfection. 
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3.4 Materials and methods  

3.4.1 Study Design, setting, and population. 

This was a cross-sectional study nested within the ongoing HIV Prevention and Care study, 

involving an open cohort of female sex workers from Nairobi, Kenya. Ethical approval was 

obtained from the KNH-UON ethical review committee under the approval number P556/07/2019. 

A waiver of consent was sought for this study since there was minimal risk of harm to the 

participants (see appendix). This study did not adversely affect the welfare and privacy of the study 

participants since the focus on other immunological and molecular aspects of the HIV virus.  

During recruitment into the parent study, recruitment personnel thoroughly explained the research 

procedures in English and Swahili in line with the guidelines of the approved informed consent 

obtained from KNH-UON ERC. The informed consent was obtained in two steps; at the screening 

visit during screening procedures and at the enrollment visit during which eligible participants who 

met the inclusion criteria agreed to study participation. Since this study utilized samples that had 

been collected for the parent study, it was important to obtain the consent of the participants to the 

storage remaining samples after the trial had ended, and the utilization of these samples in futuristic 

HIV studies. Page 6 of parent study protocol: a statement of the consent document states, “A 

portion of my blood, cervical and vaginal specimens will be store for future studies of the genes 

involved in resistance and susceptibility to HIV and other infections.” (see appendix) 

3.4.2 Study setting and population 

Following approval by KNH-UON ERC to utilize human subjects for this study, recruitment of 

treatment naïve, HIV-1 seropositive participants occurred at several clinics that provide 

comprehensive clinical care to female sex workers. These facilities are based in Nairobi city center, 

Donholm, Kawangware, Korogogocho, Lang’ata, Majengo, and Thika road in Nairobi County. 

3.4.3 Study material 

Blood samples were collected from consenting study participants at the clinics and transported in 

cooler boxes from point of collection to the PHDA laboratories where they were stored at-80OC 

until RNA extraction. Each sample was uniquely coded without any personal identification details 

to ensure the protection of privacy for each participant. The inclusion criteria were consenting, 

HIV-1 seropositive participants based on HIV ELISA assay, ≥ 18 years of age with a viral load of 

>1000 copies/ml, and where viral load data was unavailable, an amplifiable PCR band. 
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3.4.4 RNA extraction  

Viral RNA was extracted from plasma using PureLink™ Viral RNA/DNA Mini Kit 

(Thermofisher) per the manufacturer’s instructions. Briefly, frozen plasma samples, and in-house 

positive (1000RNA copies/ml) and negative controls were thawed at room temperature and 

thereafter placed on ice in the biosafety cabinet.  

As the samples were thawing, buffer AW2 was freshly prepared by adding 60ml of ethanol (96-

100%) to the buffer. Sterile, 2ml centrifuge tunes were labeled with the corresponding sample IDs 

and controls. 62.5 µl of Proteinase K was added to each of the labeled tubes. 500 µl of each plasma 

sample and in-house control was added to the appropriately labeled tubes followed by 500 µl of 

the viral lysis buffer. The mixture was vortexed briefly and incubated at 56°C for minutes to ensure 

complete viral lysis. 625µl of ethanol (96–100%) was then added to the lysed sample, vortexed 

briefly, and incubated at room temperature for 5 min.  

The Purelink viral spin columns were set up in 2ml collection tubes and labeled appropriately. 825 

µl of the lysed sample was carefully applied to the corresponding appropriately labeled spin 

columns and centrifuged at 6800g for 1 minute. The collection tubes containing the filtrate were 

discarded and the viral spin columns were placed in new collection tubes. The remaining lysate 

(approximately 825 µl) was then carefully added to the appropriate spin columns and centrifuged 

at 6800g for 1 min. The collection tubes were discarded, and the spin columns were placed in new 

collection tubes. 500 µl of AW2 buffer was added to each spin column and centrifuged at 6800g 

for 1 min. Collection tubes containing the filtrate were discarded and the viral spin columns were 

placed in new collection tubes. The spin columns were washed again with 500 µl of AW2 solution, 

centrifuged at 6800g for 1 minute, and the filtrate was discarded. The spin columns were then 

placed in fresh collection tubes and centrifuged at 17000g for 1 minute. The collection tubes were 

discarded. 

The spin columns were then placed in 1.5ml microcentrifuge tubes appropriately labeled to depict 

the contents of the tube. RNA was eluted by adding 20 µl of RNAse-free water to the column, 

incubating at room temperature for 1 minute, and centrifuging at 17000g for 1 minute. This step 

was repeated to elute the RNA to a total volume of 40 µl. The spin columns were carefully disposed 

after centrifugation. The RNA was aliquoted for storage at -60°C to -80°C, and 10 µl chilled on 

ice for the downstream PCR reactions. 
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3.4.5 Amplification of Env gene 

3.4.5.1 Reverse transcription 

10μl of RNA sample was denatured and amplified in the first round using OneTaq® One-Step RT-

PCR Kit (New England Biolabs) and primers M5 5’-

CCAATTCCCATACATTATTGTGCCCCAGCTGG-3’ (forward) and M10 5’-

CCAATTGTCCCTCATATCTCCTCCTCCAGG-3’ (reverse) corresponding to the 2) of the HIV-

1 group M, env gene. PCR conditions were reverse transcription at 480C for 30 minutes, 

denaturation at 940C and 40 PCR cycles of denaturation 940C at for 15s, annealing 550C at for 30s 

and extension at 680C for 1min and a final extension at 680C  for 5min (Lwembe et al., 2009). The 

reaction mix was set up as shown below. 

Component Volume 

One Taq One step reaction mix 12.5μl 

One Taq one step enzyme mix 2μl 

Forward primer 2μl 

Reverse primer 2μl 

RNAse free water 2.5μl 

Template RNA 4μl 

Total 25μl 

Table 1: Reverse transcription PCR reaction mix set up 

3.4.5.2 Nested PCR 

The reverse transcribed cDNA was further amplified using GoTaq® G2 Hot Start Green Master 

Mix (Promega) and primers M3 5’-GTCAGCACAGTACAATGCACACATGG-3’ (forward) and 

M8 5’-TCCTTGGATGGGAGGGGCATACATTGC -3’(reverse). PCR conditions were reverse 

transcription at 480C for 30 minutes, denaturation at 950C and 35 PCR cycles of denaturation 950C 

at for 30s, annealing 550C at for 30s and extension at 720C for 1min, and a final extension at 720C  

for 10min (Lwembe et al., 2009). The reaction mix was set up as follows: 

Component Volume 

Go Taq green master mix 10μl 

Forward primer 0.4μl 

Reverse primer 0.4μl 

RNAse free water 5.2μl 

Template cDNA 4μl 

Total 20μl 

Table 2: Nested PCR reaction mix set up 
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The PCR products were separated using 1% agarose gel stained with SYBRTM safe DNA gel stain 

(Thermo Fisher) and visualized under UV light.  

3.4.6 V3 loop sequencing 

3.4.6.1 PCR product purification 

The amplicons were purified using EXOSAP-ITTM (Applied Biosystems) to remove residual 

primers, enzymes, nucleotides, and salts. Briefly, PCR tubes were labeled appropriately and 2μl 

of EXOSAP-ITTM added to each tube. 5μl of the sample was then slowly added to the 

corresponding tube. The PCR conditions for purification were: 

Cycle step Temperature Time Cycles 

Initial Denaturation 950C 10min 1 

Denaturation 950C 30s  

35 Annealing 550C 30s 

Extension 720C 1min 

Final Extension 720C 10min 1 

Hold 40C ∞ 1 

Table 3: PCR conditions for amplicon clean-up 

3.4.6.2 Cycle sequencing 

Purified products were sequenced using standard Big-Dye Terminator v3.1 chemistry 

(Thermofisher). The sequencing primers used were sequencing forward primer 1 (SP1) 5’-

AGYRCAGTACAATGYACACATGG-3’ and forward sequencing primer 2 (SP2) 5’-

TCAACHCAAYTRCTGTTAAATGG-3’ (Mulinge et al., 2013) for the samples that failed to 

amplify with SP1. 20 μl of pGEM was added to at least one well per run as a sequencing control. 

The table below shows the reaction set up for each sample on a 96-well plate. The organization of 

the 96-well plate was charted before adding the reaction components. 

Component Volume 

Big Dye Terminator 1.5μl 

5X Buffer 2μl 

RNAse free water 3μl 

Forward primer 1μl 

DNA 3μl 

Total 10.5μl 

Table 4: Cycle sequencing reaction mix set up 

The 96 well plate was carefully sealed with clear adhesive film, placed in the thermocycler, and 

the BDT sequencing program outlined in the table below, initiated. 
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Cycle step Temperature Time Cycles 

Denaturation 960C 10s  

25 Annealing 500C 5s 

Extension 600C 4min 

Hold 40C ∞  

Table 5: PCR conditions for Cycle sequencing product cleanup 

3.4.6.3 Purification of cycle sequencing products with Big Dye XTerminatorTM  

The Xterminator (Applied Biosystems) solution was removed from the freezer and allowed to 

equilibrate at room temperature and vortexed briefly.  A SAM/Big Dyer Xterminator working 

solution was set up by mixing 45 of SAM solution with 10 of XTerminator for a 10 μl reaction. 

The mixture was vortexed and transferred into the 96-well plate containing the samples using a 

multichannel pipette. The solution was pipetted down the walls of the well to avoid touching the 

samples. The plate was then sealed with an adhesive seal, wrapped in gauze, and placed on the 

plate mixer, secured with rubber bands as needed for 30 minutes. The plate was then briefly 

centrifuged to collect unincorporated reaction components at the bottom of the wells. 

3.4.6.4 Sequence detection 

Sequence detection was performed by automated capillary electrophoresis on the ABI 3730xl 

DNA sequencer (Applied Biosystems, Foster City, CA). A septum was placed on the plate 

following the removal of the adhesive film and the plate was inspected to ensure no blockage by 

the septum. The reaction plate was then loaded on the instrument and the appropriate BDX run 

module was chosen. Sequencing files were interpreted using BioEdit (version 7.0.5.3) and Mega11 

software. The env sequences were archived in the DDBJ Nucleotide Database with the accession 

numbers: LC722376-LC722451. 

3.4.7 HIV-1 Subtyping 

HIV-1 subtyping was carried out by submitting raw env sequences to three HIV-1 subtyping tools; 

(i)COMET software (https://comet.lih.lu/index.php?cat=hiv1), (ii) REGA HIV subtyping tool 

(www.bioafrica.net/rega- genotype/html/subtypinghiv.htm) (De Oliveira et al., 2005), (iii)NCBI 

Viral Genotyping tools www.ncbi.nlm.nih.gov/projects/genotyping/formpage.cgi. 

3.4.8 Determination of Viral tropism 

The sample nucleotide sequences were aligned within MEGA11 using the Clustal W algorithm 

against the V3 loop reference sequence Z15191.1. The original sequences were trimmed following 

multiple sequence alignments against the reference V3 loop sequence to obtain sample V3 loop 

http://www.ncbi.nlm.nih.gov/projects/genotyping/formpage.cgi
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sequences. Aligned, and edited sequences covering the entire V3 region were analyzed for 

coreceptor usage using various in silico genotypic tools: Geno2Pheno 

https://coreceptor.geno2pheno.org/, HIVCoR (Hongjaisee et al., 2019), and  

For Geno2Pheno a 10% FPR, the standard recommended by the European Consensus Group on 

clinical management of HIV-1 tropism testing was first applied. The analysis was then repeated at 

15% and 20% FPR to improve the confidence for assigning the X4-phenotype correctly. Given 

recent findings that have highlighted the emergence of subtype C variants in Kenya, a 5% FPR 

was also applied to the V3 loop sequences due to increased fidelity in identifying CXCR4 usage 

in both CXCR4 elusive and dual tropic variants at this cut-off, with respect to subtype C tropism 

prediction.  

The V3 nucleotide sequences were translated to the corresponding amino acid sequences using the 

translate tool at (https://www.bioinformatics.org/sms2/translate.html). Translated  V3 amino acid 

sequences were then analyzed for HIV tropism using WebPSSM[sinsi], WebPSSM[R5X4], 

WebPSSM[sinsi C],   (http://indra.mullins.microbiol.washington.edu/ PSSM/), 11/25 rule 

(Fouchier et al., 1992), and the net charge rule (Raymond et al., 2008). For the 11/25 rule, the 

presence of basic amino acid residues (Arg, Lys or His) at position 11 and or 25 of the V3 loop 

was predictive of CXCR4 use, while the default was CCR5. The net charge was calculated by 

subtracting the total number of negatively charged (D/E) residues from the total number of 

positively charged residues (R/H/K). Raymond’s rule(Raymond et al., 2008) combines one of the 

following criteria; (i) Arg/ Lys at position 11 and/or Lys at position 25, (ii) Arg at position 25, and 

a net charge of ≥5, or (iii) a net charge of ≥6, was also used to predict viral tropism. 

3.4.9 Phylogenetic tree construction 

For the phylogenetic relationships, the V3-loop nucleotide sequences were aligned with 

MEGA11 (Stecher et al., 2020). Following the alignment, the optimal tree model was constructed 

using Maximum Likelihood method with 1000 bootstrap and visualized using 

FigTree (v1.4.4.) http://tree.bio.ed.ac.uk/software/figtree/. Clustering was assessed using 

Cluster Picker 1.2 with the following default settings: Initial threshold, 0.9; Main support 

threshold, 0.9; Genetic threshold distance threshold, 4.5; and large distance cluster threshold, 5. 

https://coreceptor.geno2pheno.org/
https://www.bioinformatics.org/sms2/translate.html
http://tree.bio.ed.ac.uk/software/figtree/


90 
 

3.4.10 Statistical analyses 

Tropism coded (0 = CCR5; 1 = CXCR4) was the primary outcome in this study. The predictor 

variables were: virus-specific (HIV subtype and net charge); host-specific (CD4 count and CD4 

%); and social demographic (age, sexual preference, and location). Mann-Whitney U test was used 

to compare the median values of continuous variables between the two groups (R5 and X4), 

respectively, and Fisher's exact test was used to compare categorical variables between the two 

groups as appropriate, with 2-sided p-values reported in all cases. Differences between proportions 

were tested by the 2 test. The consistency of the different algorithms to predict the coreceptor 

usage was calculated using the Kuder-Richardson Formula 20 (KR-20) with a cut-off of 0.70 

deemed acceptable (Cronbach, 1951). Univariable and multivariable logistic regression models 

were used to estimate the predictors of tropism, with estimated odds ratios (ORs) and 95% 

confidence intervals reported. A two-sided p-value <0.05 was considered to be statistically 

significant and was included in the full model. HIV-1 subtype was included in the fitted models as 

a possible confounder regardless of statistical significance. All statistical analyses were conducted 

with the R statistical package (R version 4.1.0). 

  



91 
 

3.5 Results 

3.5.1 Sample amplification 

A total of 155 plasma samples collected between November 2020 and April 2021 from HIV-1 

seropositive, treatment naïve FSWs were included in the study. Viral RNA was extracted from all 

the samples. Samples with no visible PCR band were excluded. Envelope (env C2V3 region) PCR 

amplicons and V3-loop sequences were obtained for 77 samples. One of the 77 samples had an 

erroneous nucleotide whose translated amino acid sequence was an atypical V3 loop sequence 

Seventy-six env C2V3 region (V3 loop) sequences were analyzed.  

 

Figure 13: Sample amplification rate 

 

3.5.2 Patient characteristics 

The patients had a median age of 35.5 years (range 22-58 years). The majority of patients 35 

(46.1%) were in the 30-40 age group while the rest, 20 (26.3%), 16 (21.1%), and 5 (6.6%) were in 

the 20-30, 30-40, and >50 years age categories, respectively. Seventy-one (93.4%) of the subjects 

were heterosexual, while 5 (6.6%) were homosexual. The median CD4 T cell counts, and CD 4% 

were 387.5 cells/μL (range 23-1113 cells/μL), and 22.5% (range 2-42%), respectively, with a 

majority of the subjects 50 (65.8%), having a CD4 count of less than 500 cells/μL, while 26 

(34.2%) had a CD 4 T cell count of more than 500 cells/μL. 
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3.5.3 HIV-1 Subtypes  

HIV subtype analysis was based on env C2V3 region sequences submitted to three subtyping tools: 

COMET, REGA, and the NCBI viral genotyping tool. COMET-assigned subtype distribution for 

the successfully amplified samples was A1 (65), D (5), C (3,) B (1), J (1), G (1) representing 

85.5%, 6.6%, 3.9%, 1.3%, 1.3%, and 1.3% of the isolates, respectively. The most prevalent 

subtype was also A1 at 59 (77.6%) according to REGA followed by subtype D at 5 (6.6%), and 

subtype C to 2 (2.6%). Ten isolates (13.2%) were not assigned a HIV-1 subtype by the REGA tool. 

The NCBI Viral subtyping tool assigned subtype A1 to 59 (77.6%), subtype A2 to 1 (1.3%), 

subtype C to 2 (2.6%), subtype D to 3 (3.9%), CFR_02 to 7 (9.2%), CRF_10 to 2 (2.6%) and 

CRF_11 to 2 (2.6%) of the isolates (Table 6). 

3.5.4 Concordance of the HIV-1 subtyping tools 

The degree of agreement among the HIV subtyping tools was calculated using Cronbach’s alpha 

coefficient. The raw alpha for the COMET, REGA, and NCBI viral subtyping tools was 55% (95% 

CI 34%-70%), which is lower than the acceptable reliability cutoff of 70% (0.7). Reliability, when 

a tool was dropped, is shown in the table below (Table 6). Raw alpha increased to 0.84 (95% CI 

0.75-0.90,) when concordance was calculated for the COMET and REGA tools. 

 

Subtyping tool HIV-1 subtype n (%) Reliability 

A1 D C aOTHERS bRaw alpha cRaw alpha 

COMET 65(85.5) 5(6.6) 3(3.9) 3(3.9) 0.32 0.60 

REGA 59(77.6) 5(6.6) 2(2.6) 10(13.2) 0.42 0.94 

NCBI TOOL 59(77.6) 3(3.9) 2(2.6) 12(15.7) 0.82 - 

Table 6: HIV-1 subtypes assigned by the different subtyping tools and their reliability 

calculated using Cronbach’s alpha coefficient. (n=76 ) 

aOTHERS: COMET-B, G, J, A1/02_AG, Unassigned A1_C, REGA: Unassigned, NCBI: 

A2, CRF_02,10,11 
bRaw alpha reliability when an item is dropped when comparing COMET, REGA and 

NCBI tool 
cRaw alpha reliability when an item is dropped when comparing COMET and REGA 

tools. 
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Dropping the REGA subtyping tool significantly reduces the alpha on both occasions as shown in 

table 6. However, the REGA tool was unable to predict HIV-1 subtype for 10 (13.2%) of the 76 

of isolates. In contrast, all isolates were assigned a subtype by the COMET tool, a commonly used 

HIV-1 subtyping tool. COMET-based HIV-1 subtypes were therefore selected for further 

comparative analysis. 

3.5.5 Viral tropism prediction 

A total of 76 aligned, trimmed, and edited V3 loop nucleotide sequences were analyzed for 

coreceptor tropism using Geno2Pheno [5%, 10%, 15% & 20% FPR] and the HIVCoR tools. All 

76 sequences were assigned CCR5 tropism by the HIV-CoR tropism prediction tool.  

Viral tropism at FPR cut off n (%) 

HIV-1 

Subtype 

FPR, 5% FPR, 10% FPR, 15% FPR, 20% 

CCR5 CXCR4 CCR5 CXCR4 CCR5 CXCR4 CCR5 CXCR4 

A1 59 (91) 6 (9) 50 (77) 15 (23) 49 (75) 16 (25) 48 (74) 17 (26) 

B 1 (100) 0 (0) 1 (100) 0 (0) 1 (100) 0 (0) 1 (100) 0 (0) 

C 3 (100) 0 (0) 3 (100) 0 (0) 3 (100) 0 (0) 3 (100) 0 (0) 

D 3 (60) 2 (40) 3 (60) 2 (40) 2 (40) 3 (60) 2 (40) 3 (60) 

G 1 (100) 0 (0) 0 (0) 1 (100) 0 (0) 1 (100) 0 (0) 1 (100) 

J 1 (100) 0 (0) 1 (100) 0 (0) 1 (100) 0 (0) 1 (100) 0 (0) 

Total 68 (89) 8 (11) 58 (76) 18 (24) 56 (74) 20 (26) 55 (72) 21(28) 

X2 p value 0.37 0.36 0.18 0.20 

Table 7:The distribution by number and (proportions), of viral tropism across COMET based 

HIV-1 subtypes using Geno2Pheno at four cut off points. P-value is derived from cross-

tabulation of coreceptor tropism and virus subtype using Pearson’s Chi-square test. 

 

For Geno2Pheno, setting the FPR at 5% resulted in 68 (89.5%) samples predicted as CCR5-tropic, 

and 8 (10.5%) predicted as CXCR4-tropic. There were no CXCR4 tropic subtype C variants at 5% 

FPR, despite the increased fidelity in identifying CXCR4 usage in both CXCR4 elusive and dual 

tropic variants at this cut-off for HIV-1 subtype C. Tropism of subtype C viruses appeared 

unaffected across different FPRs. Increasing the FPR to 10%, resulted in 58 (76.3%) R5 variants 

and 18 (23.7%) X4 variants. With Geno2Pheno, selecting greater FPRs increases the sensitivity in 

detecting X4 variants, but also for falsely identifying a sequence as X4. At 15% FPR, the number 

of X4 variants increased to 20 (26.3%), and the R5 variants reduced to 56 (73.7%).  A slight 



94 
 

increase to 21 (27.6%) of CXCR4 tropic variants was observed at 20% FPR, with CCR5 tropic 

variants decreasing to 55 (72.4%) (Table 7).  

Viral tropism clustered by viral subtype is shown in (Table 7) for the Geno2Pheno tropism 

prediction algorithm. There was no significant correlation between viral tropism and HIV-1 

subtype for all four FPR cut-off algorithms. However, these analyses indicated a trend whereby 

subtype A1 variants were likely to be assigned CCR5 tropism at lower FPR, while slightly more 

of the subtype D isolates were inclined towards CXCR4 tropism at higher FPR. Tropism predicted 

by the Geno2Pheno 15% FPR algorithm was used in further comparative analyses for all the 73 

V3-loop nucleotide sequences since Geno2Pheno 15%FPR is recommended for clinical use by the 

European Consensus Group of clinical management for tor tropism testing (Vandekerckhove et 

al., 2011). 

Translated V3 amino acid sequences were analyzed for HIV tropism using WebPSSM[sinsi], 

WebPSSM[R5X4], WebPSSM[sinsi C], 11/25 rule, and the net charge rule. According to 

WebPSSM[sinsi], 67 (88.2%) of the isolates were CCR5 tropic, and 9 (11.8%) were CXCR4 tropic.  

 

Viral tropism n (%)  

HIV-1 

Subtype 

aWebPSSM [C] WebPSSM [SINSI ] WebPSSM [R5X4] 

CCR5 CXCR4 CCR5 CXCR4 CCR5 CXCR4 

A1 9 (14) 56 (86) 58 (89) 7(11) 52 (80) 13 (20) 

B 0 (0) 1 (100) 1 (100) 0 (0) 1 (100) 0 (0) 

C 2 (67) 1(33) 3 (100) 0 (0) 3 (100) 0 (0) 

D 1 (20) 4 (80) 3 (60) 2 (40) 3 (60) 2 (40) 

G 0 (0) 1 (100) 1 (100) 0 (0) 1 (100) 0 (0) 

J 0 (0) 1 (100) 1 (100) 0 (0) 0 (0) 1 (100) 

Total 12 (16) 64 (84) 67 (88) 9 (12) 60 (79) 16 (21) 

X2 p value 0.25 0.46 0.29 

Table 8: The distribution by number and (proportions), of viral tropism across COMET based 

HIV-1 subtypes using three WebPSSM matrices. P-value is derived from cross-tabulation of 

coreceptor tropism and virus subtype using Pearson’s Chi-square test. aWebPSSM [SINSI -C] 

matrix. 
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WebPSSM[R5X4] assigned CCR5 tropism to 60 (78.9%) of the isolates, and CXCR4 tropism to 16 

(21.1%) of the isolates. The WebPSSM[sinsi C] matrix has been reported to overestimate CXCR4 

tropism. Overall, the sinsi-C matrix scored majority (84%) of the isolates as CXCR4. No 

significant associations were observed between COMET-based HIV-1 subtypes and viral tropism 

assigned by the WebPSSM matrices (Table 8). 

Based on the 11/25 rule, 71(93.4%) of the isolates were R5 while 5 (6.6%) were CXCR4-tropic 

(Table 9). Stratification of net charge (NC) values using 4 and 5 breakpoints were based on 

previously published observations by (Clevestig et al., 2006), where sequences with NC values 

below 4.0 were classified as R5, those with NC values above 5.0 were classified as X4, while those 

with intermediate NC values (4.0–5.0) were classified as undetermined. Here, 54 (71.1%) of the 

isolates were CCR5 tropic, while 22 (28.9%) were CXCR4 tropic (Table 9). We did not conduct 

phenotypic tropism testing to validate phenotype derivations. 

3.5.6 Concordance of the genotypic tropism testing tools 

Cronbach’s alpha coefficient was used to measure the reliability of the different genotypic tropism 

testing (GTT) tools (Cronbach, 1951). First, reliability was evaluated for the variations within each 

tropism prediction algorithm. For Geno2Pheno, agreeability was calculated for the different cut-

off FPRs [5,10,15,20%]. The raw alpha for the four variations of this algorithm was 0.93 (Feldt 

0.90-0.95, 95% CI), exceeding the 0.70 cutoffs for acceptable concordance. For WebPSSM, 

agreeability was calculated for the SINSI, SINSI-C, and R5X4 matrices. The raw alpha for these 

matrices was 0.52 (Feldt 0.29-0.68, 95% CI), which is below the 0.70 cut-off for acceptable 

reliability. Raw alpha increased most to 0.74 when the SINSI-C matrix was dropped. After G2P_5 

and WebPSSM [SINSI-C] assigned viral tropism were dropped, reliability was recalculated for the 

G2P_10, G2P_15, and G2P_20, giving a raw alpha value of 0.98 (95% CI 0.97-0.98), and 0.75 

(95% CI 0.60-0.84,) for WebPSSM [SINSI and R5X4 matrices] (Table 9). 

In addition, the degree of agreement among the various algorithms was calculated. Reliability was 

calculated for Geno2Pheno [5,10,15 and 20% FPR], WebPSSM [Sinsi and R5X4 matrices], and 

the 11/25 rule viral tropism prediction algorithms were calculated. The raw alpha for all seven 

algorithms was 0.88 (95% CI 0.82-0.91,), exceeding the 0.70 cut-off for acceptable internal 

reliability (table 4). Raw alpha_1 in Table 9 column shows variation in reliability when an 

algorithm is dropped. G2P_5 and the 11/25 algorithms were dropped, and concordance was 
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calculated again for G2P_10, G2P_15 & G2P_20, and the WebPSSM [SINSI, and R5X4] matrices 

(Raw alpha_2 column in Table 9). G2P_15 assigned tropism was retained and used to stratify 

tropism outcomes within this data set (Mulinge et al., 2013). 

 

3.5.7 Tropism in relation to host and viral characteristics 

COMET-assigned HIV-1 subtypes were used as the reference subtypes for each subject, while 

Geno2Pheno 15% FPR-based tropism, was used as the reference tropism. Six subtypes were 

reported. Subtype A1 62 (85.5%) was the major subtype in this cohort. 

Coreceptor 

tropism 

HIV-1 Subtype n (%) 

A1 B C D G J Total 

CCR5 49 (88) 1 (1.8) 3 (5.4) 2 (3.6) 0 (0) 1 (1.8) 56 (73.7) 

CXCR4 16 (80) 0 (0) 0 (0) 3(15) 1 (5) 0 (0) 20 (26.3) 

Table 10: HIV-1 subtype and viral tropism distribution 

 

Tropism prediction tool Viral Tropism n (%) Concordance 1 Concordance 2 
 

CCR5 CXCR4 Raw alpha Raw alpha 

Geno2Pheno 5 FPR 68 (89) 8 (11) 0.85 -- 

Geno2pheno 10 FPR 58 (76) 18 (24) 0.84 0.78 

Geno2Pheno 15 FPR 56 (74) 20 (26) 0.84 0.76 

Geno2Pheno 20 FPR 55 (72) 21 (28) 0.84 0.77 
   

0.93 [CI 0.90-0.95] 0.98 [CI 0.97-0.98] 

WebPSSM Sinsi 67 (88) 9 (12) 0.87 0.86 

WebPSSM R5X4 60 (79) 16 (21) 0.89 0.89 

WebPSSM Sinsi C 12 (16) 64 (84) 0.93 -- 
   

0.52 [CI 0.90-0.95] 0. 75 [CI 0.90-0.95] 

11/25 Rule 71 (93.4) 5 (6.6) 0.87 -- 

Net Charge Rule 54 (71.1) 22 (28.9) -- -- 
   

0.88 [CI 0.82-0.91]  [CI 0.90-0.95] 

Table 9: Distribution of viral tropism phenotypes and variation in tropism prediction reliability 

when an algorithm is dropped. 
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Characteristic Viral tropism n (%) 

    aCCR5 bCXCR4 

Age, Median (IQR) 34 (29 – 40) 37 (30 – 39) 

Age category   

20-30 15 (27) 5 (25) 

30-40 25 (45) 10 (50) 

40-50 11 (20) 5 (25) 

>50 5 (8.9) 0 (0) 

CD4 percent, Median (IQR) 23 (14 – 31) 19 (10 – 26) 
aCD4 count, Median (IQR) 410 (249 – 630) 338 (141 – 444) 
bCD4 count strata   

<200 11 (20) 6 (30) 

200-350 14 (25) 5 (25) 

350-500 10 (18) 4 (20) 

>500 21 (38) 5 (25) 
cSWOP clinic n (%)   

Thika Road 16 (29) 5 (25) 

City 12 (21) 1 (5) 

Donholm 4 (7.1) 0 (0) 

Kawangware 9 (16) 10 (50) 

Korogocho 9 (16) 2 (10) 

Langata 2 (3.6) 1 (5) 

Majengo 4 (7.1) 1 (5) 

Sexual preference   

Heterosexual 52 (93) 19 (95) 

Homosexual 4 (7.1) 1 (5.0) 

   

Table 11: Demographic and clinical characteristics of 76 study subjects included in the 

analysis. Results are median (IQR) or frequency (%), as appropriate. Correlations were 

calculated using Pearson’s Chi-Square test. 
aCCR5 = C-C motif chemokine receptor 5, bCXCR4 = CXCR4 C-X-C motif 

chemokine receptor 4, cSWOP=sex worker outreach program 

 

 

Stratification of viral strains based on tropism showed that 73.7% (n=56) were CCR5-tropic, 

while 26.3% (n=20) were CXCR4-tropic. There was no significant association between HIV-1 

subtype and G2P_15-assigned coreceptor tropism (p = 0.18). All other host characteristics were 

stratified using Geno2Pheno 15% FPR-based tropism. Results are shown in Table 11. Subjects 

infected with CCR5-tropic viruses had a median age of 34 years (interquartile range [IQR], 29-

40), whereas those infected with CXCR4-tropic viruses had a median age of 37 years (IQR, 30-

39). Subjects infected with CCR5 viruses had 410 copies/mm3 (IQR, 229-630), whereas those 
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infected withCXCR4 viruses had 338 copies/mm3 (IQR, 141-444). Among subjects infected with 

CCR5-tropic viruses, 20% (n=11) had CD4+ T cell counts <200 copies/mm3, 25% (n=14) had 

CD4+ T cell counts between 200 and 349 copies/mm3, 18% (n=10) had CD4+ T cell counts 

between 350 and 500 copies/mm3, and 38% (n=21) had CD4+ T cell counts >500 copies/mm3. 

In subjects infected with CXCR4-tropic viruses, 30% (n=6), 25% (n=5), 20% (n=4) and 25% 

(n=5) had <200 copies/mm3, 200-349 copies/mm3, 350-500 copies/mm3, and >500 copies/mm3, 

respectively. Viruses that were CCR5-tropic had a median CD4+ T cell percentage of 23 (IQR, 14-

31) while CXCR4-tropic viruses had a median CD4+ T cell percentage of 19 (IQR, 10-26).  

When the subjects were stratified by location, 28% of subjects resided on Thika Road, 25% in 

Kawangware, and 14% in Korogocho. Kawangware had the largest proportion of X4 variants 10 

(50%), while Donholm 0 (0%) had the least. CCR5-tropic viruses predominated at 76% (n=16), 

92% (n=12), 100% (n=4), 82% (n=9), 67% (n=2), and 80% (n=4) for the Thika road, City, 

Donholm, Korogocho, Langata, and Majengo SWOP clinics, respectively (Table 11). 

CD4+ T cell counts in subjects infected with CCR5-tropic and CXCR4-tropic viruses were 

compared to assess the extent to which the virus's replication without treatment has harmed the 

CD4+ T cell population (Figure 14). Two outliers on the CXCR4 upper tails (p = .020) were 

excluded. Subjects harboring CXCR4-tropic viruses had statistically significant lower baseline 

CD4+ T-cell counts 289±189 copies/mm3 while those infected with CCR5-tropic viruses had 

433±260 copies/mm3 (p = .044). In graph (B) Subjects infected with CXCR4-tropic viruses had 

lower CD4 + T-cell percentages than those infected with CCR5-tropic viruses, Wilcoxon rank sum 

test (P = .042). The levels of CD4 + T cell count in subjects infected with HIV-1 A1, C, and 

subtype D was compared using Kruskal–Wallis test (Figure 14 graph C) but there were no 

statistically significant differences among the different HIV-1 subtypes, (P = .98).  
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Figure 14: Comparisons of (a) median baseline CD4 + T cell counts and CD4 and (b) median 

baseline T cell percentages between CCR5 and CXCR4 tropisms. (c) Comparison of CD4 T count 

in subjects infected with different HIV-1 subtypes.  

CCR5 = C-C motif chemokine receptor 5, CXCR4 = CXCR4 C-X-C motif chemokine receptor 4. 

 

3.5.8 V3 loop sequence diversity 

Genetic characteristics of the translated V3 loop sequences were profiled to assess their impact on 

tropism prediction. The average length of the V3 loop was 35 [34-36] amino acids. Most sequences 

had 35 amino acids 60 (79%), while 15 (20%) were 34 amino acids long. One sequence was 36 

amino acids long. Five (33%) of the CXCR4 tropic amino acids were 34 AA long, while 14 (23%) 

were 35 AA long.  
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A 

 

B 

 

Figure 15: Sequence logos of CXC4 and CCR5 tropic HIV-1 V3 loop data sets. 

 (A) CXCR4 tropic variants. (B) CCR5 tropic variants 

 

There was no correlation between the length of the V3 loop and tropism (χ2=3.46, df=2, P = .178). 

The highly conserved GPGQ motif at the crown was noticeable in both the X4 and R5 viral strains 

(Figure 15). The most notable result of this study was the relatively higher occurrence of Alanine 

at position 22 of the V3 loop in R5 strains than in X4 strains. Isolates with Alanine at position 22 

of the V3 loop accounted for 80% (n=45) of the R5 strains. The occurrence of this specific residue 

at position 22 was also significantly associated with viral tropism (χ2=15.586, df=8, P = .048). 

We did not observe any correlation between the occurrence of positively charged amino acid at 

position 11 (χ2=6.478, df=2, P = .166), or position 25 (χ2=19.967, df=10, P = .075) with viral 

tropism Table 12.  
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The presence of a positively charged residue at position 11 and or 25 of the V3, commonly termed 

the ‘11/25’ rule was significantly associated with viral tropism11 (χ2=44.96, df=4, P <.001) 25 

(χ2=54.848, df=10, P < .001). A significant association was observed when positive net charge 

and tropism were compared, with CXC4 tropic viruses exhibiting a higher net charge (+6) 

compared to their CCR5 counterparts (+4). The amino residue at position 22 was not associated 

with the net charge (χ2=61.741, df=56, P = .278), and did not introduce multicollinearity in the 

final multivariable logistic regression model. There was no association between HIV-1 and 

residues at position 11 subtype (χ2=5.894, df=8, P = .659), or 22 (χ2=20.605, df=16, P =0.194) 

of the V3 loop. In contrast, the amino acid at position 25 was significantly associated with HIV-

1 subtype (χ2=45.973, df=20, P < .001).  

 Univariable   Multivariable   

Characteristic OR1 95% CI P-value OR2 95% CI P-value  

Net charge 1.75 1.20, 2.70 .006 2.40 1.35, 5.00 .007  

CD4+ T cell count 0.88 0.76, 0.97 .039 1.00 0.93, 1.81 .093  

Amino acid at position 22        

A — —  — —   

Other (E,G,P,R,V) 2.41 0.45, 10.9 .27 1.21 0.17, 7.37 .84  

T 12.7 3.32, 57.0 <.001 55.7 4.04, 84.1 .003  

SWOP clinic        

Thika Road — —  — —   

Kawangware 3.56 0.96, 14.7 .065 6.94 1.22, 48.81 .034  

City 0.27 0.01, 1.95 .25 2.33 1.04, 14.6 .89  

Donholm 0.00 0.0, ∞ >.99 0.00 0, ∞ >.99  

Korogocho 0.71 0.09, 4.10 .72 0.22 0.01, 2.48 .26  

Langata 1.60 0.07, 20.6 .27 4.89 0.16, 116 .30  

Majengo 0.80 0.04, 7.21 .86 4.00 0.14, 71.0 .34  

HIV-1 subtype        

A1 — —      

C 0.00 0.00, ∞ >.99     

D 4.50 0.69, 36.4 .12     

Table 12: Factors associated with coreceptor usage in 76 HIV-1 treatment naïve subjects  

OR1 = unadjusted Odds Ratio, CI = Confidence Interval, OR2 = adjusted Odds Ratio, p - 

values from χ2 test for categorical variables or Wilcoxon rank sum test for continuous variables 

SWOP = Sex work outreach program, A = Alanine, E = Glutamic acid, G = Glycine, P = Proline, T = 

Threonine, R = Arginine, V = Valine. Bold value indicates P < 0.05. 
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3.5.9 Phylogenetic tree analyses 

The ML phylogenetic tree of the 76 recently infected subjects in this study revealed three 

statistically supported nodes (bootstrap > 90%). In the phylogenetic tree, the sequences were shown 

to form two divergent clusters with an uneven distribution of CXCR4-tropic viruses (highlighted 

in red) in the lower arm (Fig 3). There was a tendency of subjects recruited from Kawangware 

SWOP clinic to be CXCR4- tropic though there is no clear evidence of an exclusive CXCR4-

tropic cluster nor a SWOP clinic cluster. 
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Figure 16:  
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Figure 16; Schema of the phylogenetic tree of HIV-1 viruses circulating in this cohort of 

treatment naïve commercial female sex workers. In red are CXCR4 tropic variants from different 

SWOP clinic locations, distributed throughout Nairobi. 
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Chapter 4 

 

4.0 Discussion  



105 
 

HIV infection is disproportionately high in high-risk populations such as female sex workers 

(FSWs), men who have sex with men (MSM), and injection drug users (IDUs). Approximately 

6.6% of the Kenyan population are infected by HIV-1, with a more than three-fold higher HIV-1 

prevalence among so-called high-risk groups. These groups also account for at least one-third of 

new infections ((NASCOP), 2018). FSWs are amongst the most vulnerable of the key population 

groups and the risk for acquiring HIV is 30 times higher for sex workers (Bitty-Anderson et al., 

2022). The reported national HIV incidence in FSWs was 29.3% in 2021, with a 4.5-fold increased 

risk compared non-sex worker females (Tago et al., 2021). This population is more likely to harbor 

diverse HIV-1 variants and recombinants, due to their social vulnerability and the risks associated 

with their occupation including multiple sexual partners, inconsistent condom use, use of injecting 

and non-injecting drugs, and co-infections with other STIs (Giguère et al., 2019; Gitahi-Kamau et 

al., 2015; Nduva et al., 2020; Tago et al., 2021). These women are at an increased risk of acquiring 

and transmitting HIV to the general population and thus play a central role in sustaining 

population-level infections. This highlights the importance of focusing on such a critical 

population, to understand the trajectory of the pandemic's evolution, and thus inform public health 

mitigation strategies.  

4.1 Viral tropism prediction  

There is currently no consensus on the tool of choice for tropism prediction. Other than 

Geno2Pheno 15% which is well validated and recommended by European virologists for clinical 

tropism testing (Vandekerckhove et al., 2011), several widely validated subtype-specific tools 

have been developed. More than 2/3 of the isolates in our data set were CCR5 tropic according to 

all the GTT tools except WebPSSM [sinsi C] matrix, which overestimated CXCR4 tropism at 84% 

(Table 8). The WebPSSM sinsi-C algorithm which was specifically developed for HIV-1C viruses 

showed improved sensitivity in picking up X4 tropism (1/3), in subtype C strains. No dual/mixed 

tropic variants were detected. 

According to the ‘11/25’ algorithm, which determines tropism based on the occurrence of a 

positively charged amino acid residue at position 11 and or 25 of the V3 loop (Fouchier et al., 

1992; De Jong et al., 1992), only 6.6% of the isolates were CXCR4 tropic against a score of >20% 

for the highly concordant Geno2Pheno (Beerenwinkel et al., 2003b) and WebPSSM algorithms 

(Jensen et al., 2003) Table 9. This agrees with previous studies that have reported a relatively 

higher prevalence of X4 viruses in treatment experienced patients, compared to their treatment 
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naïve counterparts (Sánchez et al., 2010; Soulié et al., 2008). The training data for the 11/25 

algorithm and many other GTT tools utilizing other aspects of the V3 loop such as position specific 

matrices were based on clade B virus characteristics such as a 35 amino acid V3 loop length. This 

may have limited the sensitivity of this tool since the length of the V3 loops in this data set ranged 

from 34-36 amino acids. The HIVCoR algorithm which was exclusively developed for CRF01_AE 

isolates  (Hongjaisee et al., 2019), assigned CRR5 tropism to all the isolates within our data set. 

The CCR5 dominance within this cohort may be due to the limited sensitivity of GTT tools in 

predicting tropism for non-B subtypes, since many of these tools were developed using clade B 

training data sets. Epidemiological studies in the European, America and Australian populations 

where subtype B is endemic, have shown that 80–90% of HIV-1 positive individuals are infected 

by R5 tropic HIV-1 strains (Hoffman, 2007). Therefore, this bias in favor of B variants is likely to 

overestimate R5 tropism in areas where non-B HIV-1 subtypes predominate such as Kenya. These 

discrepancies in tropism prediction underscore the need for subtype-specific algorithms or 

algorithms with increased sensitivity to a wider range of HIV subtypes. 

4.2 Concordance of tropism prediction algorithms 

We found a 26% prevalence of CXCR4 tropic viruses among the five independent algorithms 

using the Kuder-Richardson 20-formula (Cronbach, 1951). This formula calculates the reliability 

of the internal consistency of the genotypic tropism testing (GTT) tools, or the similarity in tropism 

prediction scores for the GTT tools with an acceptable cutoff of 70%. We further assessed the 

reliability of the Geno2Pheno algorithm Table 7) and WebPSSM matrices (Table 8) in assigning 

tropism to viral populations dominated by COMET assigned HIV-1 subtype A, with subtype C 

and D as minority variants (Table 6). Overall, the 93% (95% CI 90-95%) concordance within FPR 

variations of the Geno2Pheno algorithm was relatively higher than the 52% (95% CI 29%-68%) 

within WebPSSM matrices (Table 9). The Geno2Pheno 5% FPR algorithm was the least 

concordant among the FPR variations of this tool, and dropping it increased the concordance to 

98% (95% CI 0.97-0.98) for Geno2Pheno [coreceptor FPR:10- 20%]. Geno2Pheno [coreceptor 

FPR:10- 20%], and WebPSSM[X4R5]
 were highly concordant 88% (95% CI 79%–90%), in line with 

previous studies which demonstrated the best concordance (>85%) between these two 

algorithms (Seclén et al., 2011). 
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4.3 HIV-1 subtypes 

HIV-1 subtypes and circulating recombinant forms (CRFs) continue to evolve globally, altering 

their transmissibility, cellular tropism, viral replication kinetics, and disease progression (Taylor 

and Hammer, 2008). HIV-1 subtype A1 accounted for more than three-quarters of the variants 

detected by all the HIV-1 subtyping tools within our data set. Subtype D came in second at 7%, 

and subtype C a close third at 4% (Table 6). These findings are in tandem with similar studies 

conducted in Kenya in which subtypes A1, and  D were the most prevalent, while subtypes A2, C, 

and G accounted for the minority subtypes (Kitawi et al., 2017; Lihana et al., 2009; Lwembe et 

al., 2009; Mabeya et al., 2018). The predominance of subtype A1 has been attributed to the 

relatively higher replicative fitness of this clade, compared to clade D (Gounder et al., 2017; Nduva 

et al., 2020; Tovanabutra et al., 2010). Subtype D has been reported to be decreasing in prevalence, 

consistent with the notion that more pathogenic variants may be less fit for transmission (Frank et 

al., 2019; Mckinnon et al., 2012; Nduva et al., 2020). 

4.4 Concordance of HIV-1 subtyping tools 

Cronbach’s alpha test was also employed to determine agreement among the HIV-1 subtyping 

tools. These automated subtyping tools are routinely used in clinical practice due to their speed, 

user-friendliness, and low cost (Pineda-Peña et al., 2013; Yebra et al., 2011). Concordance for 

COMET, REGA, and NCBI viral subtyping tools was lower than 0.7 (Table 9). This reduced 

concordance was attributed to the NCBI viral subtyping tool since dropping it increased the 

reliability to 0.84. The COMET and REGA tools were previously reported to be (93.8%) and 

(92.5%) concordant respectively, with Mphy (molecular phylogeny), the gold standard in 

subtyping for epidemiological surveillance and routine clinical practice by (Fabeni et al., 2017). 

In the same study, COMET also showed high sensitivity (92.3%) to A1 subtypes while G subtypes 

were better classified by REGA (98.6%) (Fabeni et al., 2017). Eighty six percent of the isolates 

within our data set were predicted to be A1 by COMET, while one was subtype G (Table 6). The 

REGA tool did not assign the HIV-1G subtype to any of the sequences (Table 6). Although REGA 

had the highest calculated reliability here, this tool was unable to assign tropism to 13% of the 

isolates within our data set. COMET based subtypes were therefore chosen due to their high 

sensitivity towards A1 variants-the most prevalent subtype in Kenya and their 100% success rate 

in assigning HIV-1 subtypes (Table 6). 
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4.5 Predictors of coreceptor usage 

A multivariate logistic regression model was used to investigate the effect of multiple independent 

variables on the predicted tropism (Table 12). We sought to understand how each risk factor 

contributed to tropism variation (if any) within this high-risk group, and for the findings herein to 

mold better and more effective public health policies and research efforts targeted toward this 

group. Our model was 90% accurate when validated using the K-fold cross-validation approach. 

Consistent with previous studies (Claudia et al., 2014; Naganawa et al., 2008), net charge and 

tropism were significantly correlated within this data set (p = 0.006). The odds of an isolate being 

X4 were 240 times higher for every unit increase in net charge (0R = 2.40, 95% CI = 1.35-5.00, p 

= 0.006). Despite the correlation observed between CD4 T cell count and tropism in the univariate 

model, the effect of CD4 T cell count was rendered insignificant (95% CI 0.93-1.81, p = 0.093) in 

our multivariate model by the confounding effects of net charge, the amino acid at position 22 of 

the V3 loop, and convergence of CXCR4 tropic variants at the Kawangware SWOP clinic (Table 

12). 

4.5.1 HIV-1 subtype  

The biggest caveat of GTT stems from subtype-specific differences that affect the prediction of 

tropism. Studies have demonstrated a correlation between genetic subtype and coreceptor tropism 

evolution throughout the disease course (Björndal et al., 1999; Cilliers et al., 2003; Kaleebu et al., 

2007). HIV-1 subtype was not a significant predictor of viral tropism in this data set using the 

univariate logistic regression model (Table 12). Despite earlier research indicating that subtype D 

is linked to CXCR4 tropism in earlier stages of infection ( Cilliers et al., 2003; Connell et al., 2008; 

Kaleebu et al., 2007), we did not find any conclusive evidence of such an association. We 

cautiously hypothesize that this is due to the dominance of subtype A1, which obscured any 

differences from the minority subtypes, thereby reducing the ability of the test to detect differences. 

4.5.2 CD4 T cell count  

A profound decline in CD4 T cell count, the target cell of the HIV virus, and a rise in plasma viral 

load are some of the distinctive features associated with HIV-1 infection (Leda et al., 2020; Moyle 

et al., 2005) . If HIV infection remains untreated, opportunistic infections, the development of 

AIDS, and AIDS-related deaths may occur (Langford et al., 2007; Naif, 2013). As a result, the 

CD4 T cell count has been reported as a major prognostic marker of the progression of disease in 

HIV infection and was previously used to determine the priority for initiating antiretroviral therapy 
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(Zhang et al., 2011). We found a statistically significant correlation between low CD4 T cell count 

and CXCR4 tropism in this data set (Figure 14). In addition, when CD4 T cell count was modeled 

as a confounder of viral tropism (cut off p= <.25), the odds of an isolate being CXCR4 tropic were 

88 times higher when the CD4 count was low (OR= 0.88 95% CI [0.76-0.97] p = 0.039). This 

implies that CXCR4 tropic isolates are more pathogenic and may play a major role in the depletion 

of CD4 T cells during early HIV infection (EHI), and possibly result in faster disease progression 

to AIDS in the absence of ART, as observed in this cohort of treatment naïve study participants  

(Ghosn et al., 2017; Sechet et al., 2015). This is of great importance in shaping public health 

policies and strategies, since early detection of HIV infection, timely disease progression 

monitoring, and early initiation of antiretroviral therapy are crucial steps to containing the spread 

of HIV. 

Indeed, a correlation between tropism and CD4 T cell count has been demonstrated in studies 

involving larger cohorts (Raymond et al., 2009).  In a study conducted by (Brumme et al., 2005), 

the X4 genotype in baseline plasma was an independent predictor of poor immunological response 

and increased mortality. This observation is in tandem with faster progression of disease observed 

for subtype D infections, which mostly exhibit the X4 genotype (Raymond et al., 2011). We did 

not find any significant association between the circulating subtypes and disease progression 

represented by CD4 T cell count (p = 0.98). A study conducted by (Baeten et al., 2007), reported 

that subtype D was correlated with increased rates of CD4 T cell decline and  a 12-fold higher risk 

of death, compared to subtype A, in a cohort of female sex workers from Mombasa, Kenya. Rapid 

disease progression is most pronounced for subtypes D and B, while subtypes A and C are usually 

considered less aggressive (Mckinnon et al., 2012). These findings are, however, still being 

actively debated.  

4.5.3 SWOP clinic location 

Despite the global scale-up on HAART that has seen a reduction in HIV/AIDS-related morbidities, 

mortalities, and prolonged average life expectancy of infected individuals, HIV incidence in 

marginalized groups remains disproportionately high. Female sex workers (FSWs) are 13.5 times 

more likely to contract the virus compared to their non- sex worker counterparts (Baral et al., 

2012), highlighting the role of various HIV-1 transmission pathways, and risky behavior in this 

process. To address this vulnerable population, SWOP clinics were established in 2008 to scale-

up accessible, acceptable, and friendly HIV prevention and treatment services. This program 
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operates seven clinics throughout Nairobi County, all of which are located near hot spots where 

sex workers are likely to find clients. We found a statistically significant convergence of CXCR4-

tropic strains at the Kawangware SWOP clinic (Table 12). Since X4 viruses are associated with 

increased risk of disease progression and increased mortality in untreated individuals, increased 

CD4 T cell decline, and poor response to treatment (Brumme et al., 2005; De Jong et al., 1992; 

Koot et al., 1992; Ping et al., 2013), this site should be further studied to better understand HIV 

epidemiology at SWOP clinic location. 

4.5.4 Features of the env V3 loop 

HIV tropism has also been associated with various amino acid signatures within the V3 loop 

(Soulié et al., 2010). A notable finding within this study was the correlation between tropism and 

the amino acid at position 22, in the subtype A1 V3 loop (P =.003). The most dominant residue at 

position 22 of the V3 loop was Alanine for CCR5 tropic viruses and Threonine for CXCR4 strains 

(Figure 15). Although this 22-AA genotype does not occur frequently in the widely studied 

subtype B, there is a notable increase in the infectivity of the virus, when it does (Douek et al., 

2003; Wei et al., 2016). There is still no definitive explanation for the observed differences in 

tropism following the switch of uncharged amino acids (alanine to threonine) at this position. 

Marozsan et al., used the Garnier-Osguthorpe-Robson (GOR) method to further investigate the role 

of this switch. There were no notable differences in tropism, asserting the predominance of Alanine 

in R5 variants as opposed to X4 variants of clade B viruses (Cormier and Dragic, 2002). To assess 

the relative fitness of a given HIV clade, (Ariën et al., 2005) set up a laboratory growth competition 

experiment that measured viral populations infecting peripheral blood mononuclear cells. The 

order of relative fitness was subtypes A, B, D, CRF01_AE > subtype C > HIV-2 > group O. This 

warrants further investigation to ascertain whether the increased fitness HIV-1 subtype A is 

associated with this amino acid switch. Contrary to expectations, we did not find a significant 

correlation between CXCR4-tropism and the occurrence of positively charged amino acid residues 

at positions 11 and or 25 of the V3 loop (p = 0.22) (Fouchier et al., 1992; Soulié et al., 2016).  

4.6 Degree of relatedness of the viruses 

The persistence of the HIV epidemic has been linked to the existence of numerous transmission 

clusters, frequently associated with HIV transmission (Kouyos et al., 2010b; Petersen et al., 2018). 

This is especially important given that FSWs are one of the most vulnerable groups in HIV 

transmission. There was a statistically significant convergence of CXCR4 tropic variants at the 
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Kawangware SWOP clinic despite the absence of a predominant CXCR4 tropic cluster at each 

clinic location (Figure 16). This is expected since studies have shown patients are likely to visit 

clinics located far from their place of work due to the stigma associated with commercial sex work 

(Wanjiru et al., 2022).  

4.7 Study limitations and recommendations 

4.7.1 Study limitations 

Some limitations of this study warrant mention. First, viral load data was unavailable. In low -

resource settings such as Kenya, cost, and operational challenges limit viral load testing alongside 

other clinical and immunological biomarkers that may be key players in viral tropism (Joram et 

al., 2017). Since viral load testing is conducted on a need-to-know basis, lack of VL information 

may have been a possible limitation in the selection of ‘viable’ samples. According to the European 

guidelines on tropism testing, a minimum viral load of >500 RNA copes/ml, and triplicate PCR 

amplification and sequencing for each sample is recommended (Vandekerckhove et al., 2011).  

We also experienced a relatively high rate of non-amplification (50%), which affected the sample 

size. A sample size of 76 subjects may be small and underpowered on the surface, but this was not 

the case. In logistic regression, the occurrence of an event defines the dependent (outcome) 

variable, and the rule of thumb takes into consideration the number of subjects to whom the event 

occurs rather than the total number of subjects. In this study, we predicted the occurrence of 

CXCR4-tropic viruses by assuming that approximately 10% of the subjects had CXCR4 and 

applied a model with 5 independent (predictor) variables. As a result, the minimum sample size 

would need to be 10-15 events per independent variable, which adds up to 50-75. Despite the 

justification, we cannot completely rule out the possibility of low study power in circumstances 

where an uneven distribution of cases in a specific variable led to contradictory findings. 

Another limitation of this study was the lack of phenotypic tropism testing (PTT) on the same 

plasma samples. Since PTT is considered the gold standard for assigning coreceptor tropism, the 

accuracy and efficiency of the algorithms used herein cannot be validated. Tropism prediction for 

pure non-B, and co-circulating multiple subtypes, and inter-subtype recombinant forms remains a 

challenge, necessitating the need to document coreceptor tropism of a diverse panel of non-subtype 

B HIV-1 variants and emerging recombinant forms, to develop novel GGT tools and or optimize 
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training data sets of the available GTT tools for improved sensitivity and specificity to non-B 

subtypes. 

4.7.2 Study recommendations 

The source of viral RNA in the study was Plasma samples from HIV-1 positive treatment naïve 

female sex workers. We experienced low yield (50%), with the minority variants (CXCR4) 

constituting only a quarter of the isolates (Table 9). Studies have shown that using proviral DNA 

may improve yield and detection of X4 variants since CXCR4 tropic isolates are commonly found 

in peripheral blood mononuclear cells (Vandekerckhove et al., 2011; Verhofstede et al., 2009).  

Using next-generation, deep sequencing methods has also been reported to improve the sensitivity 

of GTT tools to X4 an dual/mixed patient samples (Leda et al., 2020; Panos and Nelson, 2007). 

Conventional sanger sequencing methods have an intrinsic limited sensitivity to minority viral 

species such as X4 and X4R5. These viruses most often occur with R5 variants forming a mixed 

quasispecies, and are undetectable when they represent <10-25% of the population (Verhofstede 

et al., 2011). With deep-sequencing, thousands of PCR products (even from different HIV-1 

variants), can be sequenced (read) individually and in parallel, enabling the detection and 

quantification of minority subpopulations (Liang et al., 2011). The technique however, is not error 

free and must be analyzed carefully so as not to overestimate diversity within the viral population 

(Leda et al., 2020). 

Improving tropism prediction may not solely rely on deeper sequencing but also on the analysis of 

non-V3 regions that have been cited as possible additional tropism determinants. Even though 

tropism determinants of subtype B viruses have been widely studied, there is scarcity of 

information on more prevalent subtypes such subtype C, and subtype A and its CRFs, which 

account for than 50% and 25%  global infections, respectively (Digban et al., 2020; Gounder et 

al., 2017). These regions, some of which are yet to be fully characterized, differ between HIV-1 

subtypes and influence the propensity of certain virus subtypes to use either the CRR5 or CXCR4 

coreceptor. The V1/V2 and the C4 regions have been shown to influence coreceptor use (Hartley 

et al., 2005; Pastore et al., 2006b). Profiling of clade A gp120 sequences by (Riemenschneider et 

al., 2016) led to the detection of a statistically higher association between the V2 loop with tropism, 

compared to the V3 loop. The V1-V3 loops were also cited as the major tropism determinants by 

(Esbjörnsson et al., 2010). Additional studies on clade A and C viruses have suggested the varying 
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role of other coreceptors, namely CXCR6 and GPR15, in subtype specific HIV-1 entry (Karlsson 

et al., 2012; Pohlmann et al., 1999). Isolates from Central African Republic where subtype A is 

predominant have been shown to extensively use these minor coreceptors  (Bégaud et al., 2003). 

4.8 Conclusion 

Although the REGA tool had better calculated reliability in assigning HIV-1 subtype to the isolates 

in this data set, this tool failed to assign a HIV subtype to more than ten isolates. The COMET 

subtyping tool successfully assigned a HIV-1 subtype to all the 76 partial envelope sequences 

analyzed, with high reliability. In line with these findings and previous studies that have reported 

the high sensitivity of this tool to HIV-1 subtype A variants, we recommend this tool for subtyping 

Kenyan HIV isolates which are dominated by subtype A1. 

We found a relatively higher prevalence of X4 viruses in HIV-1 subtype A1 (26%) than previously 

thought to be present, a major implication in the adoption of the selective CCR5 antagonist 

Maraviroc. Since tropism testing is conducted to rule out the outgrowth of CXCR4 viruses as a 

pathway to treatment failure, the higher occurrence of CXCR4 variants may adversely affect the 

adoption of the CCR5 antagonist Maraviroc. Further studies are also required to assess the 

sensitivity of the dominant Kenyan HIV-1 variants to Maraviroc due to reported subtype-specific 

differences in sensitivity to this CCR5 antagonist (Siddik et al., 2018).  

Variations of the Geno2Pheno tropism prediction tools had better agreeability of 93% compared 

to variations of the WebPSSM matrix (52%). Geno2Pheno 10%, 15%, and 20% FPR are usually 

recommended for tropism testing. These algorithms also had the highest calculated reliability in 

assigning tropism to the isolates in this data. We recommend Geno2Pheno 15% FPR for clinical 

management of viral tropism in line with the European guidelines and previous studies, because 

at this FPR there is a balance between favorable sensitivity to the minority variants (X4/R5X4) 

and concordance with other tools for detection of majority variants. 

The most notable finding was the significant association between CCR5 tropism A1 viruses and 

the presence of the amino acid Alanine at position 22 of the V3 loop. Additional studies with a large 

data set are warranted to confirm our findings. 
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4.9.2 Ethical approval for nested study 
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