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ABSTRACT 
L M• .i. ft L oT ,., iii L - , 

A s more capital is being invested on IT projects in the coming 

years, company decision makers must learn to moderate their 

zeal in adopting IT solutions. Despite claims to success attributed to IT, 

there are senior management people who are dissatisfied with what has 

been achieved with the huge IT investments. Perhaps these managers ex-

pect too much from IT or do not know what they expect. This points to the 

need to have a careful evaluation of feasibility of IT projects. Unless i~ is 

made clear as to what can and cannot be achieved with IT, dissatisfaction 

will continue. In IT project assessment as in life itself, to be forewarned i 

to be forearmed. Against this background the research study sought to 

determine the evaluation methods used by publicly quoted companies in 

the Nairobi Stock Exchange and the criteria for their choice. 
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partments. Most firms are familiar and use budgetary constraint, cost 

benefit analysis, return on investment and payback method to evaluate IT 

projects. The users of these methods contend that they use them because 

they are easy to use, understand and interpret. The evaluation teams are 

composed mainly of people who have strong accounting or finance back

grounds. This is perhaps the reason why the popular evaluation methods 

are largely accounting-based. 

As regards the reasons for undertaking IS/IT evaluation exercise at 

feasibility stage, the companies list support for organisational require

ments, obtaining cost benefit, gain of competitive advantage, and im

proved management information. 



Chapter 1 INTRODUCTION 

1.1 Background 

T he past five years have seen a huge increase in Information Sys

tems (IS) spending. The forecast is that the trend will continue. In 

a survey conducted by BMI Techknowledge Africa, some Shs 18 billion 

was invested in information technology in the East African region in 1998. 

Kenya had 50 percent of the total investments followed by Tanzania with 

30 percent and the balance in Uganda. The survey also says that two-

thirds of the new investments in IT was spent on public and private tele-

communication sectors (cf. Daily Nation, 11th June 1998). 

The quantification of the exp ct d b n fits of n w IT inv stm nt 
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Some managers have become skeptical about the promised benefits 

of IT investment either because these projects fail during implementation 

or because they do not live up to the expectations. In other words IT in

vestment projects have come to be seen as "long in promise, but short in 

delivery". It would help IT to regain part of the lost confidence if more at

tention is paid to project evaluation by comparing the costs to be incurred 

and the benefits to be reaped. 

Evaluation of IT projects is a difficult process. The fact that IT sys

tems h ave costs and benefits that a re both tangible and intangible place 

greater demands on managemen t to exercise care in the evalua tion proc

ess. 

Bawden and Blakeman ( 1990) say that the process of evalu ating IT 

systems and equipment becomes difficult because of a number of factors: 
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Some managers do not carry out evaluation of IT products because 

they think it is not cost-effective. Since the product under consideration is 

cheap they just go ahead with the purchase. They fail to realise that the 

real cost comes, not in the purchase price, but in the cost of implementing 

or trying to use the IT product or system. 

1.2 Definition of Terms 

1.2.1 Evaluation 

Evaluation in the context of IT is concerned with establishing the 

worth of IT to the organization by quantitative and/ or qualitative m ans, 

and involves determination of costs, benefits, risks and values (Willcock , 

1992). 

1.2.2 Information System and Information Technology 

According to Laudon and Laudon (1996). n inform tion yst m (I ) 

can be defined technically a a k to compon n th t coll ct 
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formation in any format. These include hardware, software and communi

cations technologies and attendant techniques (Willcocks, 1992). 

1.2.3 Tangible Benefits and Intangible Benefits 

Hog bin and Thomas ( 1994) define tangible benefits as "those that can 

be measured, often financially'' and intangible benefits as "those that can

not be confidently quantified". Tangible benefits can be classified further 

according to type of savings, such as: 

o Cost or expense reduction, e.g. savmgs derived from increased 

productivity and reduced number of employees; 

o Cost or expense replacement, e.g. savings in the costs of materials, 

document, communications, printing and copying, inventory and 

storage, transport and distribution, rates and rents, space and 

buildings; 

Cost or expense avoidanc 
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As regards intangible benefits, Willcocks ( 1992) gtves the following 

examples: 

o Improved customer service 

o Development of systems architecture 

o Higher job satisfaction 

o Higher product quality 

o Improved internal/ external communications and management in

formation 

o Gaining competitive advantage 

o Improved supplier relationships 

1.3 Statement of the Problem 

Given the huge investments in Information Systems, organisations 

need to have very clear and systematic procedures to vet IS/ IT projects 

against other alternative projects competing for the same limited re-

sources. Bacon ( 1994 confirm thi ob rv tion wh n h d th im 

portanc of inve tm nt ci ion on IT oj c b c of h mo m-
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ducted a research survey to determine the criteria used by Kenyan organi

sations in assessing IS/IT projects. The study also looked into the evalua

tion practices that the firms have adopted. 

In summary, the researcher sought to find answers to the following 

questions: 

o What are the common evaluation methods that organisations in 

Kenya follow in evaluating the feasibility of IS /IT projects and cri

teria of their choice? 

o What reasons do organisations m Kenya use in undertaking 

evaluation of IS/IT projects at the feasibility stage? 

1.4 Objectives of the Study 

The objectives of the study are: 

1) to describe the charact ri tic of th I' nyan firms th t v u

a IT proj c a h 
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1.5 Importance of the Study 

Investments in IT are high. Many times IT projects have to compete 

with other investment proposals within the company for the same limited 

resource. The situation in Kenya is even more serious. There are some 

business people who do not have qualms in dumping old and technologi

cally outdated machines into the Kenya market. Management should be 

very careful in making the decision to purchase IT products. A wrong in

vestment decision at the beginning can have adverse financial conse

quences in the years to come. Due to the high rate of obsolescence, exac

erbated by the lack of standards, it is important to be sure on the type of 

IT infrastructure to adopt. Senior management people must therefore hav 

a clear understanding of IT projects and IT evaluation proce 

The results of the study will help: 
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Chapter 2 A REVIEW OF PUBLISHED 

2.1 

I 

LITERATURE ON EVALUATION OF IT 
PROJECTS 

Rationale for IT Investments 

nformation Technology (IT) is a field that is growing and developing 

rapidly, yet it is not easy to define it. It means different things to 

different people. It encompasses many topics such as word proc s ing, 

image processing, desktop publishing, electronic publishing, local ar a 

networks, relational databases, decision support systems h pertext, etc. 

The list keeps growing. In spite of the seemingly pervasive presence of IT, 

many firms are lured into it without much careful thought. Tim and 

again one hears of firms that jump into the IT b ndw on without m king 

a prop r inve tmen propo al. 
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On the cost side, the first problem is that a big proportion of IT costs 

are fixed and independent of utilisation. It is thus difficult to allocate costs 

to a specific IT project. Second, it is difficult to estimate the cost of run

ning the system because its life is uncertain. Third, the project champions 

(those who push the initiative with a lot of enthusiasm) tend to underes

timate costs to get a better chance of the project being approved. 

On the benefit side, it is difficult to predict and give value to the ef

fects of IT. Providing better information may help a decision-maker im

prove his decision-making capability but it is not easy to know the extent 

to which improved information contributed to better decisions. Second, 

the benefits from investments in IT infrastructure are difficult to valuat . 

Third, there are inherent uncertainties as regards outcomes. 

2.3 The Evaluation Process 

Evaluations are usually und ak n t v rio ph 
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As regards the process of data collection and analysis, the methods 

that are employed include: organisation and methods (O&M) practices, 

work measurement, costing methods, operational research (OR) methods, 

the use of spreadsheet techniques, and cost estimation techniques. Other 

methods that are used are strength, weakness, opportunities and threat 

(SWOT) analysis, the identification of critical success factors, Delphi 

methods, and variance analysis. 

Once data collection and analysis are done, decisions must be taken 

to go ahead with the project (ex ante) or to provide justification of the proj

ect to see whether it had been worthwhile (ex post). 

The evaluation methods used in IT investment justification have the 

following characteristics (Far bey, Land and Targett, 1993): 

2.3.1 Complexity 

Some methods requir lar amount of d 
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2.3.2 Ease of communication 

Methods vary in the ease with which they can be learned and how 

well they can be understood by decision-makers. 

2.3.3 Degree of precision and quantification 

Some methods attempt to quantify tangible benefits by providing es

timates. 

2.3.4 Facilities provided by the method 

Some methods have facilities to analyse the robustness and sensitiv

ity of the answers given by the methods. Others provide "what-if' analysis 

or computer support. 

2.3.5 Congruency with established IT methodologies 

There are methods that already incorporate value chain analysis or 

make use of critical success factor anal_, 1 • 

2.3.6 Extent of senior man gement involvement 
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2.4 The Methods and Approaches of IT Evaluation 

In this section the vanous approaches or methods used in the 

evaluation of IT investment proposals are discussed. They are divided into 

two categories: quantitative-based approaches and process-based ap

proaches. 

2.4.1 Quantitative-based approaches 

Quantitative-based approaches focus on giving quantitative (mone

tary) values to tangible benefits that derive from the use of IT projects. 

Some of these approaches are briefly described next. 

2.4.1.1 Cost/revenue analysis 

This is the most basic and widely used method. It uses conventional 

cost and management accounting procedure . Th co ts of developing, 

implem nting and opaa in th t d nd comp r d with 

th valu of th b n fi th m \ill ost/r v nu 
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2.4.1.2 Cost Analysis Techniques 

These techniques are derived from accounting practices. Essentially 

they deal with cost figures and treat technology use over time as expense. 

The common techniques include payback period, return on investment 

(ROI), and net present value (NPV) (Regan and O'Connor, 1994). 

2.4.1.2.1 Payback Period 

The payback period is a very common technique m business. It is 

found by counting the number of years that it takes before the cumulative 

forecasted cash flows equal the initial investment (Brealey and Myers, 

1991, p. 75). It is simple and easy to understand but it does not take into 

account the time value of money. Neither does it take into con id ration 

factors other than cost, such as the risks involved in implementing the 

project. 

2.4.1.2 2 Return on Investment (ROI) 

Return on Inv stment (ROI) i tid 1 u d in IT inv tm nt v u 

ion. I comp r proj 11 f 
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2.4.1.2.3 Net Present Value (NPV) 

Net Present Value (NPV) takes into account the time value of money. 

For this reason it is usually the preferred method by those who have good 

background in business finance. NPV calculations base their discount rate 

on an interest rate regarded as appropriate by the financial management 

of the organisation. 

In summary, cost analysis techniques would be useful: 

o When the application being appraised is expected to deliver direct 

savings or directly attributable revenue benefits; 

o When the estimates can be supported by reliable calculation , 1. 

when there is low uncertainty regarding the outcomes; 

o Where there are many competing projects demanding investment 

resources and there is need to be able to compare the potential 

outcomes of the different projects on a standard financial basis. 

Co t a na ly i t chniq no b pro ri t 
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Indeed some examples of IT projects that have been instrumental in 

giving a company competitive advantage could have been rejected if the 

cost analysis techniques were used in their evaluation. 

2.4.1.3 Cost-benefit analysis (CBA) 

This is more sophisticated than the cost/ revenue method. Cost

benefit analysis is a method which tries to overcome the problem of valu

ing intangibles by assigning a money value for each element contributing 

to the costs and benefits of an IT project. The method attempts to find 

some surrogate measure for intangible cost or benefit which can be ex

pressed in money terms. It then estimates cash flows that provide the 

data for other cost analysis techniques. This method requires exp rt 

analysts and is very useful where projects have many intangible costs and 

benefits and where there is agreement on the methods used to assign val

ues to the intangibles. 

CBA has some drawbacks. It do not ork ~ ll wh n th r 

fering view on the value of e m n ibl 
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information systems is that they enhance management productivity. The 

method sets out to establish the increase in management productivity, 

measured as value added by management which can result from the in

troduction of new systems. It relies on obtaining estimates of cash flows 

from standard evaluation methods and financial statements and assigning 

the value added from each systems feature to a part of the value chain. 

Any value left over is the value imputed to management. ROM is suited to 

ex post evaluation of information systems. The advantage of ROM is that it 

concentrates attention on the management process. The disadvantage is 

that the residue, a ssigned as the value added by management, cannot be 

directly attributed to the management process. 

2.4.1.5 Boundary values or spending ratios 

The main aim of boundary values or spending ratios is to provide a 

crude but simple view of how an organisation or a division within the or

ganisation compares to its peer organisation or divisions in the same in

dustry sector. They are bas d on r 10 of tot p nditur ~tg ·n t 
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2.4.1.6 Information economics (IE) 

This method is actually a variant of the cost-benefit analysis (CBA). It 

takes into consideration intangibles and uncertainties found in IT proj

ects. It uses cost analysis techniques to calculate benefits and costs that 

can be directly ascertained through a conventional cost-benefit process, 

but incorporates some decision process that uses ranking and scoring 

techniques of intangibles and risks. The method is comprehensive in the 

way it treats benefits and risks. The advantage of information economics is 

that it provides capabilities for dealing with many of the identified prob

lems. It requires considerable expertise to use. It can be expensive be

cause it requires in-depth analysis of many possibilities such as tracing 

the possible consequential impact of a change . The method is probably not 

practical for use in classes of systems where the problem of evaluation 

hinges on finding the best system to perform a closely defined task. For 

the more simple transaction-processing system with direct, tangible bene

fits the method may prove too complex. 

2.4.2 Process-based ppro ches 
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2.4.2.1 Multi-objective, multi-criteria methods 

Multi-objective, multi-criteria (MOMC) methods are regarded as alter

natives to cost-benefit analysis (CBA). The method takes the view that 

peoples' behaviour is determined by their feeling that their preferences are 

recognised. People appraise the usefulness of desired outcomes in terms of 

their preferences. 

The advantages of the method are: 

o It gives the possibility of exploring the value of a set of system pro

posals in terms of relative preferences for different sy tern t a

tures. 

o The methods achieves consensus on the most desired sy t m at

tributes by means of a thorough exploration of alt rnatives and 

preferences. 

o It arrives at a decision by evaluating pr fer nc s and choo ing th 
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MOMC is suited for complex projects that try to meet the needs of 

many different users and where the benefits are intangible. 

2.4.2.2 Value analysis 

Value analysis is another attempt to establish a value for the outputs 

of the system. It emphasises benefits rather than costs and is used pri

marily for evaluating concepts such as "better information". It begins with 

the observation that most successful innovations are based on enhancing 

value added rather than on saving costs. To get at value the intangibles 

must be assessed. The method uses many techniques to establish value. 

One of the techniques is the Delphi approach which involves asking " x

perts" to speculate on their use of the proposed system and to sugg t th 

value of any improved performance on their own part. The views of th 

managers may vary a lot but the Delphi approach confronts all of the 

managers with the speculations of their fellow managers. A new round of 

consultation with the same experts is likel · to show modified vi wpoint . 

After a number of iterations a con n u n o m r whic 1 i th n 

r gard d h mo lik 1 ou com . 
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o Values can be expressed in money terms and hence can enter into 

cost analysis. 

The disadvantages of the method are: 

o It es tablishes values can be a lengthy and costly exercise, and 

o There is concern about the accuracy of procedures such as the 

Delphi method. 

2.4.2.3 Critical success factor analysis 

The use of critical success factors is a popular method for xploring 

the potential value of IT. Here the analyst explores with executiv s tho 

factors which are in their opinion critical to the success of the busine s, in 

particular those that are important for the functions or activities for which 

the executives are responsible. Issues are then ranked according to their 

levels of importance. 

2.4.2.4 Experimental methods 
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2.4.2.4.1 Prototyping 

This involves the rapid development of a prototype form of the sys

tem. It is then tested and evaluated. Prototyping works best where the 

impact of the proposed system is highly uncertain. 

2.4.2.4.2 Simulation 

Simulation involves formulating the proposed system in the form of a 

model, and using simulation as a basis for the experiment. It is very im

portant for IT projects because it allows sensitivity analysis. 

2.4.2.4.3 Game-playing and role-playing 

This method can be used to assess the outcome of a new way of doing 

certain tasks. Instead of the additional expense incurred in building a 

prototype, a company that is not sure how ·ts employees would react to a 

new system may ask both management and cl ric 1 st f to rol -pl y ch 

others' jobs, fir t \ ith exi tin , nd th n ·i h h 

m in mind . Af r h x rei h ould o th lu 
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Table 2-1 g1ves a summary of the vanous methods and techniques 

that are used in evaluating IT projects. 

Table 2-1: Summary of Methods and Techniques 

Methods 
Level of Management 

Data charac- Features of detail re- process or 
teristics method qui red method 

Cost/revenue Very detailed Accounting and costing Cost accounting and Concentrates on cost 
analysis staff work study methods savings and cost 

displacement 

Cost Analysis High Calculation by profes- Tangible; direct; ob- Ex ante and ex post. 
Techniques sionals; enumerates jective Takes account of 

tangible costs and future uncertainty. 
benefits and aggre- Middle to high cost 
gates these as cash 
flows 

Cost-benefit High Bottom up; carried out Enumerates cost and Ex ante or ex post. 
analysis (CBA) by experts; provides benefit elements and Selects cost-effective 

money values for deci- expresses them in a solutions; copes with 
sion-makers by incor- standard money value "external" and "soft" 
porating surrogate form; pseudo- costs and benefits; 
measures objective numbers are more 

important than proc-
ess; provides mput 
into return on In-
vestment calcula-
tlons. High cost 

Return on Calculation by profes- Accounting totals, e.g. Ex post. No cause 
management sionals; manipulates total revenue, total and effect relations 
(ROM) accounting figures to labour cost can be postulated; 

produce a residue - applies a formula. 
value added by man- Cheap 
agemen 

Boundary ,11- Low; aggre- Top-do 
ues and gate 
spendtng ra-

OS 



Methods 
Level of Management 

Data charac- Features of detail re- process or 
qui red method teristics method 

MOMC, multi- Any level Top-down; explores Stakeholders revealed Ex ante. Good for 
objec- perceptions; consensus preferences; uses extracting softer 
tive,multi- seeking; involves all subjective evaluations requirements; proc-
criteria stakeholders; computes of intangibles ess is more impor-

best choice, helped by tant than numbers; 
expert facilitator helps select (a) pre-

ferred set of design 
goals, (b) best de-
sign alternative. High 
cost 

Value analysis Any level; Iterative. Involves Indirect; include sub- Ex ante. Iterative. 
generally senior to middle man- jective evaluations of Incremental; con-
detailed agement; relevant vari- intangibles; uses util- centrates more on 

abies and their values ity scores value added than on 
are identified using a costs saved; process 
Delphi method is more important 

than numbers. High 
cost 

Cntical sue- Short list of Senior management Interview or self- Ex ante. Highly se-
cess factor factors define CSFs expression. Quick but lective 
analysis takes up senior man-

agement time 

Experimental Can vary Management scientists Exploratory. Reduces Ex ante 
methods from detailed working with uncertainty 

to abstract stakeholders 

Source· Farbey, Land and Targett (1993) 

2.5 Different types of projPcts 
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Targett ( 1993) proposes a model that they represented as a ladder with 

eight rungs, each rung representing a type of change and hence a type of 

application. As one goes up the rungs applications increase their potential 

benefits but at the same time they also increase uncertainty on outcomes 

and risk of failure. Each rung will require a different type of evaluation 

procedure. Those in the bottom rungs would require more precise quanti-

fication of costs and benefits, whereas those in the higher rungs would 

rely more on experimental methods. Table 2-2 below illustrates the model. 

Table 2-2: Different Types of IS/IT Projects 

Rung 8 Business transformations 

Rung 7 Strategic systems 

Rung 6 Inter-organisational systems 
~~~------~--~----~--~ 

Rung 5 Infrastructure 

Rung 2 Automation 

Rung 1 Mand tory ch ng 

Source· Farbey, Land and Targ n (1993) 

2.5.1 First rung : M nd tory ch ng 
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2.5.2 Second rung: Automation 

Automation involves applications designed to replace existing meth-

ods in order to reduce costs. The process typically automates existing 

routines. Applications that fall under this category include transaction 

processing, i.e. automation of existing procedures. Very little contribution 

towards new business approaches can be expected here. 

The focus of the evaluation is on efficiency and the most appropriate 

evaluation methods are cost analysis techniques, simulation and model-

ling. 

2.5.3 Third rung: Direct value added 

This rung is represented by applications that reduce costs and a t th 

same time add value directly, e.g. by doing things that \i ere not done be-

fore. The idea is to improve orne aspects of bu mes performance th at 

had already been identified as valu d '. Addin lu form of 1n-

creasing ffectiv ne . Th ddi 'on m b m th form of in-

d umov r or incr m u 

on h v ri l n - th-

0 0 
. 
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2.5.4 Fourth rung: Management Information Systems 
(MIS) & Decision Support Systems (DSS) 

MIS and DSS applications provide information for planning, control 

and decision making and often directed to higher levels of management. It 

is believed that by providing managers with information that are more 

relevant, more reliable, more accurate, more timely and presented in a 

more easily used form, they would perform their tasks of planning, con-

trolling and general decision making better. The common features of ap-

plications representing the fourth rung is that they provide facilities which 

add value only if the users of the facilities have the capability or opportu-

nity to take advan tage of them. In this level of application the focus of 

evaluation is on assessmen t of the poten tia l added valu . 

2.5.5 Fifth rung: Infrastructure 

The fifth rung is represented b investments hat provide a gener 1 

capability. They are intended o pro,•ide th found tion upon which u b-

quen value-add'ng applica ion c b built. Th fo of v lu tion i 

on h capability of of f tur ti i-

2.5.6 · lnt r-or nt tion I y t n1 
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2.5. 7 Seventh rung: Strategic systems 

This rung represents the strategic use of IT. Earl ( 1989) describes 

strategic use as "gaining competitive advantage, improving productivity 

and performance, enabling new ways of managing and organising, and de

veloping new types of business". To achieve strategic use of IT the busi

ness strategy must be closely aligned with information systems planning. 

This means that senior management must see information systems as a 

strategic resource. It is difficult to estimate the outcome of investments in 

strategic IT systems. Nevertheless the evaluation process must take into 

account the whole business situation and that of th comp tition. Risk 

analysis will also play an important rol in th valuation. 

2.5.8 Eighth rung: Business transformations 

The top rung of the application ladder i repr nt d b pplic tion 

of IT which enable chan to 

IT i just on compon n of 

v lu ion i on o 

pl c th t tr n orm n org m tion. 

n 'r tr n arm, io 1. Th fo us of 

r p 



higher rungs may have components that belong to lower rungs. In these 

cases the appropriate evaluation method should be applied taking into 

consideration the levels of application at a particular rung. 

2.6 Suggestions for IT evaluation process 

In order to make evaluation of IT projects meaningful and useful, 

Bawden and Blakeman ( 1990) recommend that organisations must have a 

general IT policy that includes the following: 

1. The func tion IT will play in the overall life of the organisation; 

2. How integral it is to the organisation's objectives; 

3. Clear policy to keep up with technological development; 

4. IT seen as strategic tool; 

5. Is it the intention to be at the forefront of IT applications, or is it 

the policy to wait until a technology is well establish d before 

making use of it?; 

6. Policy of equipment purcha 

Everythin purch d from in m j r u li 1 . 

All m 

7. 



They also suggest the order of planning for IT be as follows: 

o Identify some organisational need; 

o Translate it into_ more specific user requirements; 

o Specify the nature of the solution. 

2.7 Uncertainties in IT Evaluation 

No matter what type of IT tool or equipment is finally selected, deci

sion-makers must realise that uncertainties will still be present. This does 

not mean to say that evaluation methods are useless. It simply under

scores the complexity of investment appraisals. 

Edosomwan (1989) has identified some of these uncertainties: 

1. Size, share and growth rate in the market. Thes can b affect d 

0 an n an 



3. Intangible factors such as customer, employee and public rela

tions. 

4. Obsolescence and deterioration, which can affect the useful life of 

tools and technologies. 

5. Major technical breakthroughs such as process technology or 

ability to substitute materials and products, which can affect 

product development risk. 

6. Factors such as price changes, competition level, time delay of 

prices, quality of estimates, machine loading, capacity state

ments, and quantity of production, all of which may influence 

selling price and required investment risk. 

7. Demand rate for scrap and used tools and machin ry, which f-

fects residual value. 

2.8 Informal procedures 

Up to this point h mpha i on T lu ton m ho h n on 

fonnal procedur ion 1 

io of C c or n 
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tified. From the informal evaluation side, will the users adopt it? The in

formal evaluation also plays a role in the selection of a particular supplier. 

If an organisation has had very good relationship with a suppli r it is 

likely to continue the relationship even if formal evaluation say otherwise. 

Some of the informal evaluation techniques used by organisations in

clude: asking whether any similar organisations use the system, involving 

the staff who would use the system, and using simulations to envisage the 

system in use. 

2.9 Previous Studies and Findings 

There is abundant literature on IT project evaluation. B con (1 994) 

undertook a survey in 1990 of 80 American, British, Australian and N w 

Zealand companies on the evaluation criteria the • used in ju tif in I f iT 

investments. He came out with some propo th or m ion mi h 

consider in making d ci ion o h in orm io proj ct m-



ment/project provides (a) a positive net present value, or (b) 1s re

quired in support of overriding strategic business objectives." 

"The Optimum is for an IT project or investment to be undertaken in 

pursuit of both (a) quantifiable net benefits and (b) explicitly planned 

business objectives." 

Likewise Willcocks and Lester (1994) reported that organisations 

need to "shape the context in which effective evaluation practice can be 

conducted" and that "traditional techniques cannot be relied upon in 

themselves to assess the types of technologies". They also said that past 

evaluation practice tended to look at the price of IT rather than at the 

value of IT to the organisation. There was therefore need to suppl m nt 

techniques with processes that took cognizance of the social and organ

isational impacts of IT investments. Peters ( 1994) focused on the evalua

tion of computer investment strategy. He came up with IT investment 

maps that assist managers in comparing on investm nt with another. 

These maps could also be u ed to a pl nn d IT inv tm nt tr t gy 

with he organisation' curr nt udi 

Hoch tra r and riffi h (1 1), on th o h r 

v lu ion m b 
o nu u 

k 

- -

h 

b 
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ments Japanese managers judge investments based on operational per

formance improvements. 

In Kenya, there does not seem to have any article on evaluation 

methods used by organisations in assessing their IT investments at the 

feasibility stage. In his research study Richu ( 1989) looked at security 

considerations for computer-based financial systems. Nyambane (1996) 

studied the factors that limit IT usage in publicly quoted companies in 

Kenya whereas Kipngetich ( 1991) studied the management satisfaction 

with performance of computer-mediated information systems. Gatune 

( 1993) explored the factors that were considered important in implement

ing local area networks (LANs). The nearest to the study of evaluation wa 

that of Ochieng ( 1998). He looked at the factors that affected the succes -

ful implementation of information systems. His focus was on implementa

tion, that is to say, on evaluation after the purchase of IS/IT projects. In 

this study the focus is on evaluation before implementation take place. 



Chapter 3 RESEARCH METHODOLOGY 

T 
his chapter describes the research design of the study and is di

vided into the following sections: the population of the study, the 

sample of the study, the data collection method, and the data analysis 

methods. 

3.1 Population of the Study 

The population of the study consisted of the 54 companies hat r 

currently ( 1999) listed in the Nairobi Stock Exchange (NSE). The ration-

ale behind this choice was that these companies are fairl large nd well 

established. As such, they are deemed to ha e sub t nti 1 inv stment in 

IT. Since these companies were enga d in conomic c ivi-

ties, they provided r a r cop o ch 

3.2 S mpl of th tudy 



plete list of companies is included in Appendix I. The list of the companies 

is summarised in Table 3-1 below. 

Table 3-1: Number of companies listed in the Nairobi Stock Exchange (as at March 1999) 

CATEGORY 

Industrial & Allied 

Finance & Investment 

Commercial & Services 

Agricultural Sector 

NUMBER OF 

COMPANiE~ ' 
18 

13 

13 

Total 54 

In past management research projects there have been difficulties in 

getting high response rates from this sample population. This is the main 

reason why census survey was used instead of sample survey. The oth r 

reas0.1 is that the population of the stud ' ·a not v ry l r 

A r ar th r po n o nn n it l 

/ lT 

n m h 



3.3 Data Collection Method 

In line with the suggestions of Saunders, et al. ( 1997) for cross-

sectional studies, a structured and undisguised questionnaire was used to 

gather primary data. The questionnaire consisted of both open-ended and 

close-ended questions. The former was used to gather qualitative data 

from the respondents, such as the description of the organisation's own 

evaluation methods. Close-ended questions were used to obtain quanti-

tative data for statistical analysis, e.g. the ranking of evaluation criteria 

based on importance to the companies. 

The questionnaire was divided into four sections. The first ction 

(Questions 1 and 2) gathered basic information about the organisation, 

such as sales turnover, IT budget, total expenditure, type of ownership, 

total number of employees, number of branches, existence of separate IT 

departments or units, and number of IT staff. The respondents \: ere also 

asked in Question 3 of this section :•;h her th ir camp ni c rri d out 

evaluation of IT project at th ~ ibili 

Th c io 
. 
11 tit l 



In the third section, the respondents were asked if their companies 

had their own evaluation methods (Question 5) and whether they were fa

miliar with , and u se, established evaluation methods (Question 6, a and 

b) . It also looked at the reasons for using the methods (Question 6 , c) and 

the classification categories of IT projects in their companies (Question 7). 

Finally, in the fourth section of the questionnaire, the respondents 

ranked some criteria for evaluation of IT projects (Question 8 , a) and 

matched these cri teria with established evalua tion methods (Question 8 , 

b). 

The questionnaire was developed taking into consid ration r 1 v n l 

published literature on the subject and the independent p p r wri n 

before the research study (Dizon, 1999). Copies of the questionnair w r 

distributed to some members of staff of the Department of Man gem nt 

Science of the Faculty of Commerce (Uni •er i of irobi) nd to MBA 

colleagues in order to solici ful u or in nd 

clarity of content. The u o 

ion o h qu ionn ir . co o 

p n · ·III . 

0 
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3.4 Data Analysis Methods 

Data collected were tabulated and analysed using descriptive statis

tics, such as frequency tables, proportions and percentages. These were 

used to describe the profile of the companies in terms of ownership, IT de

partments and staff, composition of evaluation teams or committees. They 

were also used to determine the preferred evaluation methods by compa

nies, the criteria for their choics. and the reasons for undertaking IT 

evalua ion at feasibility stage. / 

Some measures of central tendency, e.g. m an, mod , m di n, and 

standard deviation, were used to describe better the distribution of th r -

spondents vis-a-;s the number of years they have been in-charge of IT in 

their companies. 

The chi square test was u ed to t t th ind p nd nc n or 

gani ational ize 1 mea ured in term of nt m r of IT d -

p r m nt iz , m ur d in nn o n m of in th m 1 t. 

Th n n in 1 



Chapter 4 DATA ANALYSIS AND 

FINDINGS 

T his chapter contains the analysis and findings of the research 

study. It is divided into five sections: the demographics of the re-

spondent companies, companies that evaluate IT projects and their 

evaluation process, the evaluation methods, the criteria for the choice of 

evaluation methods, and the reasons for undertaking IS/IT evaluation. 

4.1 Demographics of the Respondent Companies 

This section gives the summary of the responses to the questionnair , 

describes the respondents, and provides information on the type of owner-

ship, number of employees, branches, and IT staff of the v riou camp -

nies. 

4.1 .1 Summary of Responses 

A o loS q in th 
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Companies that are listed in the Nairobi Stock Exchange have been 

grouped into 4 categories. These are Industrial and Allied, Finance and In-

vestment, Commercial and Services, and the Agricultural Sector. This 

grouping will be followed throughout the research study. 

Companies classified under Commercial & Services had a 100% re-

sponse rate whereas those in the Agricultural sector returned a low re-

sponse rate of 40%. Table 4-1 below gives a summary of the responses. 

Table 4-1: Summary of Responses and Non-responses 

NO. OF 
RESPONDED % 

DID NOT % CATEGORIES COMPANIES RESPOND 

Industrial & Allied 18 16 88.9% 2 11.1% 

Finance & Investment 13 9 69.2% 4 30.8% 

Commercial & Services 13 13 100.0% 0 0.0% 

Agricultural Sector 10 4 40.0% 6 60.0% 

Total 54 42 77.8% 12 22.2% 

Source Research Data 

4.1.2 Respondents 

/ l'l 
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in the position. It could also mean that the position had been created re-

cently in most companies. 

Taking other descriptive statistics on the number of years in the po-

sition provided useful information on the distribution. The standard de-

viation (3.47) was high because the range was very wide (15). 

The results are summarised in Figure 4-1 and Table 4-2. 

Figure 4-1: Frequency distribution of the number of years in the position 

Frequency Distribution 
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Table 4-2: Descriptive statistics on the number of years in the position 

· No. OF YEARS IN POSITION:· ·:j 
.. " .t . . . 

Mean 3.93 
Median 
Mode 
Standard DeviatioQ. 
Sample Variance 
Range 
Minimum 
Maximum 

Source: Research Data 

3 
2 

3.47; .. 
12.06 

15 ·5i • • • 1 

0.5 
16 

4.1 .3 Ownership 

Most of the companies that have responded to the questionnaire 

(69%) are jointly owned. None of the companies is foreign-owned. Table 

4-3 gives the summary of the type of ownership of the respondent compa-

nies . 

Table 4-3: Number of companies that re pond d ( cccrdlng to type of own hlp) 

NO. OF 
CATEGORIES 



4.1.4 Employees 

The Kenya Directory of Manufacturing Industries 1993, Revised 

Edition, Kenya Industrial Research and Development Institute (KIRDI) was 

used to group the companies according to number of employees. Yego 

( 1995) adopted it in his management research project. According to KIRDI 

companies that had more than 500 employees were classified as large 

companies and those with less than 20 employees were classified as small 

companies. From the results of the study twenty-five companies (59.5% of 

the total companies that responded to the questionnaire) had more than 

500 employees and only 5 of them (11.5%) had less than 100 employe s. 

This indicates that the majority of the companies listed in th N E r 

large companies. Table 4-4 gives a detailed summary of the r sult . 

Table 4-4: Summary of companies by number of employee 

No. oF ~~---.:N-...:_UMBER OF EMPLOYEES 
CATEGORIES 20-49 50-99 100-199 200-499 500+ 

Industrial & Allied 0 3 3 9 

9 0 0 0 2 4 

0 t 

.1.5 n m nt 

0 



classified under the Industrial & Allied and Commercial & Services had 

the most number of branches. As regards IT Departments or Units, 32 

companies (76 .2%) had separate departments. 

Table 4-5: Summary of Companies by branches and IT Department/Unit 

CATEGORIES 
NO. OF BRANCHES IT DEPT/UNIT 

COMPANIES With Without With Without 

Industrial & Allied 16 13 3 11 5 

Finance & Investment 9 9 9 0 

Commercial & 13 
Services 

12 9 4 

Agricultural Sector 4 4 3 1 

Total 42 38 4 32 10 
90.5% 9.5% 76.2% 23.8% 

Source: Research Data 

4.1.6 IT Staff 

In terms of number of IT staff, most companies (42.9°/o) had between 

1 and g people working in the IT Department. Five companies (11.9°/o) had 

more than 30 people working in th departm n t. Th camp ni w r 

mainly from the Finance · cor. I 

10 camp nie (23. %} h d no IT th th n f lT 



The detailed breakdown is summarised m Table 4-6. Figure 4-2 

gives a graphical representation of the results. 

Table 4-6: Summary of companies by number of IT Staff 

CATEGORIES 
No. OF NUMBER OF IT STAFF 

COMPANIES 0 1-9 10-19 20-29 30+ 

Industrial & Allied 16 5 8 1 1 1 

Finance & Investment 9 4 4 2 0 3 

Commercial & 13 1 5 2 1 1 
Services 
Agricultural Sector 4 0 1 2 0 0 

Total 42 10 18 7 2 5 

23.8% 42.9% 16.7% 4.8% 11.9% 

Source: Research Data 

Figure 4-2: Distribution of IT Staff 
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hypothesis was that these two variables were independent. Combining the 

data in Tables 4-4 and 4-6 yielded the table shown in Table 4-7 below. 

Table 4-7: Table showing Number of Employees vis-a-vis Number of IT Staff 

NO. OF IT STAFF 
No. OF EMPLOYEES 

None 1-9 10+ 
TOTAL 

50-200 5 0 

201-500 2 5 1 8 

500+ 3 9 13 25 

TOTAL 10 18 14 42 
Source : Research Data (Tables 4-4 and 4-6) 

The analysis showed that more than 20% of the cells in the contingency 

table had an expected frequency of less than 5, thus making the chi 

square test inadvisable to use (Tull and Albaum 1973, p. 200). 

4.2 Companies that evaluate IT project and their 
evaluation process 

0 com 01 (7 . Yo) 
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IT in the Industrial and Allied sector. Table 4-8 below summarises the re-

suits. 

Table 4-8: Companies that evaluate and do not evaluate IT projects 

CATEGORIES 
NO. OF EVALUATION 

COMPANIES Yes No 

Industrial & Allied 16 13 3 

Finance & Investment 9 9 0 

Commercial & Serv- 13 6 7 
ices 
Agricultural Sector 4 2 2 

Total 42 30 12 

71.4% 28.6% 

Source: Research Data 

The other 12 companies (representing 28 .6% of the total) cited vari-

ous reasons for not evaluating IT projects. These reasons are summa rised 

in Table 4-9 below. 

Table 4-9: Reasons why companies did not evaluate IT projects at the feasibility stage 

REASONS No. OF TIMES 
~--<-~ 

Project is too small to warrant formal evaluation. 5 
Formal evaluation is exQensive and will not be cost effective. 4 
We ask external consultants to do it for us. 2 

Noreasonsg~iv~e~n~--------~------·~~--~~~---J~----~1~~~ 

Source· Research D ts 

Qu on of h qu io t h pro til 

l-

0 

IT 



4.2.1 Those who form part of the evaluation process 

The IT Department stood out prominently as the main player in the 

evaluation process. The other key people were the User Department and 

Finance Department. The involvement of external consultants in the 

evaluation process also came out clearly in the study. Table 4-10 gives a 

summary of the results. 

Table 4-10: People who evaluate IT projects 

PEOPLE WHO EVALUATE NO. OF TIMES CHOSEN {OUT OF 30) % 

IT Department 23 76 .7 

User Department 16 53.3 

Finance Department 15 50.0 

External Consultants 13 43.3 

Executive Board 10 33.3 

Chief Executive Officer (CEO) 9 30.0 

Source· Research Data 

When analysed at category level, the IT Depar ment and the User De 

partment came out as the major players in the evalu tion proce . Se 

Ta~le 4-11 on the nex pa 

Tabl 4-11: P opl who v lu t IT ro ct (by C t ort 

u , 



4.2.2 Those who are consulted during the evaluation 
process 

As regards the people who are consulted during the evaluation proc-

ess , companies turned to the IT Department, User Department Heads, and 

the Finance Department (cfo Table 4- 12) 0 

Table 4-12: People who are consulted about IT projects 

PEOPLE WHO ARE CONSUL TED NO. OF TIMES CHOSEN (OUT OF 30) % 

IT Department 20 6607 

User Department Heads 20 66.7 

Finance Department 17 56 07 

End Users 15 50.0 

External Consultants 14 4607 

Executive Board 12 40.0 

Source: Research Data 

Analysing the results at category levels, companie tended to con-

sult their User Departments, except those in the Agricultural Sector (cf. 

Table 4-13) 0 This is not surprising considering that th extent of IT use in 

the Agricultural sector is fairly narrow. 

T ble 4-13 : P opl who r con ult d out IT proJ ct (by C t or 
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4.2.3 Those who approve IT project proposals 

The research survey showed that the Executive Board, the Chief Ex-

ecutive Officer (or Managing Director), and the Finance Department ap-

proved IT projects in the majority of cases. This result seems consistent 

with other practices that involve approval of capital expenditures in com-

panies. Table 4-14 below lists the other people who approve IT projects . 

Table 4-14: People who approve IT projects 

PEOPLE WHO APPROVE NO. OF TIMES CHOSEN (OUT OF 30) % 

Executive Board 18 60.0 

Chief Executive Officer (CEO) 16 53.3 

Finance Department 10 33.3 

IT Department 9 30.0 

User Department 5 16.7 

Separate committee 4 13.3 

Source. Research Data 

In all the companies, at category level, the Executive Board was in-

volved in the approval of IT projects (Cf. Tabl 4-15). Perhap thi indi-

cates the importance tha mana m nt i no ' · •in to IT proj ·d 

Table 4-15: P opl who pprov IT pro orl 
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From the preceding results, the main players in the evaluation of IT 

proj ects at the feasibility stage were: 

o IT Department 

o Executive Board 

o Chief Executive Officer (CEO) 

o Finance Department 

o User Department 

4.3 The Evaluation Methods 

One of the objectives of the research study is to examine the IT 

evaluation methods used by the companies listed in the Nairobi Stock Ex

change. The respondents were asked whether their companies used their 

own "company-developed" evaluation methods (cf. S ction 4.3.1). The 

study then looked into the familiari ' ··ith, and u 

evaluation methods (cf. ction .3. nd .3.3). 

of, common IT 

4.3.1 Own Method of Evalu tton 
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sector (66.7%). Perhaps this was because companies in this sector tended 

to be heavier users of IT than those in other sectors. The results are 

summarised in Table 4-16 below. 

Table 4-16: Companies that have or do not have their own IT evaluation methods 

NUMBER OF. HAVE OWN 
% 

NOT HAVE OWN 
% 

No 
% CATEGORIES COMPANIES METHOD METHOD REPLY 

Industrial & AI-
lied 

13 6 46.2% 6 46.2% 1 7.7% 

Finance & In- 9 6 66.7% 3 33.3% 0 0.0% 
vestment 

Commercial & 6 3 50.0% 3 50.0% 0 0.0% 
Services 

Agricultural Sec- 2 0 0.0% 1 50.0% 1 50.0% 
tor 

Total 30 15 50.0% 13 43.3% 2 6.7% 

Source: Research Data 

In Question 7 of the questionnaire, the respondents were asked to 

indicate whether their companies had their ow c1 sific tion of IT proj-

ects and wheth r th Y appli d th lu tiot m tho to 11 th ir IT 

proJ c . Of h 2 comp 0 t li ti n, 1 

p n1 (50%) h 
( • 70f<) 

m 11 ' 
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The results have been tabulated in Table 4-17 below. 

Table 4-17: Classification and Use of Own IT Evaluation Method 

CATEGORIES OF CLASSIFY PROJECTS? USE SAME METHOD? 

COMPANIES 
Yes No Yes No 

Industrial & Allied 7 5 5 7 

Finance & Investment 4 5 2 7 

Commercial & Serv- 2 3 4 2 
ices 

Agricultural Sector 1 1 0 1 

Total 14 14 11 17 

%, Out of 28 respon- 50.0% 50.0% 39.3% 60.7% 
dents 

Source: Research Data 

4.3.2 Familiarity with Evaluation Methods 

The results of the research study showed that the companies were 

very familiar with Budgetary Constraints, Cost Benefit Analysis and Re-

turn on Investmen s as IT evaluation methods. The " ere adequatel fa-

miliar with the Net Present Value (NPV) method and were not familiar with 

Information Economics. Table 4-18 gi e 

and their familiarity with e ·alua ·on m thod 

umm ry of h comp ni 



Table 4-19 gives the detailed breakdown of the results. Twenty-nine 

companies (97%) were very familiar with Budgetary Constraint. A close 

second in familiarity was Cost Ben efit Analysis (80%). Return on Invest-

ment ranked third in familiarity (57%). 

Table 4-19: Familiarity with IT Evaluation Methods (Detailed) 

I CBA I ROI I PB I NPV I BOG 

I VF A.F C.U I V.F A.F C.U I V.F A.F C.U I V.F A.F C.U I V.F A.F C.U 

lnd I 12 1 o I 1 3 1 I 1 4 o I 4 4 1 I 13 0 0 

F&l I 6 2 o I 5 1 0 I 3 1 1 I 2 3 o I a 0 0 

Com I 5 1 0 I 4 2 0 I 5 1 0 I 1 5 0 I e 0 0 

Agr I 1 1 0 I 1 0 0 I 1 0 0 I 0 1 0 I 2 0 0 

Total\ 24 5 0 I 11 6 1 I 1s 6 1 I 7 13 1 I 29 0 0 

\80% 17% 0% \57% 20% 3% \53% 20% 3% \23% 43% 3% \97% 0% 0% 

CSF EXP Oth 

Source: Research Data 
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4.3.3 Use of Evaluation Methods 

If one is familiar with something, it is likely that one would also use 

it. This is exactly what happened with the companies. The results of the 

study showed that, in general, companies used evaluation methods that 

they were familiar with. Companies used the following evaluation methods 

very often: Budgetary Constraint, Cost Benefit Analysis, and Return on In-

vestment. Table 4-20 shows the summary. Consistent with the results of 

the previous section, Information Economics, being the least familiar 

method, was also the least used method. 

Table 4-20: Frequency of Use of IT Evaluation Methods 

VERY OFTEN USED (VO} RARELY USED (RU} 

1 Cost Benefit Analysis 
2 Budgetary Constraints 
3 Return on Investment Experimental Methods 

4 Payback Method=------~ Net Present Value 

5 Net Pre':>ent Value 

Source · Re rch D ta 

Information Econom1cs 

Experimental Methods 
Net Present Value 



Table 4-21 below gives the detailed results on the use of evaluation 

methods. 

Table 4-21: Use of IT Evaluation Methods (Detailed) 

I CBA I ROI I PB I NPV I BOG' 

I V.O R.U N.U I V.O R.U N.U I V.O R.U N.U I V.O R.U N.U I V.O R.U N.U 

lnd I 11 1 0 I 9 1 1 I 7 2 1 I 4 1 2 I 13 0 0 

F&l I 7 1 0 I 5 1 0 I 2 3 I 2 2 1 I 7 0 0 

Com! 6 0 0 I 3 2 1 I 4 1 1 I 2 2 1 I 6 0 0 

Agr I 2 0 0 I 1 0 0 I 1 0 0 I 0 1 0 I 2 0 0 

Total! 26 2 0 I 18 4 2 I 14 6 3 I 8 6 4 I 28 0 ~ 0 

187% 7% 0% ISO% 13% 7% 147% 20% 10%127% 20% 13%193% 0% 0% 

I IE I CSF EXP Oth 

1 v.o R.U N.U I v.o R.U N.U RU N.U R.U N.U 

lnd I 4 0 4 I 2 6 1 3 2 1 0 

F&l I 2 1 2 I 2 5 0 3 0 0 0 

Com! 2 2 2 l 1 3 2 0 0 1 

Agr I 0 0 1 I 0 0 0 0 0 0 0 

Total! 8 3 9 I 5 15 1 1 

127% 10% 30%117% 50% 3% 3% 

Source· Research Data 



In summary, most firms in the research survey were familiar and 

use the following evaluation methods in assessing IT projects at feasibility 

stage: 

a Budgetary Constraints 

o Cost Benefit Analysis 

o Return on Investment 

o Payback Method 

Some companies were very familiar with Critical Success Factor (CSF) 

Analysis but they rarely used it. Other companies were adequately familiar 

with Net Present Value (NPV) method and used it, though not as much as 

expected. The other results seem to be consistent. Those companie that 

they were only adequately familiar with some methods also reported that 

they rarely used them. Similarly those that were completely unfamiliar 

with some methods never used them. The data results show th t the us 

of Information Economics was rare in th compani 

4.4 Criteria for the Choice of Evaluation Methods 

n h hr m t 11-

m r 
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lect the reasons for its choice . The results are shown in Table 4 -22 below. 

The figures indicate the number of times the reason was selected by the 

respondents. 

Table 4-22: Criteria for the choice of evaluation methods 

o!S c ~a. z z ww O<w c 1- Q , • • u.. (/) - (/) (/) 1-..J .......... Z(J)..JZW0t-Cii) 0::: c(ID )-(/)(/) <ow ;:a:::z..J w>-
METHODS I CRITERIA 0:::~ 

w 
(J)~:t:::::l >-o>(J)a...o::::~::!..J J: ::::I..J <Wo!! (/) w 0:::-(J)<< 1-ow <(J)c<wt-wt-z 0 oa::: we w(J)oWt-~a:::w< z 

~ ::I ~..... c 

Budgetary Constraint 10 14 13 13 4 1 

Cost Benefit Analysis 15 12 9 13 8 1 

Return on Investment 10 11 6 8 5 1 
Critical Success Fac- 4 2 2 7 4 0 
tor Analysis 
Information Econom-
ics 

4 5 1 3 1 1 

Experimental Methods 1 3 0 3 3 0 

Source: Research Data 

The popularity of Budgetary Constraint as an evaluation method 

was due to its ease of use, ease of understanding and ease of interpretation 

of results. Cost Benefit Analysis was considered accurate and reliable. The 

reasons why Return on Investment was used w re a follow : easy to un-

derstand and use, and accurate and r liabl . 

4.5 Reasons for undertaking IS/IT Ev luation 

r I h Cl ri n. 1 
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4-23 below. The totals of the responses vary from criterion to another be-

cause the respondents did not fill in some sections. 

Table 4-23: Reasons for undertaking IS/IT evaluation 

1. OBTAIN COST BENE- 2. SUPPORT ORGN RE- 3. GAIN COMPETITIVE 

CATEGORIES 
FIT QUIREMENTS ADVANTAGE 

1st 2nd 3rd 1st 2"d 3rd 1st 2nd 3rd 

Industrial & Allied 9 2 1 11 1 0 8 1 1 

Finance & Investment 6 2 0 6 0 7 1 0 

Commercial & Serv- 6 0 0 4 2 0 5 0 1 
ices 
Agricultural Sector 1 0 0 2 0 0 0 0 1 

Totals 22 4 1 23 4 0 20 2 3 

4. GIVE SERVICE TO 5. HAVE BETIER 6. GIVE JOB ENHANCE-

CATEGORIES 
PUBLIC QUALITY PRODUCT MENT 

1st 2nd 3rd 1st 2"d 3rd 1st 2nd 3rd 

Industrial & Allied 5 2 3 7 1 2 4 4 3 

Finance & Investment 5 3 0 6 2 0 2 1 5 

Commercial & Serv- 4 1 1 5 0 1 3 3 0 
Ices 
Agricultural Sector 0 0 1 0 0 0 1 0 

Totals 14 6 5 19 3 3 9 9 8 

7. IMPROVE MANAGE- 8. SATISFY USER RE- 9. SATISFY LEGAL RE-

CATEGORIES 
MENT INFO QUIREMENTS QUIREMENTS 

2nd 11t 2nd 3rd 2nd 3rd 

Industrial & Allied 2 0 0 3 3 

Finance & Investment 5 3 0 5 0 3 2 

Commercial & Serv- 0 
ices 
Agricultural Sector 2 0 0 1 0 0 0 0 1 

Totals 0 18 7 



Based on the above results the following criteria appeared as very 

important in the choice of evaluation methods: 

o Support for organisational requirements 

o Obtain cost benefit 

o Gain competitive advantage 

o Improve management information 

o Obtain better quality product 

o Satisfy user requirements 

o Has strategic importance 

It is interesting to note that the companies did not give much im

portan ce to achievement of job enhancement and to satisfaction of legal 

requirements in the choice of evaluation methods. 

Based on a sectoral analysis of the results, companies in the Indus

trial & Allied sector chose support of organisational requirements and ob

taining cost benefit as the two most impor ant criteria. Those in th Fi

nance & Investment sector consid r d gain in comp titiu 

th most important r a on o con 

follow d by upport of organi a rio 

fit. In h c o comp ni 

c h 

tion of IT proj t • 

0 t t Tlf • 



The last question asked the respondents to match the evaluation 

methods with the criteria for their use. Each method was taken on its 

own and not compared with other methods. Companies use Budgetary 

constraint mainly to support organisational requirements. 

The results of the study are summarised below: 

Budgetary Constraint 

o Support organisational requirement 

o Obtain cost benefit 

o Improve management information 

Cost Benefit Analysis 

o Obtain cost benefit 

o Improve management information 

o Support organisational requirement 

Return on Investment 

o Support organisational requirement 

Obtam cost b nefit 

Gain competitive advan 

P yb ck M thod 

b in co 

m 



Net Present Value 

o Obtain cost benefit 

o Support organisational requirement 

o Gain competitive advantage 

The use of an evaluation method was primarily dictated by its ability 

to show cost/benefit. Support for organisational requirements and ability 

to gain competitive advantage were also important criteria in the choice of 

evaluation methods. 



Chapter 5 CONCLUSIONS 

A 
s pointed out in Chapter 1, the research study sought to deter

mine the evaluation methods used by companies listed in the 

NSE and the criteria for using these methods. This chapter has the fol-

lowing structure. Section 5.1 presents the discussion and conclusions of 

the research study based on the analysis of the results in the previous 

chapter. Section 5.2 then gives some recommendations. The limitations of 

the study are described in Section 5 .3 . Finally, Section 5.4 expounds on 

areas where further study or research could be done. 

5.1 Summary and Discussion 

Most companies list d in ·robi to k h lu t th ir 

IT inv tm nt at th ibili 

hi h r in comp 



The majority of the respondents (83.3%) have held their position, as 

persons in-charge of IT, for less than 5 years. This result suggests that 

there could be a lot of job mobility in the position. 

As regards the structure of the IT departments, the results indicate 

that only 3 out of 4 companies have separate IT departments. This means 

that management is giving IT more attention. It also points to the realisa-

tion that IT fulfils a definite function in the organisation. 

The main reasons why the 12 companies do not evaluate IT projects 

at feasibility stage were (1) size of the IT projects and (2) cost-effectiven ss 

of the evaluation process. They did not think it was necessary to go 

through a long and tedious evaluation process because the IT projects 

they had were small. 

In all the 42 companies that carried out evalu tion, th IT D part-

ment plays a key rol in th valu tion proc t th ibili . Th 

IT D par men k h 1 ion pr 
. 

rom li1 

l I irnpor n o no k ch I in itl . 

IT in IT m 

c v u 

U r 



and the Executive Board in the evaluation process. The fact that users 

are involved in the evaluation of IT projects shows that there is concern to 

avert the possible negative effects of IT on end-users. This seems to cor

roborate the current literature on this matter that advocates user in

volvement as a way of minimizing resistance to change brought about by 

IT in organisations. The involvement of the Finance Department indicates 

that IT projects are treated as normal capital expenditures. These projects 

follow the evaluation procedures used in assessing capital investments. 

The fact that the Executive Board is very involved in the evaluation proc

ess suggests that IT projects have strategic relevance and hence need the 

careful consideration of executives at the strategic level. 

Half of the companies that carry out evaluation of IT projects at the 

feasibility stage have developed their own evaluation methods. This sug

gests that existing evaluation methods, useful as they are, do not fully 

meet the specific requirements of companies. IT people must thoroughly 

understand the nature of their company' bu 

h mo~t appropriat evaluation m ho to 

al o worth notin h h 1 o 

c , nor u 

pr viou 

h ar 

h 

n 

m 
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methods. It is interesting to note that these methods are all quantitative 

in approach and accounting-based. The companies surveyed in the study 

are familiar with Critical Success Factor Analysis but rarely use it. This 

shows that they look for simpler methods of evaluation, i.e . those that are 

easy to use, understand and interpret. It can be concluded from the fore

going observations that companies rely more on evaluation methods that 

highlight the quantifiable and therefore tangible benefits of IT projects 

rather than the qualitative and intangible benefits that can be derived 

from them. 

Based on the analysis of the results, it would seem that companies 

are more internally focused. They pursue objectives that strengthen inter

nal structures. This is evident from the analysis of the ranking of some 

criteria for evaluation. For them the most important criteria for the choice 

of evaluation methods are (1) support for organisational requirements, and 

(2) obtaining cost benefit. To satisfy user requirements and to give job en 

hancement were not considered very important to mo t of th comp nie . 

It can be concluded that th main oc o IT proj ct inv tm nt i th 

hor -t nn urvlV 1 n d o th com 

0 m h 
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that influence the choice of evaluation methods in assessing IT projects at 

the feasibility stage. 

5.2 Recommendations 

Most of the evaluation methods used by companies are quantitative 

in approach. There is a danger that some worthwhile projects may be re

jected outright at the feasibility stage because they do not meet the strin

gent requirements quantitative-based methods. It would be a pity if some 

projects that have long-term strategic consequences were shelved because 

of inappropriate evaluation methods. There is therefore a need to develop 

evaluation methods that capture the intangible benefits of IT projects. The 

challenge is to come up with methods that are easy to use, understand, 

and interpret. 

Inasmuch as quantitative-based evaluation method re still the 

most commonly used method · in compani , IT pro~ lOll 1 mu tty to 

~\1· d {: d ~~ in fi 
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5.3 Limitations of the Study 

The main constraint of the study was time. Due to the short time 

available for the project it was not possible to guide personally all the re

spondents in filling in the questionnaire . Even though the researcher put 

a lot of time and effort in constructing the questionnaire it is not possible 

to avoid respondents from being careless in filling in the questionnaire . It 

was clear from some of the returned questionnaires that they were filled in 

hurriedly . 

5.4 Suggestions for Further Research 

Evaluation methods of IT projects are difficult to develop and, even 

when they have been developed, difficult to apply. There are so many fac

tors that affect the evaluation process. This study made an attempt to un

derstand the complexity of IT project assessment. More studi s could be 

carried out on the subject, particularly in-dep h industry tudi to de 

termine the appropriate evaluation m thad or p ci tC proj ct in p r-

icular indu try. 
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There are also IT projects that are very costly to undertake and com

plex to install, as for example, the application of Enterprise Resource 

Planning (ERP) packages in companies. What is the best method of as

sessing these projects whose effects are felt in all the functions of the or

ganisations at all levels of management? 



APPENDIX I: LISTED COMPANIES IN THE 
NAIROBI STOCK EXCHANGE 

As of March 1999 · 
Industrial & Allied 

1 Total Oil (K) 
2 Athi River Mining Co. 
3' BOC (K) 
4 British American Tobacco 

Commercial & Services 

1 32. Marshalls · 
33 Uchumi Supermarkets 

i 34 Pearl Dry Cleaners _ 
35 Car & General 

5 Crown Berger 
6 Dunlop 

___ ~ 36 Express 

7 East African Cables 
8 East African Packaging 
9 Firestone East Africa 

10 Carbacid 
11 East African Breweries 
12 East African Portland 

13 Bamburi Cement 

14 Kenya Oil 

15 
Kenya Power & Lighting 
Company 

16 Kenya Orchards 
17 Kenya Nationai....:.:M=il=ls _ ___, 
18 Unga 

Finance & Investment 
19 Standard Chartered 

"'------~-"' 

20 ICDC 

37 Hutchings Biemer 
38 Lonrho Motors 
39 Kenya Airvvays 
40 Nation Media Group 
41 Standard Newspapers 
42CMC 
43 A Baumann 

44 :ourism Promotion Serv
tces 

Agricultural Sector --·--

-I-



APPENDIX II: COVERING LETTER 

6th May 1999 

Dear Respondent 

I am a postgraduate student in the Faculty of Commerce, University of Nairobi. 
Currently, I am conducting a Management Research Project on "Evaluation Cri
teria Used by Publicly Quoted Kenyan Companies in Assessing IT Proj
ects". This is in partial fulfillment of the requirements for the Master of Business 
and Administration (MBA) Degree. 

Your company is one of those selected for the study. I am, therefore, kindly re
questing you to fill in the attached questionnaire the soonest possible and to the 
best of your knowledge. The information you give is needed purely for academic 
research purposes and will therefore be treated with strict confidence. In no way 
will your name or that of your organisation appear in the final Report. 

A copy of the final Report will be made available to you upon request. 

Your assistance and cooperation will be highly appreciated. I thank you very 
much in advance. 

Yours faithfully 



APPENDIX Ill: QUESTIONNAIRE 

The purpose of this questionnaire is to determine the evaluation criteria used by Kenyan or
ganisations in assessing IT projects at the feasibility stage. 

Your assistance in providing this information- which will be kept confidential - is appreciated. 
It is part of a University of Nairobi postgraduate management research project. 

Organisation:----------------------

Position held:---------------------

No. of years in this position:----------------

No. of years in the organisation:---------------

Please answer the following questions either by placing a tick (0) or by filling in 

the appropriate answer in the space provided. 

SECTION 1: INFORMATION ABOUT THE ORGANISATION 

1. Under which of he following categori s does our company all? 

Ag cut 
Comm 
Fn nc 
Indu 

r [ 



3. 

b. What was the IT budget of your company during the last financial 
year? 

KShs ________ Please state year [ ] 

c. What was the total expenditure of your company during the last fi -
nancial year? 

KShs ________ Please state year [ ] 

d. Please indicate the type of ownership of the company. 

Wholly foreign owned 0 
Wholly locally owned 0 
Jointly owned 0 

e. What is the total number of employees of the company? 

f. Does your organisation have other branches? 

Yes O 
No 0 

If Yes, please indicate the number of branches: 

Within Nairobi _____ _ 
Outside Nairobi _____ _ 
Outside Kenya _____ _ 

g. Do you have a separa~e IT Departm nt:jUnit? 

y, s 
0 

I Y s, ho m ny mm do h v ? ______ _ 

lu 10n 

_,-



If No, please give reasons. (You may select more than one choice, as the 
case may be.) 

o 1. Formal evaluation is expensive and will not be cost 
effective. 

0 2. The project is too small to warrant formal evaluation. 

0 3. We ask external consultants to do it for us. 

0 4. We do not know how to do it. 

o 5. Others (spec-
ify) ___________ _ 

SECTION 2: EVALUATION PROCESS 

4. a. Who forms part of the evaluation team at the feasibility stage? (You 
may seled more than one choice, as the case may be) 

b. 

1. IT Department 0 
2. Executive Board 0 
3. CEO 0 
4. User Department 0 
5. Separate committee 0 
6. Project office 0 
7. Finance Department 
8. External consultants 
9. Others (specify) 

Who are consulted about evatua ·on at 
may seled more than on cho ce, 

asib1lity s ag ? (You 
m yb ~ 



c. When the evaluation team recommends adoption, purchase, or im
plementation, who approves the proposals? (You may select more 
than one choice, as the case may be.) 

1. IT Department 0 
2. Executive Board 0 
3. CEO 0 
4. User Department 0 
5. Separate committee 0 
6. Project Office 0 
7. Finance Department 0 
8. External consultants 0 
9. Others (specify) 0 

d. What happens when proposals are not recommended for adoption, 
purchase, or implementation? (Please write your answer in the 
space below.) 

·SECTION 3: EVALUAnON METHODS 

5. a. Does your organisa on hav alua ton m thod h 
bility stage? 

b. I y , p m our o n 'on u . 

si-



6. a. With which of the following ex ante evaluation methods (i.e. evalua-
tion at the feasibility stage) is your organisation aware of or familiar? 

Evaluation methods I 
Very fa- I Adequately I Completely 

miliar familiar unfamiliar 
1. Cost/Benefit Analysis 0 0 0 
2. Return on Investment (ROI) 0 0 0 
3. Payback Method 0 0 0 
4. Net Present Value (NPV) 0 0 0 
5. Budgetary constraints 0 0 0 
6. Information economics 0 0 0 
7. Use of critical success factors (CSF) 0 0 0 
8. Experimental methods, e.g. 0 0 0 

prototyping, simulation 

9. Other(specify) 0 0 0 

b. To what extent does your organisation use these evaluation meth
ods? 

Evaluation method Very often ! Rarely · Never used 
· used I used . 

1. Cost/Benefit Anal sis 
2. Return on Investment 
3. Pa back Method 
4. 
5. 
6. 
7. 
8. 

9. 

0 0 

- ,-



7. 

c. Please indicate the reasons for using the methods. (You may select 
more than one choice, as the case may be.) 

a. 

Example: If you use cost benefit analysis and ROI methods because they are ac
curate/re liable you will tick the first 2. squares of the first row. 

0 0 0 0 0 0 

0 0 0 0 0 0 0 

on of results 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

Does your organisation have classification categories of IT projects, 

e.g. strategic, below-cost-ceiling? 

Yes o 
No o 

b. If Yes, please list the classification categories of IT projects that your 
organisation use and the corresponding evalua 10n method for assess1ng them. 

Evaluation method used 
Classification Categories of IT project : {Please use the reference num· 

I 

1 ber In Question no. 6, 
e. . 1 = Cost/benefit anol sis 

1. 

2 
3. 
4. 
s. 
6. 
7. 
8. 



c. Does your organisation use the same evaluation method at the fea-
sibility stage for all categories of IT projects? 

Yes 0 
No 0 

d. If Yes, please describe the method. 
___________ ,_ .-... ______ .. ,_, __ ,, _______ , __ , ____ .. _________ .... , .. , ______ , _____ , ..................... _ .... _ .. ___ ................. ,_, _____ _ 

-----------·---

_____ , _______ , ____ ---· 

- - - - --.. ·------·---· 

SECTION 4: EVALUATION CRITERIA 

8. a. Please rank the following criteria for evaluation of IT projects 
according to the order of importance as far as your organisation is concerned (1st 
- most important) 



b. Please match the evaluation method with the criteria for 

evaluation. (You may tick more than one criteria for an evaluation method, 

as the case may be.) 

Example: If your organisation uses Cost/Benefit Analysis because it satisfies cost/benefit 
and improves management information, you will tick the first and seventh squares of the 
first row. 

Information economics 

7. Use of critical success 
factors CS 

8. 

9. 

Thank you very much for your cooperation. 
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