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ABSTRACT

lliis research paper analyses the economic effects o f horticulture on income and 

investment in Kenya over the period 1970-2004. The variables used are government 

expenditures on horticulture, which is divided into Cut-Power production expenditure, 

vegetable production expenditure and fruit production expenditures These arc used in 

this study as the independent variables while the dependent variables are GDP( Income) 

and the investment, which is both public and private investment aggregated together

The main objective of the study is to analyze the effects o f horticulture on income and 

investments in Kenya The specitic objectives of the paper arc to assess the investment 

and income growth due to horticultural support and to make policy recommendations on 

the way forward for horticultural sector in Kenya

■ he results show a great variation in horticulture expenditure as measured by cut Power 

production expenditure, vegetable production expenditure and fruit production 

expenditure The explanatory variables (investment and income) are important in 

explaining the changes in the horticultural production expenditure since they are 

positively related to the horticulture The investment and the income (GDP) arc thus 

better explained by horticultural production expenditures of a country.

The study recommends that the ministry of Agriculture should increase the budget in real 

terms and the bulk o f expenditure must be channeled tow ards the horticulture production 

so that the country can be able to earn foreign exchange. Greater finances and 

horticultural resources (including Cut Power production, vegetable production and fruit 

production) should lie directed to areas where the horticulture peiforms well to improve 

the potential of the productive serv ices.
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CHAPTER ONE: INTRODUCTION.

1.1 BACKGROUND OF TIIF. STt'DN
Horticulture is the science and ait of gardening jnd ol' cultivating l'niils. 

vegetables, flowers, and ornamental plants (Dijkstra. 1997).It generally refers to 

small-scale gardening, and agncultuie to the growing of field crops, usually on a 

large scale, although the distinction is not always precise (for example, market 

gardening could be classed either way) \  horticultural variety of a plant is one 

produced under cultivation, as distinguished from the botanical species 01 
varieties, which occur in nature (JalTee. 1994). Although many horticultural 

practices are very ancient, comparatively recent knowledge of genetics, plant 

physiology, biochemistry, ecology, plant pathology, entomology, molecular 

biology, and soils, and the systematic application o f such knowledge to practical 

use (c g . m plant breeding), has expanded horticulture into an extremely complex 

science! Kimcnyc.1995. >.

Kenya was made a protectorate of Great Britain in IS95 and a British colony in 

1920. Kenya's commercial horticultural production started taking root during this 

period According to Mill (1956). the Imperial British East African Company was 

experimenting with temperate fruits ami vegetables as early as 1X93. In 1901. 

colonial white settler farmers founded the East African Agricultural and 

Horticultural Society (presently the Agricultural Society of Kenya). At the same 

time, Indians recruited to construct the Kenya-Uganda railway had introduced 

Asian vegetables, which today accounts for aboui 10% of the total volume of the 

country's fresh horticultural exports.

in the late 1940s. two British companies built pineapple-canning factories in 

Kenya to supply the United Kingdom. When they started operations, both 

factories sourced their raw material from large-scale settler farms (Kimenyi. 

1995). In 1954. the Swynnerton Plan called for government assistance to increase 

the participation o f smallholders in the production of cash crops such as coffee
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and lea Part of this plan was to increase the role o f smallholders in supplying raw 

materials to the pineapple processing plants. Smallholders were subsequently 

provided with planting materials, technical assistance, and a guaranteed market. 

Early efforts suffered a number o f senous problems including under-stafring, 

production in inappropriate /ones, and violence associated with the independence 

movement. In spite of these problems, smallholders accounted for 75 percent of 

the supply o f pineapples to these factories by the early i960* (Winter-Nelson. 

1995).

The horticulture sub-sector has continued to grow despite the overall decline in 

economic growth. It is the second foreign exchange earner after tourism and tea 

making Ksh 28 Billion (S360 million) last year (Tybout. 2001) This is as a result 

o f enhanced participation o f the private sector, appropriate government policies 

offering an enabling environment. Commercial horticulture is dominated by large 

scale growers, while the majority by volume of exports has declined from about 

60% to 50% within the last few years due to technological and financial 

constraints, This situation has been aggravated by unpredictable weather for the 

last two years and strict export conditions. Horticultural technologies arc 

dynamic; hence smallholder farmers should be equipped with appropriate 

technical information and skills for successful integration into commercial 

horticulture fanning.

A wide range o f horticultural crops arc grown due to the diverse climatic 

conditions (Mutero and Murray, 1998). The crops include tropical crops 

bananas, mangoes, tomatoes, brinjals, French beans, summer flowers; temperate 

crops apples, plums, peaches, carrots, kales, cabbages, snow peas greenhouse 

flowers and crops suited to drier conditions such as local vegetables (amaranthus, 

cow peas). These crops arc grown under both ramfed and irrigated conditions but 

production is inadequate due to seasonality and unreliability of rainfall
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Only about 20% of the country is arable while the rest is ASAL. The high and 

medium potential areas are characterized by high population pressure, small land 

sizes and competition for the limited land resource with other enterprises such as 

coffee, tea, dairy and food crops (Armar-Klemcsu, 2000). This has led to 

settlement and farming activities in the ASAL which arc characterized by high 

poverty levels, inadequate water for irrigation and intensive livestock production 

activities.

The yield nnd quality o f horticultural crops especially by smallholder growers arc 

below the expected potential. There is a tremendous potential for improving 

yields and quality o f  horticultural crops through irrigation using sustainable 

irrigation and crop husbandry practices (Pingali and Rosegrant. 1905) Coupled 

with an efficient marketing system, this will ensure the generation o f improved 

(arm incomes, hence, hetter living standards for farmers. Our major market outlets 

include the local market, processing and the high value export market The main 

export market destination is the European Union (EU) and the Middle East while 

emerging or new maikcls like America. Japan and China take relatively smaller 

quantities of cut flowers, fruits and vegetables (Mbayc and Mousticr, 2000)

I'o achieve greater growth in the horticulture sub-sector, there is need for 

continued collaboration by all industry stakeholders, and investment in "niche" 

products, packaging (e g prepacks, mixes, salads. Iresh cuts) and value adding 

should he available and accessible to all end users (Maxwell, D. 2001). In 

addition issues of food hygiene, sanitary and phytosanilary regulations should be 

strictly observed in addition to maintaining a competitive edge in terms of quality, 

price and prompt dcli\erics and shipments. All development partners should 

therefore su ite  to network to keep abreast of the changing requirements. They 

should also adhere to business codes of ethics and codes o f conduct in addition to 

observing due diligence at all levels of production and marketing as required by 

the consumers.
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According to Griliches ( I W ) ,  like elsewhere in the developing world, 

horticulture remains the most important sector in the Kenyan economy, 

contributing approximately 24% of the country’s GDP and employing 

approximately 70% of the national labor force. The sector is also important as a 

major foreign exchange earner and provides nearly all the food requirements for 

the country. However, although the sector remains the most important in the 

Kenyan economy, its contribution to overall GDP has steadily declined over the 

years. The beneficiaries arc the ordinary Kenyans who benefit from the spillover 

effect of the GDP growth in the whole country Recent trends in the contribution 

of the sector to GDP in the last ten years are shown in Table 1

Tlie horticultural sector in Kenya is dichotomized into large and small production 

systems. Overall, the small-scale sector contributes about 75% of the country's 

total value of agricultural output and about 85% of the total employment in the 

agricultural sector. It is estimated that there are about 3 million smallholder farms 

with an average o f about two hectares in the country-. Available statistics also 

show that the small-scale sector accounts for about 70% of the total marketed 

output ami provides most of the employment in the sector (Mccuscn. 1090).

Table I Agricultural GDP as a share o f total GDP (1990-2000)

YEAR Agricultural GDP 
S million

Total GDP S million Agriculture’s share 
in GDP %

1990 1.192.04 4,223.63 28.2
1991 1178.93 4311.50 27.3
1992 1134.83 4332.22 26.2
1993 1088.49 4342.79 25.1

M994 1119.29 4474.58 25.0
1995 1173.32 4690.13 25.0
1996 1225.35 4907.59 25.0
1997 1240.05 5022.56 24.7
1998 1256.08 5112.60 24.6
1999 1271.25 5185.10 24.5
2000 1244.80 5172.82 24.0

|2001 1259.80 5234.85 24.0
Source: Statistical Abstract, 2002
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The mode o f production in Kenya's horticulture, like elsewhere in the developing world, 

differs widely by the kind of system. In the large scale production system, the techniques 

used are typically capital intensive that is mechanized. These techniques are in most eases 

inappropriate for the smallholders sector (Winter-Nelson. I995).Largc scale farmers also 

typically have higher use of inputs, better management skills and higher yields than the 

small-scale farmers Production in the small-scale sector has historically been 

characterized by high labor intensity and the use of traditional technologies (e.g. ox- 

drawn cans), seasonal employment and low use of productivity enhancing inputs such as 

fertilizers and pesticides. Consequently, productivity in the small-scale sectoi has not 

only remained low hut also falls far short of the productivity in the large sector (Rac and 

Josling. 2003)

1.2 SI VTFMF.M OF I Ilf PROBl.FM.
This research paper tries to discover the many economic effects that horticulture poses on 

income and investment in Kenya considering its pervasive impact on poverty levels, 

income generation and productivity in the household This research reveals how 

horticulture causes an increase in savings and investment, reduction on poverty levels, 

creation ot more jobs during processing, development of professional skills, proper 

utilization of arable lands in Kenya, and proper improved health care services

While the agricultural sector performed exceptionally well in the early years of 

independence, its performance in recent years has been dismal, From an all time high 

average growth rale ot about 6% in the 1962-1972 periods, the sector dramatically 

declined to below 2°/« in the 1990s ( Barrows 1990) . In the more recent past, the sector 

actually contracted, recording a rale of -2.4% in the year 20(H), down from 1.2% in 1999. 

The horticultural sector which in intricately linked to the rest of the economy; the 

performance affects other sectors and over-well being of the country. The poor 

performance of the agricultural sector, and particularly its declining productivity has been 

identified as un important determinant o f poverty in Kenya.
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The improvement o f horticultural productivity has attracted the attention of policy 

makers, researchers and development practitioners in Kenya for two main reasons. First, 

Kenya relies heavily on agriculture for economic growth, export earnings and 

employment generation The agricultural sector employs 70% of the Kenyan labor force, 

generates 60".i of the foreign exchange, provides 75% of raw materials for industry, and 

provides about 45% of total gov ernment revenue Besides, the sector is the growth engine 

for the non-agricultural sector w ith a multiplier effect of about 1.64. Second, indications 

in Kenya, and in many other sub-Saharan African countries, arc that horticulture is 

becoming progressively productive A declining trend in both labor and land productivity 

constitutes a major challenge and portends lower living standards in the farm sector and 

the rest o f the economy.

Many factors have been associated with horticultural productivity and these include 

quantifiable factors like technical change, relative factor product prices, input use. 

education, agricultural research and extension, market access and availability of credit. 

Other factors include weather, farm production policies, land ownership patterns, 

inadequate involvement o f beneficiaries in decision-making, insecurity and the legal and 

regulatory environment (Regmt and Gchlar. 2001) Many development programs and 

projects in Kenya have attempted to remove constraints associated with these factors by 

introducing facilities to provide credit, information, farm inputs, infrastructure, education 

anil marketing networks. The removal o f these constraints will result in increased 

productivity at farm level and an increase in farm incomes. This is important in 

alleviating poverty, increasing household food security, and stimulating growth in non- 

farm activities in Kenya Indeed, declining agricultural productivity has been identified as 

a major cause of poverty in Kenya. Therefore, as the government implements new 

horticultural policies and programs aimed at increasing overall productivity, it is 

important that it access accurate agricultural data and analyses. Poor horticultural data 

analyses can lead to misallocation of scarce resources and formulation of policies that fail 

to resolve critical challenges in the sector
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1.3 OBJECTIVES OK THE STUDY/
The main objective o f the study is to analyze the effects o f horticulture on income and 

investments in Kenya. The specific objectives o f the paper are;

o  To assess the investment and income growth due to horticultural support, 

o  To make policy recommendations on the way forward for horticultural sector in 

Kenya.

1.4 JUSTIFICATION OF THE STUDY.
For sustainable economic growth, horticultural sector plays a key role in providing a huge 

foreign exchange. The analyses of this study will provide information that will enable the 

developed economics to grow under the contributions made by the horticultural sector 

The sector provides much employment opportunities, enhance rural urban balance, 

promote and stimulate oil-farm activities in the rural areas, capital formation, incomes lor 

purchasing industrial goods and provide market for the industrial and agricultural output.

According to Barrows (1990), it is true that horticulture is the second foreign earner in 

Kenya but the sector has a greater potential if proper policies are put in place. An 

immediate development challenge for Kenya in the face o f overall poor economic 

performance and deepening poverty is to reverse the adverse trends in horticultural 

growth and agriculture has a whole. Indeed, it in now widely recognised that increasing 

horticultural productivity is the single change with the greatest direct benefit to the poor, 

given that 82% of Kenyans live in the rural areas, the majority o f whom arc poor. ITiis 

requires an understanding of what propels growth and productivity in Kenyan 

horticulture.

Jorgenson argues that, the current state o f the horticulture sector in Kenya is a product of 

many factors including the country's colonial history, resource endowments, the 

prevailing socio-economic environment, regional economic relations and the general 

policy environment. The major challenge facing the horticulture sector remains that of 

inability to maintain sustainable level of competitiveness against cheaper imports from 

more competitive producers Irom the COMESA regions.
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CHAPTER TWO: LITERATURE REMEW

In this section, we shall rev icw theoretical and empirical literature.

2.1 THEORETICAL LITERATURE

Mcenscn and I3meck( I ‘>90) argued that horticultural production depends on land, labour, 

capital and management Inadequate access to any o f these will seriously affect 

horticultural production and productivity. Exploitation o f these resources will he 

determined by the policy and institutional framework that has been put in place. These 

include policies aimed at ensuring appropriate innovations and providing incentives to 

investment in all sectors Policy and legal framework determines ihc environment in 

which most stakeholders, especially farmers and traders operate Through formulation 

and implementation of various policies, the government can provide various incentives to " 

development These include conducive macro-economic policies, provision of basic 

socio-economic infrastructure such as roads, electricity, water, telecommunications, 

education, health, spoiling and entertainment. Good policies can jlso facilitate existence 

ol appropriate institutional framework

Ball ( I‘>99) noted that as the poverty levels continue to rise, the horticultural sector hxs 

progressively been performing well. Policies have been formulated to combat poverty ' 

and achieve sustainable high economic growth rate. More often than not. these have not 

yielded positive results

)r performance of the horticultural sector had 

levels of pov erty. So, poverty plays a critical role 

in agriculture because it compels the poor to concentrate their resources on low-value 

tdod crops and or livestock in an attempt to achieve household food self-sufficiency. It 

also ensures ihat the poor tanner hxs no resources to purchxsc farm inputs, employ labour 

and irrigate land, among others. In essence, the rural population is caught up in this 

vicious and spiraling circle of poverty which they arc unable to break under the existing 

circumstances.

:hcrr (1999)/stated that early po< 

substantialTycontnhutcd to worsening



Wanzala (2002) put forward that despite the high priority accorded to the horticultural 

sector, the public resources allocated to horticulture have been progressively falling In 

1980 87, for example, horticulture received 11.2 percent of total public expenditure that 

was highest ever However, the share dropped rapidly to 4.7pcrccnt in the year 2(XM> | 

and further to about 4.0percent in2001 2. The ministry of agriculture and rural 

development received 74 percent of this allocation, leaving the ministry with the 

remaining 26pcrccnt or 1.2 percent of the development estimates.

According to Tybout (2001), horticulture as a sector holds much higher potential in 

production in Kenya Again, Kenya being not poor in resources and receiving substantial 

amounts o f donor funding stands at a high score. However, these resources have not 

created any significant impact in the economy due to poor planning, mismanagement and 

misappropriation. Efforts to set up effective anti-corruption machinery have not yielded 

fruits. Intact, Kenya is currently among nations with the highest corruption levels in ihe 

world.

Jorgenson (2000) say that it is deplorable that many farmers continue to rely on 

inappropriate technologies, leading to poor yields and low gross margins This has 

immensely compromised the competitiveness o f Kenyan goods in both international and 

local market. Moreover there scents little effort being directed to developing technologies 

that are appropriate for women w ho provide up to 70perccnt of agricultural labour force. 

Efforts to reverse this trend will go a long way in mainstreaming gender issues in 

technology development.

The major constraints facing research include poor research priority due to minimal 

involvement o f stakeholders in research priority setting; low funding, heavy dependence 

on external funding, weak research extension farmer linkages and inadequate 

collaboration between researchers (Ebony Consulting International,2001). Ihe theoretical 

studies define horticulture and its economical effect more rigorously and set precise 

relationships for evaluating these impacts. Many inputs must be put in place so that 

productivity in the horticultural sector can be achieved
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In faci, horticultural growth has been shown to he a major source of growth o f aggregate 

output (Solovv. 1957) and of a agricultural output (Hayumi and Rattan, 1985). Ihe 

horticultural grow th can be in two ways: an increase in use o f resources of land, labor, 

capital and intermediate inputs or through advances in techniques of production through 

which greater output is achieved through a constant or declining resource base

2.2 KMPIRICAI, LITERATURE

According to Wanzala (2002), horticulture contributes in no small measure to the foot! 

security o f major cities, both as an important component of the urban food system and as 

a means lor vulnerable groups to minimize their food insecurity problems His several 

studies indicate a considerable degree of self-sufficiency in fresh vegetable and poultry 

production os well as other animal by-products.

He concurs with the findings of Brown cl al (2002) that in Kenya, growth multipliers 

from horticulture, estimated at 1.04. arc higher than those from other sectors ( the grow th 

multiplier for manufacturing is estimated at 1.23) Agriculture supplies indirect raw 

materials to other sectors and can stimulate substantial indirect growth effects in non 

farm incomes and employment such as processing Jua kali, trade vending, transport, 

clothing, all o f which contribute to poverty reduction. Growth in horticulture is therefore 

a fundamental component in stimulating broad-based economic growth; poverty 

reduenon and other inter related development objectives. The study observes that large 

holder horticulture is efficient in terms of its labour absorption capacity and would 

contribute efficiently to poverty reduction especially in labour abundant poor societies. 

Strengthening horticulture has substantial potential o f addressing problems of hunger and 

malnutrition

Access to land constitutes a major constraint to horticulture (Maxwell ct. al. 1998) The 

Study discovered that most of land farmed in Rill-valley is not owned by the farmers but 

big companies. Maxwell (1996) asks that if then the urban poor lack effective access to
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urban tanning land, and then what other strategies do they use to minimize the 

consequences of food insecurity. Lack of land ami alternative economic opportunities 

oblige farmers who need more land to farm on any land irrespective o f its location, 

distance and size (Benoit 1999)

Studies that have undertaken actual measurements of the relationship between real GDP 

grow tli and expenditure in the horticultural sector support the hypothesis that urbun 

jgnculturc docs improve the food security of vulnerable households Maxwell (199SI 

observed that 95pcrccnt of all farming respondents noted that access to food for direct 

consumption is their primary reason for engaging in agricultural production in the city. 

About 35pcrcent o f  households interviewed engage in some form of agricultural 

production within the city. Commercial production constituted a major part of some 

sectors of urban agriculture poultry in particular. But by far. the most common activity 

was staple food production for home consumption

fhc duality relationship between the production function and the cost function has also 

been used to estimate effects on income and investments The duality hypothesis 

stipulates that for every production function, there is a dual cost function relating factor 

prices to the cost o f output. The dual cost function contains all the information that the 

production function contains (Vanan. 1992). Biswangcr (1974) has shown the cost 

function to be more desirable for econometric analysis than the production function for a 

variety of reasons. First, that by using the cost function approach, the problem of 

endogeneity in factor levels is eliminated since factor prices and output levels arc 

exogenouws Second, that the cost function approach reduces the problem o f mult- 

collineanty since less niulti-collincarily exists among factor prices than quantities.

According to the government o f Kenya (I999).the horticultural produce handling 

facilities being implemented by HCDA is expected to ease some of the problems 

affecting marketing as a result of inadequate pre- cooling and cold storage facilities in 

addition to poor post harvest handling The principle objective of this project is to
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provide farmers wilh cold storage, transportation and market outlets for their produce 

However, the facilities can only benefit a limited number of farmers while the others will 

continue to rely on existing marketing channels.

The European Union continued to place stringent requirements for export produce and 

farmers continued to be sensitised or trained on Good Agricultural Practices to maintain 

the recommended levels of pesticide residues in produce. It is clear that the volume ami 

\alue of exported fruits decreased by 0.5% and 6.3% respectively during the sear, 

compared to the previous year (Howard, 2003). Pineapples, passion fruits, strawberries, 

apples, and plums registered a commendable increase in volume and value while 

avocado, bananas, coconuts, melons, pawpaw, citrus and macadcmia nuts experienced a 

drastic decrease in both volume and value of exports. This can he explained by the large 

volume of mangoes intercepted in various international markets as being below the 

required sanitary and phyto-sunitary standards ami therefore destroyed at the airports 

without compensation.

Prices ot farm inputs continue to be high, thereby hindering most smallholder farmers. 

I ow utilization of inorganic fertilizers and pesticide chemicals was reported. I his had the 

overall effect of low yields and quality o f  produce. Farmers are resorting to using a 

combination of organic techniques for plant nutrition, pests and disease control (Vartan, 

1999). The quality of most seeds is poor in terms of viability. Distribution o f farm inputs 

stockist is also poor in most production areas leading to non-availability. Irrigation 

technology use was hampered by high capital investment, operational and maintainancc 

costs. In addition, smallholder fanners have no access to suitable credit facilities. The 

effects of liberalization, lack of adequate technical and economic information on new 

varitics to ascertain local viability and their performance locally, and competition for 

farm inputs with other enterprises has a profound effect to their continued utilization.

The quality of vegetable seevts is poor with regard to viability, germination percentage, 

variety mixing and freedom from diseases while for fruit tree seedlings, lack of high 

yielding varieties and adequate, clean planting materials is a constraining factor. General 

shortage of seeds, untimely supply o f inputs, lack o f adequate disease free fruit tree
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provide farmers with cold storage, transportation and market outlets for their produce, 

However, the facilities can only benefit a limited number o f farmers while the others will 

continue to rely on existing marketing channels.

The European Union continued to place stringent requirements for export produce and 

farmers continued to he sensitized or trained on Good Agricultural Practices to maintain 

the recommended levels of pesticide residues in produce. It is clear that the volume and 

value o f exported fruits decreased by 0.5% and 6.3% respectively during the year, 

compared to the previous year (Howard. 2003). Pineapples, passion fruits, strawberries, 

apples, and plums registered a commendable increase in volume and value while 

avocado, bananas, coconuts, melons, pawpaw, citrus and macademia nuts experienced a 

drastic decrease in both volume and value of exports This can be explained by the large 

volume of mangoes intercepted in various international markets as being below the 

required sanitary and phyto-sanitary standards and therefore destroyed at the airport* 

without compensation.

Prices o f farm inputs continue to be high, thereby hindering most smallholder farmers, 

l ow utilization of inorganic fertilizers and pesticide chemicals was reported. This had the 

overall effect of low yields and quality of produce Farmers arc resorting to using a 

combination of organic techniques lor plant nutrition, pests and disease control (Vartan, 

1999). The quality of most seeds is poor in terms of viability. Distribution of farm inputs 

stockist is also poor in most production areas leading to non-availability. Irrigation 

technology use was hampered by high capital investment, operational ami maintainance 

costs. In addition, smallholder farmers have no access to suitable credit facilities The 

effects of liberalization, lack of adequate technical and economic information on new 

varities to ascertain local viability and their performance locally, and competition for 

farm inputs with other enterprises has a profound effect to their continued utilization.

The quality of vegetable seeds is poot with legard to viability, germination percentage, 

variety mixing and freedom from diseases while for fruit tree seedlings, lack of high 

yielding varieties and adequate, clean planting materials is a constraining factor. General 

shortage o f seeds, untimely supply of inputs, lack o f adequate disease free fruit tree



seedlings (passion fruit, macadcinia. mangoes, pineapples, temperature fruits) is highly 

noted

According to Jorgenson (2000). high incidence of pests cutworms, aphids, 

diamondback moth, mites. American bollwomt is a issue especially during dry spells. 

Some o f  the diseases includes blights and bacterial wilt in tomatoes, black rol in 

cabbages, fusarium wilt in bananas, citrus greening. Farmers are constrained by 

inadequate technical knowledge regarding pest and diseases identification and control 

using integrated pest management (1PM) strategies to reduce the need for chemical sprays 

(Tybout.2001). Currently, there is growing consumer awareness to the harmful etYccts of 

pesticide residues in produce which may impact negatively on fanners using excessive or 

wrong products for crop protection without adhering to indicated pre-harvest intervals 

especially in export produce.

According to Economic Commission ot East Africa (2002). ihe major problem for 

smallholder growers o f cut (lowers and other horticultural produce where middlemen 

exploited fanners especially in export oriented crops French beans. Asian vegetables, 

snow peas and produce for local market due to unreliable market outlets Ihe problem is 

aggravated by lack of produce cold storage facilities and poor post harvest handling 

techniques. However, the completion of satellite depots and the Nairobi Horticultural 

Centre through the Horticultural Produce Handling Facilities Project implemented by 

HCDA is expected to alleviate this problem to a certain extent

Livingstone and Barrows (1999) argued that Poor road infrastructure has continued to 

contribute to high post harvest losses for horticultural produce The damage to our road 

by the heavy weather phenomenon in the last years which has resulted to higher 

transportation costs of produce. Some production areas are not accessible since the 

buyers don’t want to nsk taking their vehicles to those areas due to the high vehicle 

maintenance and repair costs This also affects availability of farm inputs provided by 

buyers to their contracted farmers
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According io Grossman (1995), commercial horticulture continued to he constra-ied by 

inadequate technical information and skills with the extension staff and farmers 

especially smallholders who arc not able to source information. Ihc extension services 

are also constrained by other logistical support problems inadequate staff, mobility and 

financial resources. This made it difficult to impart adequate knowledge and skills to 

farmers. The reduced level of funding for horticulture extension activities also led to 

adequate training to update horticulture extension staff on the dynamic horticulture 

technologies

The floriculture industry has been recording the highest growth in volume and value cut 

flowers exported every year 110,946 tons to 52,299 tons in 2003) due to the high returns 

in investments (Harrylyshyn, 1997) According to the Kenya Flower Council, Kenya is 

currently the leading exporter o f the cut flowers to the EL. It contributes 25% of alt 

flower sales followed by Columbia with 17% and Israel 16% The mam markets arc 

Holland, Germany and UK. It is estimated that jhout 500,000 pcopl (including 50,000 

flower farm workers) depends on the flower industry There are approximately 70flower 

growers (excluding the small holders) mainly in Naivasha, Thika and Limuu Ihc 

production areas arc in Rill valley province Kcricho, Trans N/oia, Uasm Gishu, Mandi. 

Kajiado and Nakuru; Central province Nyandarua, Kiambu, Muranga. Maragu and 

Thika; Eastern province Machakos. Mem Central and Embu. In Embu, Kirin Ajrobio 

grows mainly asters and chrysanthemum cuttings for export to Europe. US. Japin and 

South Africa Main cut flowers grown arc roses, staticc. carnations, alstroencria, 

eryngiurm, solidago, chrysanthemums, arabicutns. cut foliage and a range ot simmer 

flowers.

Ngeno et.al.(2003),argued that despite the constraints affecting floriculture, the mlustry 

has continued to attract investors due to the high level of cut flowers. Large anc small 

scale growers have high management standards and invest heavily on technical skills. 

They utilize j  high level of technology, for example, greenhouses, net shading pre

cooling and cold storage facilities, dnp irrigation, artificial lighting to incrcae day
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length, grading' packaging sheds, refrigerated trucks. The cost ot acquiring planting 

materials through importation is limiting new farmers In addition, for varieties protected 

by Breeder's Rights legislation, farmers arc required to pay royalty. On the other hand, 

the administration o f Breeder's Rights allows the growers to access the most recent 

selections of varieties bred by breeders internationally

Ow uor (1999) argued that most smallholder growers export their flowers through large 

and medium scale exporters hut the flowers have to meet export quality standards. The 

smallholders ulso target local market outlets -  hotels, offices and social functions In 

Nyandarua district, smallholder fanners market their cut flowers through the North and 

South Kinangop Flower Growers Associations. The decline in economic growth 

continues its toll on some medium scale growers requiring to service bank loans In 

addition, competition in market outlets abroad and the stringent quality regulations 

emanating from the European Union continues to hamper the industry 

According to Livingstone (1999) the main importing countries tor Kenyan trcsli 

horticultural produce in 1999 were United Kingdom (49.1%). France (10.5%). Belgium 

(5.7%). West Germany (19.1%). and Switzerland (3.8%). Tropical fruits exported from 

Kenya include pineapples, mangoes and avocadocs and had an export volume of 3.840 

tons in 1999 earning Kf I.OSmillion. The main off-season vegetables exported to those 

countries are French beans, courgettes and capsicums. French beans lud a total volume of 

4964 tons in 1999 earning Kf 2 5million. Vegetables o f Asian origin which are mainly 

exported to UK had an approximate export volume o f 5500tons earning Kf 1.6million 

Cut flowers including carnations, roses, alstroemcria. molucella and stance exported in 

1999 reached a quantity of 3,788 tons and earned kf 4.9million ( Howard 2003).

2.3 OVERVIEW OF LITERATURE.

Most of the literature reviewed on the role of horticulture in enhancing economic growth 

particularly Tybout (2001). Wanzala (2002), Brown ct al (2002) reveal the overall 

relationship o f income and investment. Policy and legal framework has been noted as 

possibly one way to reveal the extent of poverty levels in the country. In his study, we

15



observe lhat good horticultural production can only be achieved if there is enough land 

for cultivation, skilled and unskilled labour force, capital and good management We 

observ e that with increasing levels of unemployment and landlessness, the poor resort to 

increased land clearing which lead to poorer performance o f the horticultural sector hence 

contributing to higher levels of poverty.

Barrows (1998) strongly states that a tendency exists to underestimate the importance of 

noti-markelcd food production in Kenyan horticulture, and to over-emphasi/e that of cash 

crops (S Makings 1996). According to Havrylyshyn (1997), there arc different reasons 

for horticultural failure in most pans of the country, some o f  which include drought 

levels, pests, late planting, using poor quality seeds but through know ing the seasons of 

the market and proper planning dale and schedules, they can help avoid low crop yield in 

different seasons.

I ho weakness o f other studies is that they did not concentiaie on Governments may also 

tend to assumed either that subsistence output is adequate or that little scope exists tor 

raising productivity in subsistence food production. In fact, the provision of food lor 

families own consumption is frequently inadequate, and in sufficient to prevent the 

widespread malnutrition Increases in food production may permit increases in cash crop 

production oi permit the benefit trom export crops to be realized.
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3.1 EMPIRICAL MODEL
Horticulture is divided into fruits production, vegetable production and cut llower 

production. In this study, there arc two dependent variables namely income and 

investments The study therefore seeks to analyze the effects of horticulture t Expenditure 

on fruits production. Expenditure on vegetable production and Expenditure on cut llower 

production) on investment and income separately Two equations with each dependent 

variable were therefore estimated. National income is assumed a function of expenditures 

fruits production, vegetable production and cut llower production. An investment is 

assumed a function o f expenditures on fruits production, vegetable production and cut 

llower production

3.1.1 The model specification
I hc model can therefore be specified w ith two dependent variables as shown 

Nl F(V G ,. FRTr. CTFLk) .......................................................................................... I

IN V -F(V G ,. IR T ,. CTFL,)...................................................................................... -2

Where:

Nl - 1 Ins is National income

INV-This is the investment measured by the GDP growth. 

VCi|. -Vegetable production expenditure 

FRT| = Fruit production expenditure 

CFFLr”  Cut llower production expenditure

Taking natural logarithms (l.n) on both sides, we have a double log equation of function 

2 and 3 as follows:

LnNi= &>. dil.n VGi- *■ LnFRTg 5jLnCTFL|.+Ui...................................................... 3



4l.nlnv- a . «i LnVGp + u :I.nFRT|. + ad-n CTFLp *■£«

Where
6 . a arc the parameters to be estimated.

U, 3nd Ei are the cnor terms.

3.2 HYPOTHESIS
The hypothesis can be formulated as follows:

Null Hypothesis Ha: u, I) Horticulture expcnditurcarc not related to income or

investment.

Alternative Hypothesis Hi:u,* 0 Horticulture expenditures are related to income or 

investment

fhc relationship between explanatory and dependent variables are expected to have the

following signs

l alile 2: Expected signs of explanatory variables
Dependent Variables Explanatory Variables Expected signs
Log National income Log Vegetable expenditure

Log Fruit expenditure
Log Fruit expenditure +

Log Investment Log Vegetable expenditure
Log Fruit expenditure +
Log Fruit expenditure +

Source: Authors own hypothesis

3.3 ESTIMATION PROCEDURES
I he log-log regression analysis will he applied on time series data. The two equations 

with national income and investment as dependent variables will be estimated by OLS 

separately. Each dependent variable is regressed separately with the same explanatory 

variables to determine its outcome. The econometric package that will be used is E 

views In the analysis all. the independent variables are regressed on each of the 

dependent variables.
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3.3.1 Univcriate Data Analysis
The univcriaie data analysis is done with the aim o f identifying data points that arc 

potentially difficult However, the test for normality is done to ensure that the series 

follow a normal distribution

3.3.2 Unit Root Analysis
The unit root analysis w as done on each of the variables to ensure that they arc stationary 

I he main methods used to analyze the unit root tests were the Dickey Fuller test and the 

Augmented Dickey Fuller test (Engle and Granger. 1987). This is because regression 

with non-stationary variables increases the chances for spurious regression (Green. 2003).

3.3.3 Cointegratidh Analysis
Hie model was subjected to cointegration analysis to ensure that there is a stable long

term relationship between the explained variable and the regressors This test is necessary 

to guard against the loss o f information relating to |*sssiblc long-term relationship in a 

model specified in first differences Testing for cointegration involves using the Englc- 

Granger (1987) two-step procedure due to its simplicity. Other cointcgration tests 

procedures exist which arc infact superior to the hnglc-Granger approach but arc 

normally applied in the VAR models The long run relationship among the level of 

variables is restated through the Error Correction Mechanism. In testing for cointcgration, 

this study used the Engle and Granger DF and ADF Approach o f the cointcgration. An 

error correction mechanism is necessary to ensure a systematic disequilibrium adjustment 

processes through which the dependent and explanatory variables arc prevented from 

shifting away from their mean values

3.4 DATA SOURCES AND TYPES
This study mainly uses secondary time senes annual data covering the period 1970-2004 

Most of the data will be collected from the GOK official documents such as Economic 

Surveys and Statistical abstracts. The data in the analysis of effects of horticulture in 

Kenya vary widely by source and quality. The study has used three types of data: macro, 

meso and micro Macro and rncso data arc mainly obtained from the Ministry of 

agnculture. The central bureau of statistics and the department of resource surveys and
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remote sensing have also been important sources of data used in the horticultural 

analysts. Macro and nteso data in Kenya suffers from many problems which include:

- The real economic etfects can not be obtained by physical measurement but 

by estimations done by field extension stuff. The data may not be sen  

accurate and could underestimate or overestimate actual results 

• The macro data, which is compiled from various parts of the country, is highly 

inaccurate as is plagued with arithmetic errors and lack uniformity tn the 

reporting system.

The data is highly disaggregated and docs not differentiate the policy relevant 

groups of producers, for example large and small farmers. Pan of this 

deficiency is attributed to the dwindling capacity o f central bureau o f statistics 

in data collection due to serious financial constraints. Conclusions based on 

this kind o f data should therefore he interpreted with caution.

Micro data collected by individual researchers arc good especially if they arc by multiple 

interview surveys. This is because the data can be as detailed as desired ami can capture 

key determinants o f the economic effect This will however depend on whether farmers 

have the information Where single interviews are used, long recalls to obtain household 

input and production data or information on farmers' knowledge, attitudes and practice 

are necessary. I his is a potential cause o f inaccuracy. The loss of inaccuracy in the data 

collected through single visit surveys should he weighted ugainst the benefit of rapid 

analysis and reporting. There is ulso the issue of costs in terms of time and financial 

resources. Such costs should clearly he weighed against the alternatives.

Most studies in Kenya have used micro data collected by individual researchers. In 

certain eases, for example the study by Everson (1998) micro data collected by the 

central bureau of statistics is used Compared to macro data, micro data sets are the best 

source of information for analyzing horticulture at the firm-level and can greatly improve 

estimates of horticultural productivity especially where micro data is missing (Kelly ct al. 

1995). A major weakness of micro data collected by the CBS is that it is collected on the 

basis o f the NASSEP II frame which excludes some regions As such, this data is not
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comprehensive. The methodology used by CBS does not in any way apportion areas in 

mixed crop cases.

lo bridge the gaps of horticultural production analysis in Africa. Kelly ct al < 1995) have 

proposal a number o f measures. Among these is the need to use both micro and macro 

data in a complimentary manner The authors have recommended the cross-fertilization 

of detailed micro studies and broad macro data collection and reporting efforts. Such an 

initiative is already underway in KIPPRA and should provide a sound basis for the 

surveillance of the country's agricultural production situation. Other sources of data 

could include: government annual reports made by provincial and district heads in the 

ministries of agriculture, planning and development, information from the recent trade 

seminars and use of the internet facility,

3.4.1 Descriptions ol the Variables Used.

Investment- This is the use of resources for the purpose of making more resources, to 

gain income or increase capital It can also he detinal as Money spent now in order to 

make the economy grow and have more money-or goods and scrviccs-latcr In this study, 

the investment is aggregated into public and private investment. Public invcsimet is the 

investment done by the government while private investment is the investment done by 

private individuals.

National Income- This is the measure of the money value o f goods and services 

available to u nation from economic activity or income generated by a country's 

production, and therefore the total income of its factors o f production Nl is the same as 

GDP This study is all about how horticultural production has affected the countries GDP.

Expenditure on Vegetable I’roducts-A Vegetable is a nutritional and culinary term 

denoting any part o f a plant that is commonly consumed by humans as foal, but is not 

regarded as a culinary fruit, nut. herb, spice, or grain. The most widespread vegetables 

are broad beans, leeks, lentils and chick peas, lettuces, cabbages, cress and mallows. 

Others are garlic, carrots, chicory, garlic, mushrooms, turnips, beets, parsnips, peas,



marrows, sorrel, pumpkins, cucumbers and radishes Beans, olives, and peas were grown 

in Italia In this, study the expenditure on vegetable products by horticultural firms.

Expenditure on Fruit Products* In botany, a fruit is the ripened ovary, together with its 

seeds, o f a (lowering plant. In cuisine, when discussing fruit as food, the term usually 

refers to just those plant fruits that arc sweet and fleshy, examples of which would 

include plum, apple and orange. However, a great many common vegetables, as well as 

nuts and grains, are the fruit o f the plants they come from

Expenditure on Cut flower Products- This is part of the agricultural sector and engages 

m growing flowers or foliage for cutting and display or growing flowers for seed 

collection This typically includes traditional flowers (roses, carnations and 

chrysanthemums); other exotic flowers; wildflowers or Australian native flowers; arid 

flower seed grow ing.

3.4.2 Limitations of the study
Data collection and measurement may sometimes not be accurate, it is likely that 

measurement errors will be obtained in the national account data used in this study. The 

limitation is availability of data. This is because Central Bureau o f Statistics renews the 

data entry system but they never incorporate the earlier periods. The availability and the 

quality of data arc the main constraints of the study. This is because secondary data will 

used.
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CHAPTER FOUR: RESEARCH FINDINGS
I his chapter analyses the regression results o f the study. The tests that arc carried out

before the actual regression analyses are normality tests, stationariiy tests and 

C'ointcgration analysis.

4.1 NORMALITY TESTS

This test is done to ensure that the variables used in the analysis are normally distributed 

The common test for normality is the Jarque Hera statistics test tJarque. 1980). This test 

utilizes the mean based coefficient of skewness and kurtosis to check the normality of all 

the variables used. A nomial distribution is assumed by many statistical procedures. 

Nonna I distributions take the form of a symmetric bell-shaped curve 

I able 3: Normality lest results analysis of Jarque Bora tests

LNC.I TFF I.NFRIE LNOOP 1 MNVKST LNVGE
j  Mean 21.85701 19.76925 25.10609 23.58511 21 47748
Median 21 90541 19 75547 25 17569 23 97168 21 35362 1

Maximum 23 41738 21 16782 25.53251 25 58317 23 05007
M mum 20 70933 18.39475 24 51640 17 61492 20 34202
Sid Dev. 0 8I534J 1 006613 0 345932 2.0311 II 0 792005
Skewness 0128573 0.016793 4)363420 -1.155780 0202745
K u i I i h i i t 708718 1.411610 1 700251 3.656411 1.764547
Jarqur-Rrra 2.528072 3.680995 3.23406.1 8.420680 2 465343
Probability 0.282511 0.158738 0.198487 0.014841 0 291513
Observation* 35 is 35 35 35 '

Source:E-views computation

Normality test uses the null hypothesis o f normality against the alternative hypothesis of 

non-normality. If the probability value is less than the Jacque Bera chi-squarc at the 5% 

level o f significance, the null hypothesis of the regression is not rejected. From the table 

3. all the variables arc normally distributed since all the probabilities arc less than the 

Jarque Bera chi-square distribution.



4.2 SXATIONARITY fEST

Slationarily means that the statistical properties of the process do not change over lime 

(Engle. 1987). It the non-stattonary time series data is used, it may lead to conclusion 

whose validity is questionable.

l ime scries data regression analysis is not complete unless stationary data is used It is 

therefore important to test whether the data used is stationary or not, Most time series 

data used is non-siationar\ as indicated in the Appendices 1. This can be done by 

differencing to eliminate non-sutionanty. Non-stationary senes is integrated of order >1. 

Stationary series on the other hand is intcrgradcd of order I (0). If I (>l>. it can be 

differenced to obtain an 1 (0) senes which is a stationary series.

Based on the graphs and Unit Root lest in Appendix 2. it can be seen that all the 

variables used arc stationary after differencing. A unit root test has therefore to he 

conducted.

4.3 UNIT ROOT TEST

The unit root test indicates whether the variables arc stationary or not In carrying out a 

unit root test, a random walk model is used (Green. 2003). This variable assumes the 

same value as in the last period, modified by the current period shocks. I lie current 

period is analyzed by the past penod plus a certain unpredictable value as indicated in 

equation I.

Y raY n+ fi,...............................................................................................................................l
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Where, Y, is the current period. Y,.( is the past period and C, arc shocks to the system and

assumed to be the white noise with zero mean .constant variance and non-aulocorrclatcd 

and u is the coefficient of the past values and is the one used to measure the stationary 

The null hypothesis: H«:a.>0 Non Stationary (Unit Root Presence)

Alternative hypothesis: 111: n< 1 Stationarity (No unit root)

Rejecting the null hypothesis would mean that the series is stationary and vice versa. My 

study uses Augmented Dickey-Fuller Test (ADF) to test for unit roots.

4 .3 .1  A u g m e n t e d  D ic k e y -  F u l l e r  ( A D F )  l e s t

I he ADF test was specified by (Granger and Engle. 1987). I he ADF test was performed 

by introducing lags of the dependent variables. To avoid spurious regression, the non- 

stationary variables arc differenced to remove any stochastic trends in the series 

The ADF test lakes care of the intercept . The test is based on the following equation Y.

=cli+ U |Y ,.i»  £ ( .....................................................................................................................................................2

Equating equation 2 and 3 we have Y, =a<i-- (U i-l) Yti + £,............................................... 3

Now letting tt|-1 “6.

The null hy pothesis occurs when 6<0 and Y, is a non-stationary series. Under alternatives 

hypothesis. 6=0.1 he t-statistic is the compared with (-critical. If t- calculated is less than 

t-critical, then reject the null hypothesis of non-slutioncry and accept that the series arc 

stationary.
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T a b le  4 : T h e  I 'n i t  H o o t T c i t  u s in g  A D F

V A R IA B I F A D F

S T A T IS T IC
5 %
f  R I R IC A l.
v a i . i t :

N A T I R K

L n V G r -0.520515 -3 5468 N O N -S T A T IO N  A R Y

L n F R T t -0.788344 -3.54681 N O N -S T A T IO N A R Y

L n C T F I , -1.500696 -3 5468 N O N -S T A T IO N A R Y

L nlnv -2 400792 -3 5468 N O N -S T A T IO N A R Y

L nN i___ C 2 6 2 7 1 0 _  3 5468 [N ’O N -S T A  1 K ) \  \R V

The result in table 4 shows that the variables are non-stationary because the ADF t- 

xtatistics is greater than the ADF t-cntical at 5% level ol significance. Hie variables are 

then differenced and subjected to the same tests Hie results ol the dilfcrcnced ones are 

presented in the table 5. The graphs and the unit root test of these non-stationary senes 

arc shown in Appendix 2(a) and (b)

T a b le  5 : I 'n i t  R o o t l  e s t a f te r  D iffe re n c in g  (A D F )

V A R IA B L I  ADI 5"., N \  1 1 RF.
S T A T I S T I C C R I R I C A L

V A L U I
j L n V G i  | -6 075660 -2 9558 S T A T IO N A R Y
1 I.n F R T , T T 6 2 9 9 7 2 -29558 S I V n O N A R Y

L n C T F L , -3 135902 •2.9558 S T A T IO N A R Y

L n ln v  |  -12.02327 •2 9558 S T A T IO N A R Y
L n N i | -5.190554 -29558 S T A T IO N A R Y

Tlic results from table 5 shows that the ADF t- statistics is less than the t critical and 

therefore we reject the null hypothesis ol non-stationary and accept that the series arc 

stationary. The first differencing o f all variables is therefore stationary which implies

26



that these variables are integrated of order one. 1(1) The graphs and the unit root test of 

these stationary senes arc shown in Appendix 3(a) and lb).

4 .4  C O I N !  K G K  A T IO N  A N A L Y S IS

Hus analysis combines both short-run and the long run properties and at the same time 

maintains stationaiitv in all the variables Such an analysis tests the existence of long run 

relationship between an independent variable and its explanatory variable. It two or more 

variables arc integrated of the same order and their differences have no clear tendency to 

increase or decrease then this will suggest that their differences are stationary. Thus if 

non stationary series have a long run relationship they will be stationary. If the linear 

combination of the icsidual from the variables is integrated ol ordci zero l(0).thcn tins 

will be a case o f cointegration (Green. 200.1).

I bis study nukes use o f  Englc-Grangcr procedure based on the Equation I .

Y, '

Where «l> is the cointegrating coefficient, which must be tested prior to testing for a unit 

root in the error correction model

Ho: No Cointegration............. Non-Stationarity

Hi: Cointegraiion....................Stationarity

l est on stationarity is done on residuals. In this case, we first get the static equations of 

the variables in levels then we generate the residuals. If the residuals arc stationary, then 

the two scries are cointegrated. The Englc-Grangcr cointcgration test results are at the 

Appendix 4. From the results ADF t-statistic is less than ADF t-critical value at 5% level 

of significance and therefore we reject the null hypothesis o f no cointcgration. Based on 

the results wc can conclude that there is cointegraiion between the variables since both
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the residuals of differenced LNGDP and dittcrcnced LNINYLSI arc stationary. These 

results suggest that an Error Correction Model (ECM) will provide a better fit than one 

without the ciTor correction variable (Green. 2003).

4 .5  D IA G N O S T IC  T E S T S

Diagnostic I csts are necessary to indicate whether the models are consistent or not The 

following diagnostic tests arc earned out in the analysis.

4.5.1 Jarque-Bera (JB) Residual Normality l est

Tins test is done to test for normality of the residuals. It focuses on the distribution ot the 

lirst four moments (mean, standard deviation, skewness and kurtosis in addition to the

minimum and the maximum values) of the series Ihe difference is distributed as chi*

square distribution Hus is then compared to the standard normal distribution. Since the 

error, terms explain die dependent variables, the normality tests are carried out on the 

dependent \anablcs. which in this study are LNGDP and LNINVEST.

T a b le  6 : J a r q u e  B e ra  T e s t  f o r  N o rm a li ty  o n  th e  R e s id u a ls

RESDINGO RESDININV
P EST

Moan 1 63E-18 3 76E-17
Median -0.001401 -0.037309
Maximum 0 051383 7039252
Minimum -0 038425 -7 083519
Std Dev 0021238 1 763702
Skewness 0.385488 -0.022867
Kurtosis 2 540578 16 05877

JnrqueBerji 1 141084 241 5891
Probability 0 565219 0000000
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rhc results in table 6 indicate that the probability values of both the residuals arc less 

than the Jarque Hera chi-square statitistics and therefore the residuals arc normally 

distributed at 5% significant level (Jarque, 1980). The conclusion is that the error term is 

normally distributed

4.5.2 The Whites Heteroscedasticity l est

This is a lest for heteroskedasticity in the residuals from a least squares regression 

(Green, 2003) Ordinary least squares estimates arc consistent in the presence 

heteroskedasticity. but the conventional computed standard errors arc no longer valid. 

White’s test is a test of the null hypothesis of no heteroskedasticity against 

heteroskedasticity.The probability value of the F-statistic is then used in the analysis If 

the probability value is less than 0.05. reject the null hypothesis Ihc results o r the 

heteroscedasticity test arc in Appendix 5. Since all the p-valucs of both the residuals arc 

greater than 0.05, Heteroskedasticity is not a serious problem.

4.6 REGRESSION ANALYSIS

The data analysis is done using the Autoregressive Distributed Lag (ADL) model. Both 

the dependent and additional predictors (variables) have been lagged in this model Ihc 

study makes the use of ADL (I, I) model in that the dependent variable and the 

independent variable* have been lagged once (Green. 2003)

Lnlnv- oo + ai I.n + ujLn ♦ uiLn +E,
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4.6.1 Regressing GDI’ by 01,S

Impendent Variable Dl NGDP 

Method Least Squares 

Date 12.3005 lime: 11:20 

Samplc(adjuttcd): 1972 2004

Included ohsmations 33 after adjusting endpoints

Variable Coefficient Sid Emir t-Slatutic Prob

C 1.003817 0.016083 4.237336 0.0144

D LM iD PJ 0.233971 0.408036 3 073186 0.0052

DLKCUTFE 0 057031 0.083365 6 684109 0 0015

DLNFRTE •0 029958 0096831 -0 309179 0 7S99

Dl NCI TFF_I OOI522I 0.096X47 3 157167 0.0264

D LN FR rFI 0 040088 0.102877 0 389666 0.7002

DLNVGL 0005122 1.096517 3.033069 0 0381

DLNVGE 1 0.086225 4 108896 0 791808 0.0436

RF'SDI NODPJ -0 641153 0.459899 2 157500 0 0079

R squared 0751672 Mean dependent var 0.029981

Adjusted K squared 0602229 S.D. dependent var 0 024114

S.E. ot regression 0 018644 Akatke info cmcnon -4.899651

Sum squared rcsid 0 008342 Schwarz criterion -4 491493

Log likelihood 89.84392 F-statistic 3.691527

Durbin-WdUOfl slut 1 668870 PiuMF-statistic) 0 006098

Gross domestic product was modeled using the ECM (RESDI.NGDP 1) The variables 

were differenced and lagged to eliminate the non-stationarity problem. The residual 

(RESDLNLE) was generated and found to be stationary and hence cointegrated.

I he results show that most of the coefficients had the expected signs as expected. Hie 

Durbin Watson statistics is 1.668870, which is closer to two signifying that there is no 

serial correlation among the residuals. The p-valuc of the constant, the differenced lagged 

exogenous variables and the original variables arc significant except lor the differenced
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previous period of fruit production expenditure and the current period fruit production 

expenditure. The p-value is said to be significant if it is less or equal to 0.05. otherwise 

not significant. Some of the coefficients such as the current expenditure on fruit 

production and the error correction term (RESDINGOPJ) arc not matching with their 

expected signs

The R: is 0 751672 showing that the explanatory variables have a higher explanatory 

power o f the variations in GDP (Nl) The explanatory- variables explain about 75 percent 

of the changes in the dependent variable Ihe results can be interpreted to mean that the 

changes in level of GDP depends on the extent of horticultural production variations. 

Since most of the coefficients of horticultural expenditures have positive signs it can be 

interpreted that an increase in horticultural expenditures leads to an increase fhc 

lagged, previous period GDP(OLNGOP 1). the current period cut (lower expenditure 

(DLNCUTFE). the lagged previous period cut (lower expenditure DLNCUTFE I), the 

lagged previous and the current period vegetable production expenditure!Dl MVGE1 

have the expected signs and statistically significant at 5% level o f significant This shows 

how important they are in explaining the level of GDP o f the country. However the 

current period fruit production expenditure (DLNFRTE) and the error correction term 

(RRSDLNGDP 1) have the unexpected signs showing that they would determine the 

GDP The probability of F-statislics is 0.006093 . w hich is clearly below .05 meaning that 

on average all the coefficients of the variables of the regression analysis arc jointly 

significant at 5 % level of significance and explains the variations in life expectancy The 

RJ (0.751672) is less than the DW (1.668870) signifying that there is no spurious

31



regression. However if it could have been more than DW it would have signified the 

presence of spurious regression

This is a clear indication that horticulture expenditure which is composed of expenditure 

on cut flower production (CTFLf). expenditure  on vegetable production (VGf) and 

expenditure on fruit production (FRTt > have a direct positive relationship with on income 

(GDP) o f a country. As expenditure on horticulture increases, the income is expected to 

increase. As the country spends more on horticulture, the more will be produced and sold 

to earn foreign exchange and create employment which l>oosts the GDP in the country

4.6.2 Regressing INVESTM ENT by OI.S

Dependent Variable DLNINVEST 
Method Loast Squares 
Dale 12/30/05 T me 11 23
Samplc(adjusted) 1972 2004
Included observations 33 alter adjusting endpoints

Variable Coettioeni Sid Error t Statistic Prob
C 1 185873 3359183 2 055333 0 0563

DLNINVEST 1 0.852760 7 /98921 0237566 08142
OLNVGE 0 5G0523 9411416 5 059558 00130

DLNVGE 1 0 356106 1 78791 3 025827 0 0296
DLNCUTFE 0 464836 8004659 4058071 0 0542

DLNCUTFE 1 -0.198747 10.04403 -0.019788 0.9844
DLNFRTE 0 784560 8 496312 4 210039 0 0354

DLNFRTE 1 0 046050 5 32971 2 153495 0 0493
RESOLNINVEST 1 -2.327974 7.804817 -0.298274 0.7681

R-squarod 0 730945 Mean dependent var 0 168273
Adjusted R squared 0625406 S D dependent var 1.795339
S.E of regression 1 818002 Akaiko mfo criterion 4 260354
Sum squared rosid 79 32317 Schwnr* criterion 4 668493
Log likelihood -61 29584 F-statistic 0 900893
Durbin Watson stat 2 297611 Prob(F-statist»c) 0.001421

I he value o! R is o 730945 which shows that the explanatory power is about 73% The 

DW test is 2.297611 which shows no serial correlation of the residuals because it can be

approximated to 2. Since R is less than the DW there is no spurious regression suspected
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Most of the coefficients in the equation have taken their expected signs that they arc 

positively related to investment expenditure except the lagged.previous period 

expenditure on cut flower production and the error correction term, which do not have the 

expected signs showing that they influence investment negatively. All the variables in the 

model arc significant except the prev ious lagged period investment expenditure 

(0ININVEST_1) and the lagged, previous period expenditure on cut flower production 

iDLNCUTFEJ) I he F-statistic has a significantly low probability value meaning that all 

the coefficients arc on average statistically significant.

I his is a clear indication that horticulture expenditure which is composed of expenditure 

on cut flower production (). expendiluturc on vegetable production () and expenditure on 

fruit production 0  have a direct positive relationship with investment. As expenditure on 

horticulture increases, the investment is expected to increase. As the country spends more 

on horticulture the more will be produced and sold to cam foreign exchange and create 

employment, which boosts the investment in the country.
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C H A P T E R  F IV E : C O N C L U S IO N , P O L IC Y  R E C O M M E N D A T I O N S  A N D  

A R E A S  O F  F U R T H E R  R E S E A R C H

5.1 C O N C L U S IO N S

The focus o f the study was to estimate the economic effects o f horticulture on income 

(GDP) and investment period 1970-2004. Ihe results as indicated in this paper show a 

great variation in horticulture expenditure as measured by cut flower production 

expenditure, vegetable production expenditure and fruit production expenditure. The 

study shows that the explanatory variables (investment and income) are important in 

explaining the changes in the horticultural production expenditure since they are 

positively related to the horticulture. Ihe investment and the income (GDP) are thus 

hotter explained by horticultural production expenditures o f a country

5 .2  P O L IC Y  I M P L IC A T IO N S

The study has established the significance o f  horticultural expenditures on the income 

and investment o f the country. I his has great policy ramifications, which must be 

addressed by the agricultural policy makers with a view of improving the horticultural 

production and boost the GDP (Income) and the investment rate lire country. Ihe  study 

recognizes the fact that the declining trend in Agriculture could not only have been 

caused by inadequate horticulture production expenditures but on such factors as poverty 

and poor health conditions caused by other factors such as HIV/AIDS. In order to 

improve the agricultural sector in particular the horticultural sector, the government of 

Kenya should re-think about the horticulture sector expenditure allocation critically, since 

some o f the policy impact negatively on Agriculture.
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In terms o f expenditure allocutions, the ministry of Agriculture should increase the 

budget in real terms and bulk o f expenditure must be channeled towards the horticulture 

production so that the country can be able to earn foreign exchange. Greater finances and 

horticultural resources (including Cut flower production, vegetable production and fruit 

production! should be directed to areas where the horticulture performs well to improve 

the potential of the productiv c services

In the ease o f  education to the farmers, it is true that the knowledge dissemination to 

farmers on how to deal with horticulture production has not been adequate The quality of 

education to farmers on the flower and vegetable farms should be intensified in order to 

achieve the desired production. More resources should be allocated to agricultural 

extension services to ensure the farmers get adequate knowledge on the production All 

horticultural farmers should be given equal access to education on crop production by the 

government. Hie private sector should also come up with some funds to horticulture to 

enable them increase their production. The government should stop directing more 

resources to areas with no direct effect on Agricultural production and especially the 

horticultural sector. The Government should provide more fertilizers and insecticides to 

the flower farms to bolster the production process

' * OF NAIROBI 
tA - l  t\t m l Aha COLLECTION

5.3 LIMITATIONS OF THE STUDY AND AREAS OF FURTHER RESEARCH

Despite the efforts on ensuring the study is complete, it must be conceded that the study 

has some limitations. Since data collection and measurement may not have been accurate.

. j Q i m  l y  • Y A 7T A  ME.MORIAL
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it is likely that measurement errors were obtained in the national account and HCDA 

statistics data used in this study. The major reliable situation as a major limitation is 

availability of data. It is difficult for the study to make recommendations on this issue 

because Central Bureau of Statistics renews the data entry system especially on GDP and 

Investment but they never incorporate the earlier periods. The availability and the quality 

of data arc the main constraints o f the study This is because secondary data was used 

Furthermore, data on Cut flower production, vegetable production and Fruit production 

variables arc not easy to come by because most of them are estimations.

Die areas of further research should be to study the economic effects of other sectors on 

Agriculture such as Dairy husbandry, poultry husbandry, cash crop production and food 

crop production and test their effect on the income and investment of the country.
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APPENDICES
APPENDIX I: EXPORT STATISTICS FOR FRESH FRUITS, VEGETABLES AND CUT 

FLOWERS FROM KENYA BY AIR AND SEA TO ALL COUNTRIES IN 2003/2004.

( COMMODITY s o i  l ME( KG) VOLUME(KG)- VALUE (KSII) 1 VAI.I'F.(KSII)

2003 2004 2003 2004

1 FRUITS 12.889.807

Avocadoes 15,372.674 7.081,738 759.578.713 682.745435

l M angon 3.16b. 181 336.461 485453465 .341471.410

Pineapples 318.622 1.023457

17.823

23472,70$ 3.1.055.201

Passion fruila 800.022 102.411.491
— -----

161.418,813

Bananas 20.622 43.942 2.754.463 2.094.99S

Strawberries 31.759 ■ 5.667.749 200.556.009

Coconut 394 19,010 23.242
J J

Melons 41.012 - 11,641.786 2.163.615

1 Horned melons - 5596 - -

PawpjMi 8431 99.028 580.088 337.949

Apples 8J9I 1,489 1.618.403 7.102.426

Plums 619 62 58483 162.690

| IJmcs 366 2.879 52,672 7642

i Oranges 54*16 2.491 6416.618 89,915

Other citrus 53.074 916.489 181.866 41.999

Macadamia nuts 2,716.727 81.862 154,628.769 22.977.756

Other fruits 50.845 4.757.285 7.464.078

S I B- TOTAL 22.595.455 22,482.260 1.559.797.598 1,461,600,544

VEGETABLES

' Broccoli - 187,466 • 61.197.457

| French beans 15.407.192 19.055485 4.827.598.008 4.466,737,087

Canned Krosen bean - 1476.868 - 18.586.899

1 Cucumber • 1312 - 66.683

[ XF beans • - m -

Mised segetables. - 4,708,729 • 2.703.003,219

Runner beans 4.018.035 4427.553 633.012,405 264426,765

I Snap peas 1.253.076 1.274.525 253.073,020 ‘“243.967,603
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Snow peat 1,875.544 2,425.107 398^77,619 741.583.795
Peat 1,123.085 • 240,086,578 -
Asparagus 139

"  " ■ f __ .IV ■ -----------
10 14.364 2.422

Kavaya 850.839 841.246 112,793357 132.767,755
Auberginct 416.341 354.457 50.704.043 56,704.520
Capticumt 14,852 377,731 1.066.224 [ 67,601.219
C ourgrftrs 47.319 19372 12.237.638 5.974,7.37
Dud hi 137.208 209.272

— 13.628.228 15.216.807
Guwar

- z ----r,-----------------------
636 1.799 55.976 270J36

Karelia 1,267,762 U52.809 184.222.271 187.4653 64
Okra 2,281,137 2,382,309

- 344.274.278 332.509.121
\  alore 209.445 187.237 30.1.38.592 .34.190.202
Baby corn 69.135 81381 6.412.950 18.65USI
Sweet corn 3358 6.803 899.875 1,050,490
Beetroot

— •---  ■ ' --......- - . -
3,719 21,073 104,524 854398

Other atlan teg. 772.701 1.041,201 IU0.2P,02(i 169.209.716
l.eekt 407.922 666.248 9.686.616 98.028.381
1 ropical salads

■ -■ --------------------
20.572 54.077 1.174.108 7.846.78S

Cabbages 13.670 82,740 1.336.756 3,614,40')
Carrott 28.186 23 J 18 5,271,035 3.178.293
Onions 550,690 723.835 I28.6l2.786 235,558.482
Spinach 4,421

1 ,  . ^
2.634 433,383 701.978

lomatoct 13.479
_ L_1 ̂  ‘ "

33.068 9332.685 2.036,022
Other vegctahlet 3.130.674 1,949,916 549,700.101 372,246,882
SCB- TOTAL 33,921,137 43.969.681 7,914,664,946 10,245.150.000

lit UHV s i’ll t s _____

Chillies 818.950 622377 112.809.132 74.018.078
Celery 2.175 1.171 102.491 69,567
Ginger

• ’
339
■ -

190 29.736 21.094
Parsely 3.1 IN 2,908 229.495 150384
Coriander 3,624 33355 675.949 7.881.817
Curry leaves

f
20.093 42.293 5.949.449 15345.949

Olhert 1.442 10315 41,601 2331.242
SI B - TOTAL 849.741 712,809 119,837.853 93318.131
CUT* FLOW RS
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\Kirocmeria 723.199 563.786 66,017.882 112.012475
( arnailont (std) 1.240,289 1.13042S 320474.437 346415.996
(arnattons(vpray) 449J53 160.666 112495,754 32.487.939

Cut foliage 118.656 287474 23.914.150 106487425
R ow 30.252.987 40.412.205 9.270.012.117 9,727.751.684
Ammi majus 59.159 50472 8.849,960 6.027491
Lillies 67,697 57422 12.183.601 9474423
Mollucclla 46.719 91416 5.546.083 12,920.837
Papyrus 95.113 161447 9419.792 22.501.042
Statlce limonoum 1.483.158 1.065.581 272.670446 200.260436
Sol lil ago 13.933 5417 2.449,426 1,931.710

Solidaster 38.553 66485 7,069.015 11450.202
Arabic urn I4I.457 213.093 21.231.140 48467434
Kuplcurum 68.927 84.803 11.400.440 11,209.482

Crynglum 330.877 488437 28.084.589 30.758.9U7
-

Chry'm cuttings 817 36.689 145.661 77.672.829
Carthamus J0.42J 143483 3.234.746 11.049.671
ItudbccLia 1.411 1.009 I41.S2I 123.521
Delphinium 100.789 108.629 30.744.584 36425428

(iypsophilia 158.289 219,392 29435.631 56,608.035
Hslanlhut 200,753 431465 33.015420 240.149.904

Ornighogaluin 111,905 123,088 16.126,542 20422.608

Hypericum 119430 415.071 44.251.548 121.036493
Mined flowers 4.704.565 4412.682 197.691.970 3.119.718.970

Veronica 483466 465,348 49.415.641 60496.167

Zanledrschia/calla 301.667 474.122 43.133.710 268,650.439
Car clttlng-unr noted - 43.437 - 40.747.521
Dried flowers • 138430 - 4.754.963
Other flowers 50.818 145.888 7.136.545 54.287,984

SI B- TOTAL 41,396,010 5.687405458
________________________________________

10.626.892 450 14.792,400.000
CKANDTOTAI 93.283.196 119,464.112 20421,189,950 26492.468.675

Source: UCDA Statistic* 2003/2004
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Appendix 2: Kxport Destinations for Kenya’* Produce 2004 

COMMODITY f
_________________

FRUITS AFRICA ASIA EUROPE AMERICA

Seychelles Japan France USA.

Re-union Dubai Holland
1 South Africa China UK

1----------------------- —
Mauritius Kuwait Switzerland

VEGETABLES AFRICA ASIA EUROPE AMERICA
-1

Seychelles Dubai UK

South Africa UAE France

Mauritius Saudi Arabia Holland

Djibouti Bahrain Germany

Others Others Others

CUT FLOWERS AFRICA ASIA EUROPE AMERICA

South Africa UAE Holland Canada

Reunion Dubai UK USA

Nigeria Japan Germany

Zimbambwc Lebanon Swizcrland

Others Others Others

1 ________________ 1
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APPENDIX 3(A) NON STAT ION A R IT Y UNIT ROOT TESTS

(i) Augmented Dickey-Fuller Test Equation 
Dependent Variable D(LNINVEST)
Method: Least Squares 
Date: 12/29/05 Time: 13:36 
Sample(adjustod): 1971 2004

Vartabio Coefficient Std Error t-Statistic Proto
INVEST(-1)

C
@TREND(1970)

•0.281701 
•7 43E+09 
1 40E*09

0.117337 -2 400792 
5 78E+09 -1 284277 
5.62E+08 2.483338

0.0225
0.2086
0.0186

R-squared 
Adjusted R-squared 
S E of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat

0.168409 
0.114758 
1.32E+10 
541E+21 
-8390342 
2 176990

Mean dependent var 
S.D. dependent var 
Akaike Info entenon 
Schwarz enterion 
F-statistic 
Prob<F-$tatistic)

3 78E+09 
1.40E-10 
49.53143 
49.66810 
3 138980 
0 057359

ADF Test Statistic -2.400792 1% Critical Value* -4.2505
5% Critical Valuo •3.5468
10% Cntlcal Value -3 2056

•MacKinnon critical values for rejection of hypothesis of a unit root

(ii^Augmented Dickey-Fuller Tesl Equation 
Dependont Vartabio. D(LNGDP)
Method: Least Squares
Date: 12/29/05 Time: 13:41
Samplef adjusted): 1971 2004
Included observations: 34 after adjusting endpoints

Variable Coefficient Std. Error t-Statistic Prob
LNGOP(-I)

C
®TREND(1970)

0.016954
-0.370211
-0.001448

0.064534 0.262710 
1.581144 -0 234141 
0.002223 -0 651315

0.7945
08164
0.5196

R-squarod 
Adjusted R-squared 
S.E of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat

0135934 
0.080188 
0.022780 
0.016086 
81.91050 
0 760350

Moan dopondont var 
S.D. dependent var 
Akaike info enterion 
Schwarz criterion 
F-statistic 
Prob( F-statistic)

0 029886 
0.023752 
-4.641794 
-4.507116 
2.438446 
0.103867

ADF Test Statistic 0 262710 1% Critical Value* -4.2505
5% Critical Value -3.5468
10% Critical Value -3.2056

M a c K in n o n  critical v a lu e s  for rojoction of h yp o th e s is  of a  unit root



(iii)Augmentod Dickoy Fuller Test Equation 
Dependent Variable: D(LNCUTFE)
Method: Least Squares 
Date: 12/29/05 Time: 13:45 
Sample(adjustod) 1971 2004 
Included observations' 34 after adjusting endpoints

Vanablo Coefficient Std Error t-Statistic Prob
LNCUTFE(-I) •0.1655S6 0.104761 -1.580696 0.1241

C 3427570 2 142537 1 599771 0.1198
@TREND(1970) 0.015080 0.008210 1 836906 0.0758

R-squared 0.185182 Mean dependent var 0.079649
Adjusted R-squared 0.132613 S.D dependent var 0063572
S E . of regression 0059207 Akaike mfo critonon •2.731449
Sum squared resid 0108670 Schwarz critenon •2 596770
Log kkelihood 49.43463 F-stabstic 3.522646
Durbm-Watson stat 0 843290 ProWF-statisUc) 0.041826

ADF Tost Statistic •1.580696 1% Cnbcal -42505
Value*

5% Critical -3 5468
Value

10% Cntical -3.2056
Value

•MacKinnon critical values for rejection of hypothesis of a unit root

(ivJAugrrmnted Dickey-Fuller Test Equation 
Dependent Vanablo D(LNFRTE)
Method: Least Squares 
Date: 12/30/05 Timo 09 47 
Sampiu(adjusted): 1971 2004
Included observations: 34 after adjusting endpoints

Variable Coefficient Std Error t-Statistic Prob
LNFRTE(-I)

C
@TREND(1970)

-0 051230 
1.005935 
0.004828

0 064984 -0 788344 
1.170308 0 859547 
0.006488 0.744073

0 4365 
0.3966 
0.4624

R-squared 
Adjusted R-squared 
S.E of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson stat

0.020984 
-0.042178 
0 060430 
0.113206 
48 73952 
0.546608

Mean dependent var 
S.D. dependent var 
Akaiko Info criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic J

0.079649 
0.059195 

-2 690560 
-2 555881 
0.332230 
0.719845

ADF Test Statistic -0.788344 1% Cntical Value* 
5% Critical Value 
10% Critical Valuo

-4.2505 
•3 5468 
-3 2056

• M a c K in n o n  critical v a lu e s  for rejection of h yp o th e s is  of a  unit root



(v) Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LNVGE)
Method: Least Squares 
Date 12/30/05 Time: 09:54
Samplo(adjusted) 1971 2004
Included observations' 34 after adjusting endpoints

Variablo Coefficient Std. Error t-Statialic Prob
LNVGE(-I)

C
@TREND(1970)

-0.054123 
1 127305 
0.006415

0.103979 -0 520515 
2 091391 0 539022 
0.007877 0 814358

0.6064 
0 5937 
04217

R-squared 
Adjusted R-squared 
S E  of regression 
Sum squarod resid 
Log hkelibood 
Durbm-Watson stat

0 208563 
0.157502 
0.047582 
0 070185 
56 86686 
0 824963

Mean dependent var 
S O. dependent var 
Akaike info criterion 
Schwarz cntonon 
F-stat>stic 
Prob(F-statistic)

0.079649 
0.051839 

-3.168639 
•3.033960 
4 084621 
0 026635

ADF Test Statistic -0.520515 1% Critical Value- -4 2505
5% Critical Value -3 5468
10% Critical Value •32056

’MacKinnon critical values for rejection of hypothesis of a unit root

APPENDIX 3(B): NON STATIONAR1TY-GRAPIIICAL METHODS
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A P P E N D IX  4 (A ) S T A T IO N A R IT Y -U N IT  R O O T  R E S U L T S  
(0 Augmented Dickey-Fuller Test Equation 
Dependont Variable: D(DLNCUTFE,2)
Method Loast Squares 
Date: 12/30/05 Time: 10:12 
Samp4e(adjusted) 1973 2004

Vanabte Coefficient Std Error t-Statistic Prob
D(DLNCUTFE(-1))

C
■0.691095
0.007980

0 220382 -3 135902 
0 009588 0 832322

00038
04118

R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squorod resid 
Log likelihood 
Durbin-Watson stat

0.246872
0.221768
0.054117
0 087859 
4895807
1 762026

Mean dopendent vor 
S O dependent var 
Akaike info criterion 
Schwarz entonon 
F-statistic 
Prob(F-statistic)

0 005965 
0061345 

-2 9348/9 
-2.843271 
9 833882 
0 003818

ADF Test Statistic -3 135902 1% Cntical Value* -3.6496
5% Cntical Value -2 9558
10% Critical Value -2 6164

’MacKinnon critical values for rcjoctson of hypothoxis of a und root

(ii) Augmented Oickoy-Fuller Tost Equation 
Dependent Variable: D(0LNGDP.2)
Method. Least Squares
Date 12/30/05 Time 10:14
Snmpio{adjusted) 1973 2004
Included observations 32 aftor adjusting ondpomts

Vanablo Coefficient Std Error 1-Statistic Prob
D(DLNGDP(-1))

C
-0 945583 
-0 000585

0 182174 -5 190554 
0 003532 -0 165572

00000
08696

R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squ.vod rosid 
Log likolihood 
Durbin-Watson stat

0 473147 
0.455585 
0019972
0 011967 
80.85591
1 958860

Moan dependonl var 
S O dopendent var 
Akaike info criterion 
Schwarz entenon 
F-statistic 
Prob(F-statistic)

-8 89E-05 
0 027068 
-4.928494 
-4 836886 
28 94185 
0 000014

ADF Test Statistic - 1 2  02327 1% Cntical Value* 
5% Cntical Value 
10% Critical Value

-3 6496 
-2.9558 
-2.6164

• M a c K m n o n  critical v a lu o s  for rejection o f h yp o th e s is  o f a  unit r o o t



(ui)Augmented Dickcy-Fuller Test Equation 
Dependent Venable: D(DLNINVEST.2) 
Method Least Squares 
Oate: 12/30/05 T.me: 10:15 
Sarnple(adjusied): 1973 2004

Vanablo Coeffic»ent Std. Error t-Statistic Prob
0(DLNINVEST(-1)) 

C
-1.656101
■0.010370

0.137741 -12.02327 
0.423095 -0 024510

0.0000 
0 9806

R-squarod 
Adjusted R-squared 
S E of regression 
Sum squared resid 
Log likelihood 
Durbln-Watson stat

0 828138 
0.822410 
2 393388 
171,8491 

-72.30013 
2.830302

Mean dependent var 
S D dependent v8r 
Akaiko info entorion 
Schwarz criterion 
F-statistic 
Prob(F-slatistic)

•0.010015 
5 679411 
4643758 
4.735367 
144.5590 
0 000000

ADF Test Statistic -8.075660 1% Critical Value* 
5% Cntical Value 
10% Cntical Value

-36496
-2.9558
-2.6164

'MacKinnon critical values for rejection of hypothesis of a unit root

(ivjAuyinontod Dickoy-Fulior Tost Equation 
Dependent Variabio D(DLNVGE,2)
Method: Least Squares 
Date 12/30/05 Time 10:16 
Sample{ad|usted). 19/3 2004 
Included observations: 32 alter adjusting endpoints

Variable Coefficient Std. Error t-Statistic Prob
D(DLNVGE(-1))

C
-1.103227
0.007292

0 181581 -6.075660 
0 007863 0 927395

0.0000 
0 3611

R-squarod 
Adjusted R-squared 
S E. of regression 
Sum squared resid 
Log likelihood 
Durbin-Watson slat

0.551661 
0 536716 
0.043960 
0057975 
55.60976 
2.006147

Moan dependent var 
S D dependont var 
Akatke info criterion 
Schwarz criterion 
F-statistic 
Prob<F-3tatx5t*c1

2.03E-05 
0 064585 

-3 350610 
-3.259002 
3691365 
0 000001

ADF Test Statistic -5 629972 1% Critical Value* 
5% Critical Value 
10% Critical Value

•3.6496
-2.9558
•2.6164

•MacKinnon critical values for rejection of hypothesis of a unit root.



(v)Augmented Dickey-Fuller Test Equation 
Dependont Variable: D(DLNFRTE,2) 
Method. Least Squares
Dato 12/30/05 Time: 10:30
Sample{adjustod) 1973 2004
Included observations: 32 after adiustmg endpoints

Vanabte Coefficient Std Error t-Stalistic Prob
D(DLNFRTE(-1))

C
-1 094601 
-0 003553

0 194424 -5 629972 
0008089 -0.439209

0.0000 
0 6637

R-squared 
Adjusted R-squared 
S E of regression 
Sum squared res«d 
Log likelihood 
Durbin-Watsoo stat

0513749
0 497541 
0.045754 
0.062803 
54 32972
1 888570

Mean dependent var 
S O dependent var 
Akaike mfo criterion 
Schwarz criterion
F-statistic
ProbjF-statiStic)

-0 002775 
0 064548 
-3.270608 
-3 178999 
31 69659 
0 000004

ADF Test Statistic -5629972 1% Cntical Valuo* -3 6496
5% Cntical Value -2 9558
10% Cntical Valuo -2 6164

•MacKinnon cntical values for rejection of hypothesis of a unit root



APPENDIX 4(B) STATIONARITY TEST -GRAPHICAI
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APPENDIX 5: COINTEGRATION TEST USING ENGLE GRANGER

ADF Test Statistic -5.3354 71 1% Cntical Value* 
5% Cntical Valuo 
10% Critical Value

•3.6496 
-2 9558 
-2.6164

•MacKinnon critical values for reaction of hypothesis of a  unit root.

Augmented Dickey-Fuller Test Equation 
Dependent Variablo. D<RESDLNGDP,2)
Method: Least Squares
Date 12/3Q/05 Time: 10:47
Sample^adjusted) 1973 2004
Included observations: 32 after adjusting endpoints

Variable Coefficient Sid. Error t-Statistic Prob
D(RESOLNGDP(-1)) -0.990047 

C 0.000686
0 185559 -5 335471 
0.003633 0.188686

0.0000
08516

R-squared 0 486892 
Adjusted R squared 0 469789 
S E. of regression 0.020552 
Sum squared resid 0 012671 
Log likebhood 79.94037 
Durbm-Walson slat _ 1 930103 _

Mean dependent var 
S D dependent var 
Akaiko mfo criterion 
Schwarz critenon 
F-statistic 
Prob(F-statistic)

0 000525 
0 028224 

-4 871273 
-4.779664 
28 46725 
0 000009

ADF Tost Statistic -12 01108 1% Critical Value* 
5% Critical Value 
10% Cntical Value

•3.6496
•2.9558
-2.6164

‘MacKsnnon critical values for rejection of hypothesis of a unit root.

Augmented Dickey-Fuller Test Equation
Dopondont Vanablo D(RESDLNINVEST.2)
Method: Least Squares
Date. 12/30/05 Time. 10.49
Samplofadjusted) 1973 2004
Included observations: 32 after adjusting endpoints

Variablo Cooffioont Std Error t-Statisbc Prob
D{RESDLNINVEST(. -1 655545 

1»
C 0.011661

0.137835 -12 01108 

0.423640 0.027525

0 0000 

0.9782
R-squared 0 827849 
Adjusted R-squared 0.822111 
S.E. ol regression 2.396453 
Sum squarod resid 172.2896 
Log likelihood -72.34108 
Durbin-Watson stat 2.630714

Mean dependent var 
S.D. dependent var 
Akaike mfo criterion 
Schwarz criterion 
F-statistic 
Prob(F-statistic)

-0 008628 
5.681910 
4 646318 
4 737926 
144.2660 
0.000000
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APPENDIX 6: WHITES HE fEROSCEDATIC ITV TEST

(A) Resid. invest

White Holeroskedasticity Test:
F-statistic 0 622646 Probability 0710539
Obs’R-squared 4.132622 Probability 0.658735

Test Equation
Dependent Vanabie: RESIDA2
Method: Least Squares
Oato: 12/30/05 T.mo 11:08
Sample- 1971 2004
included observations. 34

Vanabie Coefficient Std. Error t-Statistic Prob

C -8 637392 9.545828 -0925786 0.3628
DLNCUTFE -172.2038 139 7337 -1 232371 0 2284

DLNCUTFEA2 603 1983 533 8859 1 129826 0 2685
DLNFRTE 205 7403 172 9274 1 189750 0 2445

DINFRTEA2 -929 3001 739.7858 -1.256175 0.2198
DLNVGE 220 6628 2169578 t 017077 03181

DLNVQEA2 -617 1718 793 2991 •0 777981 0 4433

R-squared 0121548 Moan depondont var 3 021050
Ad|u»lod R squared 0073664 S D depondont var 11 88203
S E of regression 12 31190 Ajcaike info criterion 8.040250
Sum squared resid 4092 736 Schwarz criterion 8 354501
Log likelihood -129 6843 F-statistic 0 622646
Durtun-Watson atat 1 362182 Prob{F-staUstic) 0 710539

UN I VE R S I T Y  OF NAIROBI
E-.- ' COLLECTION
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(B).Resid. Gdp(Nl)

White Heteroskodasticity Test
F-statistic 
Obs'R-squarod

1.500811 
11 03105

Probability
Probability

0.206933 
0199946

Test Equation
Dependent VanaWe RESiOA2 
Method Loast Squares 
Date 12/30/05 Time: 11 10 
Sample 1971 2004 
Included observations 34

Vanablo Coefficient Std Error (-Statistic Prob

C 0 001262 0 000542 2327895 0 0283
DLNCUTFE -0 001468 0 007995 -0 183663 08558

DLNCUTFEA2 -0 010948 0 030420 -0 359903 0.7219
DLNFRTE -0.015507 O.OC9879 -1.569725 0 1291

DLNFRTEA2 0 059199 0 042384 1 396710 0 1748
DLNINVEST ■ 1 42E-05 6 78E-05 -0 209874 08355

DININVESTA2 1 71E-05 1 07E-05 1 604968 0.1211
DINVGE 0 003535 0012319 0286934 0 7765

DLNVGEA2 -0.022018 0044685 -0 492741 0 6265

R-squarod 0.324443 Mean dependent var 0 000509
Adjusted R-squarod 0 108264 S D depondont var 0 000726
S E of rogrossion 0 000686 Akaiko info criterion -11 510B8
Sum squared rosid 1 17E-05 Schwarz cntonon -11.10684
Log likelihood 204 6849 F-statistic 1 500811
Durbln-Watson slat 2 260589 Prob<F-staU5t«c) 0 206933
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