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ABSTRACT 

The main objective of the study is to investigate efficiency in the banking sector 
in the post liberalization period in Kenya. The study is in two major parts and 
addresses three main objectives. The first part measures efficiency scores and 
the productivity gains in the post liberalization period. The second part measures 
X-inefficiency and the factors determining X-inefficiencies in the banking sector in 
Kenya. Thus, three forms of efficiency are analyzed - technical, scale and 
managerial efficiency referred to as X-inefficiency in the study. The study is 
motivated by the fact that though the banking sector constitutes a large part of 
the financial system in Kenya, little is known about the efficiency status and 
factors that determine inefficiency. Further banks are awash with liquidity despite 
private sector credit demand indicating some inefficiency in the intermediation 
process in Kenya. 

This study adopts a non-parametric Data Envelopment Analysis (DEA) and a 
parametric stochastic frontier approach to analyze measures of various aspects 
of efficiency in the banking sector. Malmquist Productivity Index (MPI) is used to 
measure productivity gains of banks in Kenya. Panel (fe) and GMM have been 
used to estimate the factors determining X-inefficiency in the banking sector. The 
study makes use of secondary annual financial data for ten years period. Input 
and output variables are defined to represent the intermediation role of banks. 

The results show that although the banks were not fully efficient in all respects, 
they performed fairly well during the period under study. Banks still have reason 
and scope to improve performance by improving their technology, skills and 
enlarging their scale of operations so as to be fully efficient. Analysis of 
determinants of X-inefficiency shows that there was a positive relationship with 
variables such as profitabiHty, asset quality, proxy for financial liberalization, 
capital adequacy, GOP, market structure and liquidity, whereas variables such as 
size and multibank holding company were negatively related to X-inefficiency. 
GOP shows weak significance in the models. Based on the main conclusions, the 
study recommends policies that will encourage competition, product 
diversification, risks minimization and proper supervision of banks. 
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CHAPTER ONE: INTRODUCTION 

1.0 Introduction 

The debate on finance and growth can be traced back to the days of Joseph 
Schumpeter. Schumpeter (1912) argued that banks play a pivotal role in economic 
development because they choose which finns get to use the society's savings. 
According to th1s view, the banking sector alters the path of economic progress by 
affecting the allocation of savings and not necessarily altering the savings rate. 
Thus, the Schumpeterian view of finance and development highlights the impact of 
banks on productivity growth and technological change. 

On the other hand, vast development economics literature argues that capital 
accumulabon 1s the key factor under1ying economic growth (King and Levine, 
1993). According to this view, better financial intennediaries influence growth 
primarily by raising domestic savings and attracting foreign capital. This view 
attributes cross-country differences in total factor productivity to differences in the 
level of the financial seqor development. The study by King and Levine (1993) 
found a significant positiVe causal impact of financial development on real per 
capita growth and productivity growth. 

According to McKinnon (1973), an efficient financial market is an important 
contributor to economic growth and development. Financial deepening (the growth 
of the share of financial assets in the economy) reflects an increasing use of 
financialtntennediation by savers and investors and monetization of the economy. 
This allows an efficient ftow of resources among people and institutions over time. 
Without development of the financial sector, productive enterprises are limited to 
self financing. Levine et aJ (1999) confinn that financial intermediary development 
exerts a statistically significant and economically large impact on economic growth 
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Banks are the main finanaal intermediaries in Kenya, providing funds to the private 
sector as well as the government. This is particularly true in economaes where 
equity markets are not well developed (Caner and Kontrorovich, 2004) like Kenya. 
Efficient functioning of the banking system can provide significant contnbutions to 
lowering the cost of capital, leading to sustained economic growth and 
development. In order for bank intermediation to be effective in economic growth, 
such intermediation should be done in an efficient manner. Therefore, a banking 
system that is functioning efficiently is essential for sustained economic growth. 

Efficiency of the banking sector is affected by many factors, among them being 
ownership, size, technology and managerial ability. Cross-country comparisons 
have shown the benefits of foreign bank ownership for developing countries. In 
addition to investment in the capitalization of financial institutions, foreign banks 
usually bring with them better know-how and technical capacity, which then spills 
over to the rest of the banking system. Foreign banks impose competitive pressure 
on domestic banks, thus increasing efficiency of financial intermediation. They 
provide more stability to the financial system, being able to draw on liquidity 
resources of their parent banks (Ciaessens and Jansen, 2000). 

Kenya's financial sector has undergone refonns over the last two decades.1 In 
response to the reforms, the financial services sector in Kenya has undergone 
substantial changes, which may have impacted on efficiency, and productivity 
change,2 and competition and market structure of the banking sector. The main 
driving forces behind these changes may be attributed to financial deregulation, 
development in information and communication technologies and the globalization 
of the financial services indus.try in general. The consequent changes are 
observable in areas such as the scope of banking operations, number of banks 
1 Reforms are discussed in the next chapter and a detailed analysis of the reforms given in the ~ix.. 2 ProductJvlty 1s defined as a ratio of output to input in a gtven production situation. However. efficiency relates the input and output in a giVen deasion making unit with the best practice tn the industry. 
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and bank branches, technologies used and quality of human resources in the 
banking industry These changes might ultimately be reftected in efficiency and 
productivity gains. 

Although there is a growing body of literature that focuses on efficiency and 
productivity gams, market structure and the performance of bank1ng industries in 
other countries (see Casu and Motyneux, 2003; Chakrabarti and Chawta, 2005; 
Girardone et al., 2004; Hondroyiannis et a/., 1999; Maudos and Pastor 2002), no 
major study has been conducted in Kenya. The combination of improvements and 
unfulfilled potential warrants a new look at the Kenyan banking sector. 

Further, Kenya needs to go back to her fast growth path. The success in achieving 
broad-based economic growth will depend largely on the ability to efficiently utilize 
the available resources. As a developing country, Kenya has immense potential for 
better economic growth in both the short and long-run than it is currently recording. 
There is need for efficient allocation of productive resources in order to narrow the 
gap between the actual and potential national output. Given the strategic role that 
Kenya's financial sector plays, effort should be direoted towards monitoring and 
formulation of policies that will enhance efficiency in allocating resources to 
different sectors of the economy. 

1.1 Problem Statement 

The efficiency and development of the financial system is instrumental in fostering 
investment and economic growth. An inefficient and weak banking sector limits the 
efficient collection and allocation of resources and subsequently causes waste in 
those sectors. 

A well-functioning banking system facilitates economic growth and financial 
deepening through intermediation of finances in the economy. However, the 
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system's contnbution to the economy depends on the quality and quantity of 
services provided and the efficiency W1th which it provides them. Thus, an efficient 
banking system reftects a sound intermediation process, and hence its contribution 
to economic growth. An inefficient banking system restricts efficient allocation of 
resources, and macroeconomic policy through monetary transmisston is likely to be 
ineffective. 

In the past three decades, several developed and developing countries have 
moved towards liberalization of their financial sectors. According to Demirguc-Kunt 
and Oetragiache (1998), a principal Qbiective of financial services deregulation is to 
improve mar1<et efficiency and enhance consumer choice through increased 
competition. Some countries eased or lifted bank interest rate ceilings, lowered 
compulsory reserve requirements and removed entry barriers, reduced 
government interference in aedit allocation decisions, and privatized many banks 
and insurance companies an 1n an effort to liberalize the financial sector. 

A lot of importance is attached to a proper functioning financial system for the 
economy in general. Specifically, the financial system's role in allocating resources 
to productive sectors of the economy, its function as an engine of the payments 
system, and also the role it plays in promoting long-term growth are the major 
factors motivating research in efficiency of its productive structure. Research in the 
recent past has focused on the evolving trends in the financial sectors of different 
countries as they adopt new policies to enhance stability. efficiency. and improve 
performance. 

Oemirguc-Kunt and Oetragiache (1998) point out that experience from financial 
refonn and internationalization in developed countries has shown that as financial 
intennedianes face stiffer competition from domestic competitors and new entrants, 
they learn to exploit economies of scale and scope; they reduce managerial 
inefficiency and make better use of advanced technology. Savers and investors 
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earn higher rates of return, and they have more saving instruments to choose from 
and more opportunities to diversify risk, as well as easier access to financial 
products. Those seeking funds benefit from better risk appraisal, reduced waiting 
time, a wider range of &ending Instruments, a wider range of maturities, and 
expanded access to funds. 

Beck and Fuchs (2004) obseNe that although Kenya's financial system is relatively 
well developed and diversified (by regional standards). major structural 
impediments prevent it from reaching its full potential. They point out that the 
financial sector is characterized by high interest rate spreads that have led to lower 
levels of credit to the private sector, hence slowing down economic growth. They 
argue that high interest spreads and margins, and limited depth and breadth of 
financial servaces are the result of underlying deficiencies and impediments in the 
financial systems. In order to increase access to financial serv1ces and reduce 
spreads and margins, these under1ying causes have to be addressed (Beck and 
Fuchs, 2004; Mitchell, 2001). 

In an effort to make the financial system efficient, Kenya undertook a 
comprehensive financial sector adjustment programme, which was launched in 
ear1y 1989. This programme included policy and institutional reforms intended to 
develop a more efficient and market-oriented financial system. In particular, 
reforms aimed to increase the efficiency of financial intermediation; remove 
distortions in the mobilization and allocation of financial savings; and develop more 
ftextble monetary policy instruments. Banks dominate the financial sector in Kenya, 
thus the process of financial intermediation in the country depends heavily on 
commerciaJ banks. What is questionable, however, is the extent to which 
commercial banks in Kenya are efficient. Has efficiency been accompanied by 
improved technology, leading to increased productivity? If efficiency has been 
improved, what are the factors contributing to this? Are cost curves downward 
sloping? Have scale economies been increasing as average bank size has 
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increased in the economy? These are interesting research as well as pohcy 
questions. 

Efficiency studies will provide answers to some of these questions. The size of 
banks has also become an important issue. Because of deregulation in the banking 
industry, there is a trend for banks to merge with others and become larger in size 
in order to meet the capital requirements. These trends leave questions on the 
ability of banks to survive. Is it necessary that banks should be big to achieve scale 
economies? If economies of scale exist, is there any survival value of small banks? 

Although the primary goal of deregulation and liberalization in emerging economies 
has been to improve bank efficiency, earlier results have been mixed. In particular, 
short-term effects have been discouraging (Maghyereh, 2004). The financial 
repression theory predicts significant gains in efficiency in the intermediation 
process, such that the interest rate spread between the lending and deposit rates 
narrows after liberalization. Recent studies on the interest rate spread in Kenya 
and Malawi established that the interest rate spread widened after liberalization, 
reflecting negatively on efficiency of commercial banks in these countries (Ngugi 
and Kabubo, 1998; Ndung'u and Ngugi, 2000; Beck and Fuchs, 2004; Chirwa and 
Mlachila, 2004). 

Past studies in the Kenyan banking sector have concentrated on capital adequacy, 
interest rate, exchange rate, inflation and reserves (Kamau et a/, 2004; Ngugi, 
2004; Ndung'u 1993); none has attempted to measure the efficiency and 
productivity. Thus, this study contributes in these fronts of banking literature. It is 
expected that when financial institutions operate more efficiently, their profitability 
improves and greater amount of funds is intermediated. Consequently, the 
consumer may expect better prices and service quality, and greater security and 
soundness of financial systems (Berger eta/., 1993). Therefore, the economy and 
its people as a whole benefit from an efficient banking system. 
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Thus, understanding the status of banks' effiCiency IS useful in providing insights as 
to effective use of resources versus resource wastage (inefficiency) in the banking 
system and its impact on the economy as a whole. As noted earlier, efficiency 1s 
crucial in contemporary public policy and in a country's economic development. 
Empirical analysis of efficiency is a vital requirement for further policy changes. 

Accordingly, a study in this area is important in the following aspects. First, 
improvements in efficiency in financial institutions are a vital requirement for 
providing a more efficient system of asset allocation in the financial services sector. 
Since Kenya has a bank-led financial services sector, efficiency in the banking 
industry is more important for providing supportive financial infrastructure for 
economic development. Second, improvements in efficiency may reduce the cost 
of intennediation, which directty affects the intennediation margins in the mat1<et. 

The study recognizes that, according to existing literature, bank productivity and 
efficiency are greatly inftuenced by mat1<et structure that is, the competltive 
conditions in the banking martcet (see for example Kasekende et a/., 2009). 
However, the study focuses on bank productivity and bank efficiency only modeling 
market structure as one of the detenninants of efficiency in the banking system. 
The simultaneous modeling of bank productivity, bank efficiency and bank 
competition will be explored in further research. 

1.2 Objectives of the Study 

Th1s study seeks to establish the efficiency of the Kenyan banking sector, and 
identify factors that make banks efficient or inefficient in the post-liberalization 
period. This will be achieved by: 

(i) Measuring efficiency scores for technical and scale efficiency for Kenyan 
banks: 
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(ii) Measuring X~nefficiency (Managerial inefficiency) in the banking industry 
and; 

(tii) Analyzjng the factors that drive X-inefficiency. 

1.3 Hypotheses to be tested 

The major hypotheses of the study include: 

(i) The technical and scale efficiency of the Kenyan banking sector rose in 
the period under study. 

(ii) The X-inefficiency levels of commercial banks in Kenya decreased 
gradually foJiowing liberalization. 

(iii) Kenya's banking industry X-inefficiency is negatively affected by 
variables such as capital adequacy, labour compensation, asset quality 
and bank size. 

1.4 Relevance of the Study 

This study proposes to make significant contributions on at least three fronts. First, 
this will be the first miao study to investigate the efficiency of the banking sector in 
Kenya. Despite the significance of the banking sector towards economic 
development. no study has been carried out to establish the efficiency with which 
the banking sector is operating. Second, the period chosen is a product or a result 
of past major financial sector reforms and policy changes that have affected the 
banking system and the financial system an general. 

Thtrd. the study addresses the perfonnance of commercial banks in terms of their 
effectiveness in converting inputs into expected banks' output and in facilitating the 
transmission of monetary policy. Consequently, it provtdes important implications 
to bank stakeholders, including investors. depositors, practitioners and policy 
makers. Further. important information is provided for future formulation of 
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prudential regulation guidelines by the Central Bank of Kenya which is the mam 
regulator. Finally, a study of th1s kind is parbcular1y relevant for the Kenyan 
economy giVen the htgh costs of intennediation and h1gh degree of concentration in 
its banking market despite the financial sector reforms. The study adds to the 
banking literature available and also prompts intellectual pursuit of further research 
on banks in Kenya. 

1.5 Methodology 

The study makes use of a non-parametric model to empirically analyze bank 
efficiency in Kenya. Data Envelopment Analysis is used to measure the overall 
technical efficiency of banks. This model establishes the efficiency status of the 
various types of banks operating in Kenya. Efficiency will be broken down into 
technical efficieocy and scale efficiency. An analysis wilt thus be made as to which 
banks are efficient and which ones are not, under both constant and variable 
returns to scale. 

For informed policy making, it is not enough to establish the overall banks 
efficiency scores, but to also establish the managerial input into making the 
banking system efficient or not Subsequently, the multi-product translog cost 
function is applied to specifically measure X-inefficiency in the banking firms and 
then analysis of factors that drive X-inefficiency. Studies of banks efficiency 
recently have concentrated on X-inefficiency, which investigates deviations from 
cost efficient frontier attributed to the fact that people and organizations work 
neither as hard nor as effectively as they could (liebenstein, 1966). It is in the 
interest of this study to find out whether management of Kenyan banks helps 
minimize costs and maximize banks' outputs. 

Finally, to unearth factors that drive X-inefficiency in banks, a panel model is used 
for regression of inefficiency index against hypothesized factors. This is an attempt 
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to answering the question why banks in Kenya may be inefficient and, thus, the 
model estimates the possible Inefficiency detenninants. In the panel model, 
liquidity is one of the regressors and the objective behind this fonnulation is to 
Investigate the link between liquidity and inefficiency in the banking firms, as well 
as the other variables included both micro and macro. 

1.6 Data 

The study makes use of annual bank data for 40 banks for the 1 0 years during the 
period under study (1997-2006). The data has been gathered from the Central 
Bank of Kenya Statistical Bulletin and Bank Supervision Annual Reports as well as 
Banking Survey (Oioo, 2007). The choice of the data series to begin in 1997 was 
dependent on data availability. Central Bank of Kenya began receiving returns from 
commercial banks in 1996 and that is when CBK started keeping records of the 
balance sheet and profit and loss account returns for all commercial banks. Prior to 
this date, CBK only computed the global banking balance sheet and profit and loss 
returns. This study requires that data from each individual bank be obtained but, for 
data reasons, the study limits itself to post-liberalization period. 

1. 7 Organization of the Study 

This thesis contains seven chapters, of which two chapters are empirical by 
design. The first chapter presents an introduction to the study and provides the 
bad<ground, problem statement, objectives, hypotheses, methodology and study 
outline. 

Chapter Two highlights the operational environment of the banking industry in 
Kenya during the pre and post-deregulation period. The issues highlighted in this 
chapter are used to explain the trends in estimated efficiency scores in Chapter 
Five. This chapter consists of six sections in which the banking sector background 
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in Kenya is analyzed. The first section provides an introduction on the role of banks 
as an intennediary. The second section describes the regulation, historical 
background and operational environment of banks in Kenya. Section three 
evaluates the reforms that have taken place in the financaal sector since 1970 and 
their impact in the banking sector. Section four describes the bank perfonnance 
indicators. Section five describes the bank's balance sheet, income and 
expenditure and section six gives a summary of the chapter. 

Chapter Three reviews literature on efficiency and productivity change and their 
application in the banking industry. The aim of this particular chapter is to form a 
theoretical framework for assessment of efficiency and productivity change of the 
banking industry in Kenya. Findings in this chapter have been used to fonnulate 
the analytical framework for Chapter Five. 

Chapters Four describes the methodology that has been used in this study. The 
methodology and analyticaJ framework followed has been chosen based on the 
literature survey done in Chapter Three. The study proposes to use the Data 
Envelopment Analysis (OEA) methodology to estimate efficiency scores in the 
banking sector and compute the Malmquist productivity indices to get the 
productivity gains in the period 2000-2007. The study further estimates the trans log 
cost function in order to predict managerial efficiency or inefficiency existing in the 
banking sector. The study further uses panel estimation to get the impact of the 
other macroeconomic and microeconomic factors on banks' X inefficiency. 

Chapter Five and Six present the findings from the estimation of equations derived 
in Chapter Four. Chapter Seven concludes the study by providing major findings, 
policy implications and limitations of the study. 
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CHAPTER lWO: BACKGROUND TO BANKING SECTOR IN KENYA 
2.0 Overview of Kenya's Banking lnduaby 

This chapter consists of six sections, through which background of the banking sector in Kenya 1s analyzed. The first section lays an introduction on the role of banks as an intermediary. The second section describes the regulation, historical background and operational environment of banks in Kenya. Section three evaluates the reforms that have taken place in the financial sector since 1970 and their impact in the banking sector. Section four describes the bank performance indicators. Section five describes the bank's balance sheet, income and expenditure and section six gives a summary of the chapter. 

Financial markets involve an inter-temporal exchange of monetary resources: that is, exchange of money today for the promise of money on the same day or tomorrow. For this reason, financial markets are very fragile, for any lack of information about the counterparty or any uncertainty about the value of money tomorrow, or lack of monitoring and enforcement tools can affect the efficiency of this exchange and, thus, the efficiency of financial markets. Thus, the existence of regulatory bodies play an inportant role in reducing the discords that exist in the financial markets, thus making them work more efficiently. Transparency is another key element, where accounting, disclosure standards, and market discipline reduce information and monitoring costs for both borrowers and banks, thus enhancing efficiency in the financial market. 

When an economy has well developed financial institutions and markets, economic growth is enhanced through improved allocation of society's scarce resources rather than through faster capital accumulation or increased savings (Beck et a./, 2000). Banks play a crucial role as financial intermediaries. Effective financial intermediation allocates savings best among competing firms for funds. Competitive financial intennediation not only benefits savers but also allows capital 
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to flow to uses that provide the maximum value. Savings and investments are 
connected through secunty mart<:et intermediation, finance corporations, 
Institutional investors such as insurance compames, pension funds and mutual 
funds, as well as bank intermediation 

In an Arrow-Oebreu "complete markets• world, financing of firms, governments and 
households occurs via financial markets that have no transaction costs, there is full 
set of contingent markets/claims and there is no credit rationing. Within this 
framework, there is no need for intermediaries. Further, Modigliani-Miller (1958) 
argues that in this perfect world, financial structure is irrelevant as households can 
construct portfolios offsetting actions of intermediaries. Thus, intennediaries cannot 
add value and as a result, markets are not strong-fonn efficient. In reality, markets 
are imperfect and they incur transaction and infonnation acquisition costs. Thus, 
intermediaries exist as a result of mart<:et failure. Financial intennediaries thus 
become relevant in the imperfect market Banks assist market efficiency by 
gathering infonnation about finns, households and allocate credit to various 
borrowers in the economy through contractual arrangements. Such an 
arrangement ensures that savers' funds are safe and investors have funds to 
invest and get returns (Mugume, 2006). 

Securities market intermediation, at its best fonn, is more efficient than bank 
intermediation since there is no pennanent middleman between the owners and 
the users of funds. However, banks dominate financial intermediation in all 
emerging financial markets, including the Kenyan market (Caner and Kontrorovich, 
2004). 
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2.1 Commercial O.nking History In Kenya 

2.1.1 Legal framework of banking in Kenya 

The banking industry in Kenya is governed by the Companies Act (Cap 486), the 
Banking Act (Cap 488), the Central Bank Act (Cap 491 )3 and other Central Bank of 
Kenya (CBK) prudential guidelines. The Central Bank of Kenya and the Capital 
Markets Authonty (Cap 485A) are the main regulators of commercial banks in 
Kenya. The CBK is the regulating and supervising agency and the manager of 
monetary policy operations in Kenya. Uke other central banks in the wor1d, the 
principal objects of CBK are laid in the Cap 491 subsection (4] as being: (1) to 
formulate and implement monetary policy directed to achieving and maintaining 
stability in the general level of prices; (2) to foster the liquidity, solvency and proper 
functioning of a stable market- based financial system; and (3) Subject to 
subsections (1) and (2), the Bank shall support the economic policy of the 
Government, including its objectives for growth and employment. 

In addition, one of the secondary objectives of the CBK is to license and supervise 
authorized dealers in the money market. The Bank also promotes a sound and 
stable banking system in Kenya by enforcing the requirements of the Banking Act 
and prudential regulations. The Bank also ensures efficiency in the banking 
operations and encourages high standards of customer service. The CBK also 
works closely with the Institute of Certified Public Accountants of Kenya (ICPAK) to 
ensure that the banking sector leads the other sectors in implementation of 
International Financial Reporting Standards (IFRS). 

2.1.2 Commercial banking before independence, 1963 

Commercial banking took root at the tum of the 20th century with the partitioning of 
Africa by European imperial powers. Leading the way into the region was the 
National Bank of India, which later became National and Grindlays Bank. This was 

3 These are chapters in the Laws of Kenya. 
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partly bought by the Kenya government to form the Kenya Commercial Bank. The 
remainder, which subsequently became Stanbec, opened an office 1n Mombasa in 1869. The Standard Bank of South Africa followed in 1910 and National Bank of 
South Africa in 1916. The NationaJ Bank of South Africa merged with the Colonial 
Bank and AngkrEgyptian Bank Limited to fonn Barclays Bank (Dominion, Colonial 
and Overseas) in 1926. Two of the three earty commercial banks were branches of 
British commercial banks established in London. Except for one bank - the 
Exchange Bank of India, registered in 1928 and operated with interruptions until 1949 - the three commercial banks dominated banking for over half a century 
before another set of banks entered the Kenyan banking system. 

ABN-AMRO opened a branch in 1951 . Two other Indian banks, the Bank of India 
and Bank of Baroda, entered the scene in 1953 followed by Habib Bank from 
Pakistan in 1956. A Turkish bank, the Ottoman Bank opened a branch in 1958. 
The Commercial Bank of Africa opened its branches in 1962. African Banking 
Corporation, a subsidiary of Standard Bank, was licensed in 1963 but never 
became operational. 

Before the establishment of the three central banks in Kenya, Uganda and T anz.ania, the East African Currency Board performed traditional central banking 
functions in the region. For over two decades of their presence in the region, 
commercial banks operated without any central bank authority. Although monetary 
conditions varied and affected economic activities during that lityle. no attempts 
were made to inftuence them. 

2.1.3 Post-4ndependence commercial banking, 1963-1995 
At independence, the Government strongly felt that commercial banks and other 
financial institutions were not addressing the country's development needs. The 
Government perceived the foreign-owned commercial banks as being biased 
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agamst African farmers and businessmen, and had to Intervene to remedy the 
situation. On 19th June 1965, the first locally-owned commercial bank. the 
Cooperative Bank of Kenya, was registered under the Cooperative Societies Act,• 
but licensed under the Banking Ad. It began operating on 1 otn January. 1968. 

The National Bank of Kenya, the second locally-owned bank, was established on 
19u' June 1968 and began operating on 30th September 1968. It took over some of 
the businesses of the Ottoman Bank, leaving the rest to Grindlays Bank. The 
operations of the National Bank of Kenya, in line with Government desares and 
influence, were biased towards the public sector and the cooperative movement. 
Grindlays Bank was operating as a retail commercial bank until 7th December 1971 
when the Government acquired 40 per cent of its shares to form the Kenya 
Commercial Bank. Unlike the National Bank of Kenya, Kenya Commercial Bank 
operated more on commercial basis. Its lending and extension of network was not, 
however, purely commercial. A new bank, the National and Grindlays Bank 
International (K) Ltd. presently Stanbic Bank, assumed the merchant-banking arm 
of Grindlays Bank. 

The Central Bank of Kenya was fanned in the post-independence banking era. In 
May 1966, Central Bank of Kenya was established by an Act of Parliament. Its 
main function was to undertake national monetary control aimed at efficient 
operations of the monetary system. It was further entrusted with ensuring growth 
and stability of the financial sector in order to stimulate growth in other sectors of 
the economy and achieve a high economic growth rate. 

The banking and financial industry was highly controlled in the period following 
independence in the 1960s. During the 1970s and 1980s, the financial system 
experienced rapid growth and diversification. This was as a result of the 

• Until August 2008, the Cooperative Bank was under the CooperatiVe Societies Acl But tt has store converted tnlo a limited company and is now under the CompanieS Ad. 
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government policy to encourage local participatiOn in the financtal system. The 
number of commercial banks increased to 15 in 1980 and by 1985, there were 23 
commercial banks. Rapid expansion was also witnessed among the non-bank 
Financial Institutions (NBFis). Growth of the NBFis was facilitated by the Banking 
Act 1968, which eased entry and minimum capital requirements. 

However, during the same period 1n the 1980s, the banking sector experienced 
crisis. Many indagenous banking institutions folded up, taking with them hundreds 
of millions of shillings in depositors' money. The collapse of various institutions was 
mainly due to various factors, principally corporate governance failures and a weak 
legal and regulatory frarnewofk. The early 1990s saw the collapse of more banks in 
Kenya. The collapse was attributed to poor management of credit risks (Oioo, 
2007). 

Following the banking crisis in the 1980s, a Deposit Protection Fund (DPF) was 
established to stabilize the banking industry. The OPF acted as a mechanism for 
liquidating the assets and paying off the liabilities of collapsed banks and financial 
institutions. Thus, its main activities were to manage the deposit insurance 
scheme, maintain confidence in the financial system and carry out the liquidation of 
insolvent institutions by repaying protected deposits and dividends, debt recovery, 
and winding up the institutions under liquidation. 

The Government further sought to strengthen the legal and technical capacity of 
the Central Bank to carry out its regulatory and supervisory functions. The revised 
Banking Act of 1989 enhanced the role of Central Bank in the inspection of 
institutions, establishment of reports, auditing and provisioning requirements, 
capital adequacy requirement and exposure units, and assessment of penalties 
against non-compliant institutions. With the 1991 amendment of bank laws, Central 
Bank imposed stringent licensing requirements on banks and NBFis, increased 
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required minimum capital requirements, and tJghtened control on the use of 
government overdraft facilities offered by the Central Bank. 

Further amendments were made to the Central Bank Act of 27 October 1995. The 
amendments enhanced the ability of the bank to supervise the industry more 
effectively, protect small depositors, and foster financial prudence and discipline in 
the management of banking institutions. The amendments allowed locally 
incorporated financial institutions to expand branch networks outside Kenya, 
reduced credit to a single borrower to 25% of capital; harmonized the calendar 
year for all financial years of the various institutions; reduced the period within 
which to publish audited accounts to three months from six months; and granted 
Central Bank powers to approve external auditors. 

After liberalization of the banking sector and lifting of foreign exchange controls in 
1993, the non-bank financial institutions have been able to compete with 
commercial banks, particularty because of the less restrictive regulatory framework 
within which they operate. On paper, NBFis operate as merchant or investment 
banks. In practice, they operate as commercial banks, taking deposits and making 
short-tenn loans. In June 1994, the Central Bank instructed NBFis to convert and 
operate as commerc ial banks. So far, 18 NBFis have become banks and 7 have 
merged with parent commercial banks. In 1995, further amendments of the 
Banking Act were made, aimed at further strengthening supervision of the banking 
industry. Prudential guidelines were revised to encourage self regulation, covered 
codes of conduct for directors and other staff. 

Kenya, already a regional leader, has one of the largest commercial banking 
Industries in Africa. Despite the existence of a relatively developed and 
sophisticated financial system, Kenya's capital market is still in its infancy. 
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2.1 .4 Banking in 1996-2007 

The banking sector is the largest component of the financial sector and is the main 

focus of this study. The financial sector in Kenya is diversified and is divided into 

formal, semi-formal and infonnal financial services. The fonnal financial services 

include the banking and the non-bank financial institutions. The semi-formal 

component includes deposit-taking institutions that serve specific purposes, for 

example, savings or credit facilities for members only, while the informal financial 

sector includes money lenders and the rotating SACCOs (see organization chart 

2.1 below). The Central Bank of Kenya is the main regulator of commercial banks. 

Commercial banks play a key role in financing credit to the private sector, 

particularly trade, tourism, large scale manufacturing and agriculture; NBFis; 

domestic trade, small services, and real estate; building societies; housing and 

construction; and DFis; long-tenn lending. 

Chart 2.1: Organization chart of financial sector in Kenya 
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Despite the expansion of the NBFI sector 1n the early 1980s, some were later converted to commercial banks; thus commercial banks still dominate the financial system.5 Over the years, the commercial banking sub-sector has grown into a more complex scene of banking institutions of different types and ownership. According to statistics by the CBK, by the end of the year 2007, there were 43 commercial banks of which 4 were public financial institutions (National Bank of Kenya, Consolidated Bank of Kenya, Development Bank of Kenya, and Kenya Commercial Bank). Of the 40 commercial banks, 9 were foreign-owned and 31 
were local-owned. The country had two (2) mortgage finance institutions, one (1) building society (CBK Supervision Annual Report 2007). The commercial banks and non-bank financial institutions offer corporate and retail banking services, but a small number of them offer other services, which include investment banking. 

Banks in Kenya are classified into 3 categories, namely: large, medium and small. 
The large peer group consists of institutions with gross assets above Ksh 20 billion, the medium peer group of Institutions with gross assets above Ksh 4 billion but less than Ksh 20 billion, while the small peer group comprises of institutions with gross assets below Ksh 4 billion. As at the end of December 2007, there were 13 banks in the large peer group category, whereas medium and small categories had 12 and 15. respectively. Ownership structure is also divided into three categories: public and private, where under private we have local and foreign banks. The public banks are the National Bank of Kenya, Consolidated Bank of Kenya, Development Bank of Kenya and Kenya Commercial Bank. 

Kenya's banking sector has improved tremendously over the last 10 years, not just in size and profitability but also in terms of product offerings and service quality. Kenyan banks are much more stable now than they were 10 years ago.6 Total 

) There are currentty no NBFis 1n Kenya as they were formerty defined by Banking Ad (1968) 6 tn the last ten years, onty two iostitutitions have been put under CBK statutory management (Prudential Bank. and Charter House Bank). The 1980s and 1990s saw over 5 banks fail and some put under statutofy management 

20 



assets in the sector have grown from Ksh 328 billion in 1997 to Ksh 7 46 billion 1n 
2006, a 132% increase in nominal terms. Similarly, profitability has grown from Ksh 
15 billion in 1997 to Ksh 27 billion in 2006. Some micro finance institutions such as 
K-Rep Bank and Equity Bank have emerged, targeting the small traders and the 
rural small-scale farmers. Equity Bank, which converted to a commercial bank in 
2004, now has over 2 million customers as at January 2008, more than 35% of the 
entire industry. 

2.1 .5 Stylized facts on recent developments in the banking sector 
The stytized facts below serve to infonn on the current environment in which 
Kenyan banks are operating in, and the situation under which they are being 
analyzed. A 2007 Pan-African banking survey by PriceWaterhouseCoopers and 
CBK Supervisaon Report reveals the following facts about Kenyan banks: 

• There has been a shift of focus on the conslJJ'Tle( w1lh the introductiOn of some new retail 
products There has been major expansion of lending to Individuals in employment through 
mortgages and consumer loans 

• There has been an aggressive expanSIOn into the retail banking sector by several banks not 
previOUsly acttve, such as Kenya Convnercial Bank (KCB), Cooperative Bank and Equity 
Bank. Banks are expanding their branch networks to capture tower cost retait deposits. 

• Several banks (tnduc:hng foretgn banks) are looking favorably at publiC sector lending 
because ot recent improvements in the level of governance. The establishment of 
commercial courts over the last three years has tmproved the lendtng environment and 
reduced the time taken to resolve cases of default. 

• There is a concentration of banks in urban areas, and rural areas were under-served 
Banks have not attempted to mobilize the unbanked mat1<et majonty. There has been a 
reluctance to lend to SMEs (smaH and medium-SI2ed enterprises), although some banks 
such as Equity and KCB are breaking this trend. 

• Industry fragmentations exist, whereby banks have not in the past 'NOft(ed together and 
have not been fuUy open with each other. There has been an over-emphasis on the use of 
collateraL H1stonca1Jy, banks have placed a major emphasis on physical security. On the 
corporate side, banks have often overtooked cash ftows and the viability of pro;ects. This IS 
changtng with a growth tn unsecured lefldtng. 
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• Banks have not Pf'OVtded transparent pnang. Compansons have been difficult to make and 
banks have often adopted a homogeneous approach. It IS also noted that the top ten banks 
compete for over 80°.4 of the manret, while the rematmng group share 20°.4 of the mar1<el 
l he mar1<et sectors that are highly compeutJve to the banking sector Include first, the 
corporate and retail sectors, which expenence cut throat compelltJon, and second, 
merchant and mvestment bankJng. The market sectors that are least competitive Include 
Internet banking, home loans and vehiCle finanang. 

• Adopbng of Basle Accord 117 
IS yet to be mplemented 10 Kenya This wtU be done after the 

successful implementation of Basel I: Risk-based supervision. This 'Mil require considerable 
financ&al and human resources to put in place the requ1srte Infrastructure for the 
imp&ementallon of the Accord. Results expected in the banking sector Include a more stable 
banking sector as the Accord IS founded on nsk management. 

• IslamiC banking IS qUICkly taking root in the Kenyan market Some banks have launched 
strictly IslamiC products and thiS is likely to mcrease competition 1n the banking sector. 
Although Islamic banks are speacWzed In their own way of doing business, they are kkely to 
be a source of competition Ill the banking sector. The lsiamic banking solutions, first 
introduced in December 2005, took the toon of deposit products tailored in line with Sharia 
principles. Four banks - Barclays Bank of Kenya, Kenya Commeraal Bank. K-Rep Bank 
and Oubai Bank have so far introduced ls&amic banking products in the market. Competition 
is likely to increase With the planned entry of fully-fledged Islamic banks after the Mimster of 
Finance opened a Window tor Sharia-compliant products 1n his budget speech for the 
2006/2007 financial year. Promoters of Islamic banks, who have already expressed 
interest, are encouraged that Africa is an attractive emerging mar1<et for Islamic finance, 
with Kenya positioned as the gateway to East and Central Africa. 

• The banking sector has witnessed re-packaging ot banking and financaal serviCeS to satisfy 
the ever changmg needs of customers. This has resulted in the rapid growth of consumer 
banking products. More banks are IOC(easlngly otfenng new banking products such as 
unsecured personal loans, auto loans, unsecured professiOnal loans, Satan savmgs 
accounts, Jumbo jumor accounts and SME business model accounts. An increased number 
of Institutions are offering e-banktng and seMCeS for non-t"esidents The future portends 

1 Basel II IS the second of the Basel Accords, whiCh are recommendations on banking laws and 
regulations ISSued by the Basel Committee on Banking Supervision. Basel II attempts to accomplish this by setting up ngorous risk and capital management requirements de51Qned to ensure that a 
bank holds capital reserves appropnate to the risk the bank exposes Itself to through its lending and 
investment practices. Generally speaking, these rules mean that the greater risk to which the bank 
is exposed, the greater the amount of capital the bank needs to hold to safeguard its solvency and overall economic stability. 
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intensified compebtion in the financial sector. arising from the introducbon of IslamiC 

banking products Financial mstrtubons will, therefore, be expected to redefine the1r 

business strategies while leveraging on innovative and affordable products so as to capture 

new market segments (Extract from the Kenyan Bank1ng Supervision Annual Report 2005, 

released October 2006). 

Drivers of change in the Kenyan banking industry today, a study by PWC-Pan­

African Institute carried out a survey on Kenyan banks concerning various issues 

and aspects of banking based on a sample of 1 0 Kenyan banks. They found that 

the two most important drivers of change in Kenyan banking sector are technology 

and economies of scale. External drivers of change such as globalization and 

foreign entrants are of less importance. New domestic entrants are not considered 

a significant driver of change. 

Figure 2.1: Drivers of change in the Kenyan banking Industry based on 

2006 PWC -Pan African Institute bank survey 
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The same survey revealed that the major threats facing the banking sector were 

fees and service charges erosion, followed by compliance and regulatory 
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constraints, and increased competition. They found the most pressing issues in 
Kenya to be: improving revenue growth, profit performance and retaining existing 
clients. 

2.1 .6 Bank technology 

In tenns of technology. the increasingly advanced levels of information technology 
embraced by banks have had a positive impact in the sector. The new and 
dynamic information systems adapted by most banks have enabled them to 
process data faster and efficiently at a benefit of cutting down costs. Some of the 
new devek>pments in this area include introduction of new product lines and 
services such as e-banking, short message - banking (Mpesa) by some banks and 
use of various cards. Table 2.1 below presents the number of electronic cards in 
use. It is evident that the number of cards in use in 2007 is much higher than it was 
in 1999. 

Table 2_1: Number of electronic cards (ATMS) and usage 

percent 1999 2001 2003 2005 2007 growth 

1999-2007 

Alii cards 226,000 262,100 266,811 426,110 943,359 317.4 
Debit cards 11,084 159,498 330,007 496,647 971,449 8,664.4 
Creditunts 16,629 18.522 57,146 69,478 152,779 818.7 
Clwgecants 3,217 3,068 3,693 3,142 5,775 79.5 
No. ot ATII 
machines 86 107 215 555 1,078 1153.5 
No. of 
transactions 4,915 5,707 4,637 9,103 42,076 756.1 - - - - l- - '-- - _._ - -Source: Central Bank Annual report (various) 

24 



All card categories have grown by over 100%, with the exception of charge cards, 
which has grown by 79.5% for the years 1999-2007. Debit cards have grown with 
the highest percentage of 8,664.4%, while charge cards show the least growth. 
The number of ATM machines has also been on the Increase, moving from 86 in 
1999 to 1,078 in 2007. The growth of ATMs is expected to decongest banking halls 
and reduce incidences of long queues in banking halls. This improves the 
efficiency of the banking system and increases funds ftow for consumption and 
investment for both households and institutions. Further, with increased use of 
cards, ICT -based financial services have made a significant contribution in 
lowering the cost of offering financial services. 

2.1. 7 Mergers and acquisitions in the banking sector 

The optimum scale of banking operations is a controversial issue, which has been 
debated among practitioners as well as researchers during the past few decades. 
With liberalization of financial services, it is expected that smaller banks may not 
be able to survive the competitive pressure from larger banks. On the other hand, 
larger banks are not able to utilize resources optimally. To ensure that small banks 
meet prudential guidelines, policy makers in some countries have encouraged 
mergers and acquisitions, and changes to the fonns of business. In the recent 
years, a number of mergers and acquisitions have taken place in the banking 
sector in Kenya. In addition to the reason given above, some mergers have been 
occasioned by the need to meet the increasing minimum core capital requirements 
and to enhance the institution's market share in the local banking industry. 

Between 1994 and 2007, there were 26 successful mergers (Appendix 1 ). It is 
anticipated that further consolidation will take place in the industry through mergers 
and acquisitions as institutions seek to achieve economies of scale required to 
effectively compete and expand in the increasingly lucrative mass markel Whether 
there are any productivity or efficiency gains that come with mergers and 
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acquisitions is an empirical question. Empirical studtes as shown later on in the 
literature revtew show mixed results. 

In addition to mergers, some banks have expanded their branch networks 1n the 
region. For instance, Kenya Commercial Bank has expanded regionally and 
opened branches in Juba and Rumbek in Southern Sudan, and has announced 
plans to open several additional branches in Rwanda, Uganda and Burundi. ThiS 
adds onto their existing operations in Tanzania. 

2.1.8 lnfrastructural development in banks in Kenya 

The bank branch network shows an upward trend throughout the country, even 
though the number of unbanked individuals still remains high in Kenya. A recent 
survey on financial access in Kenya 2006 reveals that only 18% of Kenyans have 
access to formal financial services - banks. This notwithstanding, the banking 
sector plays a very crucial role in Kenya in terms of provision of credit to key 
institutions and in transmission of monetary policy in the country. Collapse of the 
banking system would imply collapse of monetary policy and intermediation 
between borrowers and lenders, taking the country back to barter trade. Thus, 
there has been increased expansion of the bank branch network in the country to 
avail financial services to as many people as possible. 

Table 2.2 shows the trends in the growth of the branch network in the country. It is 
evident that growth has not been stable and, in some years, the growth rate has 
been positive and in other years, negative. This shows that banks at times have 
been changing their strategies on expansion or contraction. A bank would contract 
if the branches are not profitable, incurring increased costs and inefficiencies in its 
operations. On the converse, a bank would expand if there is belief of existence of 
unexploited resources that would be profitable at least cost 
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Table 2.2: Growth in the number of institutions in the banking sector 

1991 1999 2000 2001 2002 2003 2004 2005 2006 2007 
Branch networi< 692 530 -465 494 486 512 532 534 575 n2 
Growth rate ~1 -14. 5.87 -1.6 5.08 3.76 0.37 7.13 25.52 
Commemal banks 67 60 60 52 50 49 45 45 45 
Growth rate ..{)1 0.00 -0.1 - - - 0.00 0.00 

004 0.02 008 t-

R~ GOP growth rate 3.29 2.28 0.60 3.80 0.60 3.00 510 5 80 6 11 7 0 - - - - - - - - - 1-. - - - - -Source: Bank Supervision Annual Report 

Branch expansion in 2001-2007 has been accompanied by good macroeconomic 
performance, while the contraction was accompanied by hardships in the economy 
during 1999-2000, and 2002 as shown in Table 2.2 above. Whereas the branch 
networks have been on the increase, the number of commercial banks has been 
on a downward trend. Commercial banks have been expanding horizontally 
through mergers and dosures (of some of the commercial banks) and not vertically 
in tenns of increase in the number of commercial banks. This is tending to the 
preference of larger banks to smaller banks. Is large always efficient? Does the 
increased expansion in branch network imply improved scale economies and 
efficiencies? These are among the questions the study seeks to address. 

2.1.9 Management perfonnance 

Managerial decisions directly affect the efficiency of banks. Policy makers are 
particular1y interested in identifying how managers make decisions to cope with 
future uncertainty. Generally, policy makers use CAMEL (capital adequacy, assets 
quality, management quality, earnings ability and liquidity of banks) ratings, which 
mainly rely on traditional accounting measures for evaluating banks. However, 
traditional accounting measures are not able to provide accurate information about 
the quality of management, which is vital for predicting the future of a bank. Barr et 
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aJ. (1994) indiCated that since managers make decisions that affect overall 
perfonnance, DEA-based efficiency estimabon can be used for determimng 
managers' performance. 

2.1.1 0 Market structure 

Mari<et structure and concentration are considered to be another research cluster 
focused on government policy. Market power explanations indicate a positive 
relationship between market concentration and profitability. The efficient structure 
paradigm indicates that efficient finns (in this case banks) compete more 
aggressively in the market and gain dominant market shares and also have high 
profits because of their low cost of production. Kenya's banking sector is 
characterized by oligopolistic market structure, which shows high concentration 1n 
the sector. Highly concentrated markets shows some form of deficiency in 
competitive strategies. Constructing the Hirschman-Herfindall index (HH1),8 and the 
concentration ratio (CR4),9 reveals a banking sector that is moving from high 
concentration to lower concentration. The CR4 and HHI show a mar1<et structure of 
loose oligopoly or monopolistic competition. 

1 HHI tS the sum of the squares of the mar1<et shares of all finns 1n the market. 9 CR4 ts the sum of the market shares of the 4 largest firms in the market in question. 
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Figure 2.2: HHI and CR4 measures of concentration 

HHI and CR4 Measures of Concentration 
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From Figure 2.2 above, the HHI and CR4 indicate that the banking market 

structure is tending towards less concentration and, thus, is more competitive. 

Increased competition puts pressure on banks to become more efficient in 

providing their services and products at competitive prices, so that they can remain 

profitable. This has a spiral effect of ensuring that prices are affordable to 

customers. The question one would ask is whether the market is becoming more 

efficient? 

Kenya's banking system is an interesting sector to study given its technological 

developments in the recent past, its structure in terms of ownership, size, market, 

its products, branch network and regional expansion that are diversified; and is 

characterized by the advent of new forms of banking. 
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2.2 Financial Sector Refonns 

Much of the theoretical rationale for the financial sector components of reform 
programmes has been provided by the Financial Repression theory of McKinnon 
(1973) and Shaw (1973), who argue that repressive financial policies through 
measures such as Interest rate ceilings, directed credit, high reserve requirements 
and restrictions of entry into the banking industry reduce the rate of economic 
growth by retarding financial development. The major arguments in the literature 
against financial repression are outlined as follows: 

An administratively fixed nominal interest rate that holds the real rate below its 
equilibrium level depresses returns to savers. lowers savings and limits 
investment to the available savings. Financial savings via the formal financial 
system are also discouraged. 

Wrth low interest rates in the fonnal financial system, informal or uncontrolled 
markets are likely to emerge with higher market clearing rates. This will in tum 
lead to differences in returns on investments financed in different markets. 
In the absence of rationing credit through the price system, funds are unlikely 
to be allocated to the most productive projects; instead they will be allocated 
to those with the lowest risk of default and the lowest transaction costs on 
loans. 

Interest rate ceilings discourage financial institutions from charging risk 
premiums, which may ration out a large number of potential borrowers with 
high-return projects. 

Selective or directed credit associated With financial repression will result in 
higher loan defaults, reduce flexibility and increase the fragility of the banking 
system. 

McKinnon (1973) and Shaw (1973), among others, hence prescribe financial 
liberalization and development as key economic policies for promoting savings 
mobilization and efficient investment and accelerating growth. Financial sector 
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reforms are, thus, undertaken along this line of argument By raising real interest 
rates and making instit:ubons more competitive and efficient, the reforms would lead 
to an increase in total savings and attract funds into the banking system, which in tum 
would increase investment through enhanced credit availabilty. Higher return 
projects not previOUsly funded would also be undertaken after monetary reform 
because competitive institutions are more efficient than the informal market in 
channeling funds to projects. Thus, economic growth would be enhanced. Although 
thts theory is stmple and has been highly influential, it is also quite controversial 

Up to earty 1980s, Kenya's financial sector was highly repressed. Kenya's finanqal 
system was characterized by interest rate restrictions, domestic credit controls, high 
reserve requirements, segmented financial markets, under-developed money and 
capital markets, and controls on international capital flows. Kenya undertook financial 
sector reforms from the 1980s under the enhanced structural adjustment programme. 
The financial refocms were amed at liberalizing interest rates. reducing controls on 
credit. enhancing competition and efficiency and productivity gains in the financial 
system. Furthermore, the reforms were directed towards strengthening the 
supervisory framework, promoting economic growth, deepening financial markets 
and improving the effectiveness of monetary policy through greater reliance on 
market forces (Brownbridge and Harvey, 1998). In general, the reforms were 
designed to establish a financial environment favourable to rapid and sustainable 
economic growth through greater savings and invesbnent The reforms have been 
gradual rather than all at once reforms. 

Table 2.3 below shows the interest rates trends from 1970 to 2007. Interest rates 
have been controlled throughout, and at negative in real tenns in most of the 1970s 
and ear1y 1980s. 
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Table 2.3: Real lending in-..st rates 

Year Rul interest rate Year Rul interest 
rate 

1966-1970 +1.90 1986-1990 +3.8 --
-1971-1975 -7.20 1991-1995 +1.64 -- --

1976-1980 -7.74 1996-2000 +4.07 - --
1981-1985 ~.75 2001-2005 +2.12 - -- ·- ---2006-2007 ~.006 ------

Source: Authors computations 

Following liberalization of ilterest rates, positive real rates were recorded, and the 
spread between the lending and the deposit rates narrowed. However, this was short­
lived. With the high inftationary conditions, interest rate spread widened. 

The adverse consequences of financial repression for the development of the 
financial system, and for savings and investment in general, are well explained in the 
first portion of the arguments behind liberalization. As a remedy, the standard 
approadl to reform suggests establishing positive real rates of interest on deposits and loans by, among other measures, eliminating interest rate ceilings and directed 
credit allocations, and pursuing price stabilization through appropriate 
macroeconomic and structural policies. 

Since 1984, interest rates in Kenya have been structured to yield a positive real 
return on savings and invesbnent. This policy was continued until July 1991 when the 
rates were finally decontrolled. The liberalization of the markets for bonds and bills in 
May 1990 also brought discount rates more in line with market conditions. Uberalization of interest rates sought to allow greater flexibility and encourage 
greater competition in interest rate detennination through the operation of mart<et 
forces. It aimed at harmonizing competitiveness among the commercial banks and 
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NBFis by removing the differentials that had existed for maximum lending rates. 
This policy direction would enable the sector to maintain the general positive levels 
of interest rates in real tenns in order to encourage mobilization of savings and 
contribute to the maintenance of financial stability. In 1989, the ceilings on sav1ngs 
deposit rates for both commercial banks and NBFis were progressively raised. 
These moves hannonized interest rates across the institutions, allowing banks 
greater flexibility in varying rates according to loan maturities. 

A fixed exdlange rate policy was maintained during the 1960s and 1970s, with the 
currency graduaUy becoming over-valued. Exchange controls were continued until 
mid-1980s when the crawling peg regime was introduced in line with Structural 
Adjustment Programmes. The crawting peg regime lasted up to 1993. Since October 
1993, the exchange rate has been freely detennined in a managed floating exchange 
system. 

The 1989-1993 Development Plan stated that "Increasing proportions of total credit to 
the private sector will be directed to the productive sectors of the economy. 
particularty agriculture and manufacturing ... The plan goes further to state that "since 
more credit wiU be extended to the productive sectors of the economy. greater 
selective credit controls will be applied". Such controls have been applied in the case 
of credit to the agricultural sector since 1975. Commercial banks were required to 
lend at least 17% of their deposit liabilities to this sector. Issuing such credit ceilings 
or controls is a form of direct control, which tends to be tnftextble and cumbersome to 
administer. Since the liberalization of the financial sector from 1989 through the 
Financial Sector Adjustment Programme (FSAP), the controls were removed. 
Commercial banks have then been free to allocate credit at their discretion and 
according to market needs. Part of the financial sector refonns have included 
revision and amendment of the Banking Act and the CBK Acts as ear1ier 
discussed. The Banking Ad was amended in 1985, 1996 and 2006 (Appendix 2). 
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In the midst of financial sector refonns, the banking sector was faced by two banking crises. The first was in mid 1980s (1985-1986), whtch followed the collapse of several banks 10
. Immediately following the crisis, cash ratio was re­introduced to moderate excess liquidity within commercial banks. Furthennore, a deposit protection fund was established to protect small depositors from banking crises. The second banking crisis occurred in 1998 when five banking institutions were placed under statutory liquidity management. The bank failures were attributed to high non-performing loans (NPLs) due to poor lending practices, conflict of interest when shareholders participate in the day to day management of banks, slow recovery of NPLs, loans to non-viable projects, insider lending to directors, under-capitalization, and over-investment in speculative property market. 

During this time, the CBK put several measures to foster a sound and stable banking system. One, the Bank, with consultation with the Ministry of Finance, raised the minimum paid up capital requirements for banks to enhance their capitalization, while the government was encouraged to progressively divest from the banking system. It was also suggested that efforts be put to improve the judiciary by providing adequate court facilities, computerization, appointment of additional judges and other necessary improvements in order to uplift the efficiency of the court process. The Bank also encouraged small banks to merge so as to ensure adequate capitalization, and bank regulations were tightened. The Banking Act was also amended to give the CBK more power to enforce banking laws and regulations, including the power to levy monetary penalties for non-compliance. 

In the years following the 1998 bank failures to date (2008), there have been two tnstitutions 1 1 that have been liquidated and put under the statutory management by the CBK (see Appendix 2 for a chronological analysis of reforms in the financial 

10 Some recent bank failures include: Trust Bank, Trade Bank, Reliance Bank, Heritage Bank, BulliOn Bank, C1ty F1nance Bank, Pan Ahican Credit & Flllance Bank, Oaima Bank and Euro Bank . 
'' Prudential Bank and Charter House Bank 
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sector that may have had an impact on the banking sector). In the next section, an 
analysis of the possible impact of the financial sector reforms is drawn. 

2.2.1 Impact of financial refonns in the banking sector 

According to Edey and Gray (1996), there are three areas which refonns can 
influence. These are: 

• The role of financial regulatory policies 

• Improvements in technology used in institutions 

• Changes 1n the cost and pncing structures of the intermediation process 

Financial reforms began in the 1980s and they are still being undertaken in Kenya. 
One of the main aims of the reforms was to increase the efficiency and productivity 
gains of the entire financial services sector by promoting competition among the 
different types of financial Intermediaries. The Kenyan financial services are still 
dominated by the banking industry. The deregulation/ reform process allowed more 
freedom for local banks to operate. Foreign banks have been encouraged to enter 
and to expand banking operations in Kenya. 

Figure 2.3 below shows some of the financial sector development indicators. The 
1970s and 1980s showed a contraction of the monetary sector, as evidenced by a 
decline in financial intermediation, and a loss in financial depth as measured by 
M21GOP. This in part is explained by the financial sector repression that existed in 
the economy. As the refonns are undertaken. the sector became vibrant and we 
see financial deepening as evidenced by increasing M21GOP from 1990s to 2007. 
The money multiplier, on the other hand, shows a general upward trend, though 
not smooth throughout with periods of decline in various times. 
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Figure 2.3: Financial sector development indicators (1967-2007) 

F lnancql Sector Development Indicators {1967-2007) 
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The real GOP growth has largely been below 10% for the period 1969-2007. The 

highest real GOP growth rate was experienced in 1977 after the coffee boom of 

1976 and 1977. Immediately following the 1977 growth was the oil crisis of 1978-

1979 that led to a declining trend in GOP until 1983 when it hit a low 0.35% real 

growth rate. The economy rebound back in 1985 and experienced growth in the 

years after slumping in 1994 due to severe drought. There was some element of 

growth in the M2/GDP in the same year, which was increased through printing of 

money to finance the drought at that time. The other periods that show a significant 

increase in M2/GOP are in 1993 and 1997, and are attributed to the Goldenberg 

scandal and elections, respectively. In 1992, Kenya moved from single party to 

multi-party political system. The political system has great impact on how the 

economy is run. The multiplier is stable with an upward trend in the outer years. 
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Figure 2.4: Movements in monetary aggregates over the years 

Real monetary aggregates trends 
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The changes in aggregate money supply (Figure 2.4 above) in the economy during 

the last 1 0 years reflect how the reforms process has deepened the financial 

system. The reforms started in 1989 when the broad money aggregate averaged 

about Ksh 40 billion. In 2008, the broad money aggregate averaged Ksh 753 billion 

in nominal terms. In real terms, the increase is marginal. The trend for broad 

money M3 and M2 have more or less remained the same with M1 showing an 

upward trend. The rapid increase in broad money in nominal terms identifies the 

expansion of commercial banking activities in the financial services sector. In the 

1970s and 1980s, the contribution of commercial banks to broad money supply 

was relatively insignificant. However, by 1990s, it had become a significant portion 

of broad money supply. Accordingly, developments in the financial services sector 

have widened the market for deposits. 

Figure 2.5 below shows how the total bank assets base as a ratio to GOP has 

increased over the years, specifically from 1998 to 2007. The evolution of the 
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financial services sector has increased the assets base of commercial banks. The 

percentage of commercial bank's assets to GOP grew from 6% in1998 to 21% in 

2007. 

Figure 2.5: Ratio of share contributions to GOP for bank assets and financial 

sector 
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This is a significant growth upwards and has indications on financial innovations 

that have taken place in the banking sector. Further, one of the objectives of the 

financial sector reforms was to deepen the activities of the financial services 

sector. Consequently, the sector's contribution to GOP improved from 9% in 1996 

to 11% in 2001 , but gradually maintained a downward trend from 2002 of 8% until 

2006. In 2007, there is a slight improvement to 9%. The change has not fluctuated 

much and has remained constant between 8% and 10%. This implies that financial 
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sector services have continued to play a significant role in Kenya's economic 
development process. 

Deposit and lending interest rates 

Deregulation gave more freedom to market forces in determining interest rates by 
removing preferential credit schemes and by establishing a market for government 
debt instruments. Central Bank of Kenya (CBK) uses two key policy interest rates. 
repurchase agreement (repo)12 and Central bank rate, 13 to guide the market 
Interest rates. These poticy rates are the main factors in determining the market 
rates. Market rates are sensitive to both local rates and international interest rates. 
Commercial banks use different interest rates for their different deposit and lending 
products. Interest rate differentiation was the main strategy that commercial banks 
used to counter peer rivalry in the market. In 2003, CBK started publishing the 
bank charges in the daily newspapers to make customers aware so that they are 
able to choose the banks that want to deposit their money. This partly explains the 
declining trend in the spread over time (see chart below). 

Figure 2.6 below shows the trends of spread (the difference between lending and 
deposit rate) and the real Treasury bill rate for the period 1996-2007. The spread in 
the Kenyan banking sector has been high, averaging 12% in the ten-year period 
under study. In 1996, it started on a high of 16.2% and reduced to 13% in 1997. It 
further fell to 8% in 2005.14 This was the time when the economy experienced 
drought and performed poorty. reporting negative growth rates. The banking sector 

12 The rate at which c:ommercial banks and pnmary dealers tnvest their surplus funds In government secuntJes sold by the CBK under short tenn repurchase agreements. 
13 A rate used by the CBK tor Signalling to the mat1<et the dtrection that the policy Intends to move. A high CBK rate s~gnals bghtemng of the 11\afi(et. Whereas a low rate segnals the converse. •• The MiniSter of Finance and CBK have attempted in the past to narrow the interest rate spread and to control bank charges by enforcing SeclJon 44 of the Bank Act, and the Introduction of the in­dup&um rule. However, these tnlbatives have been tneffective. In the 2006 budget, the Minister adopted an indlfect approach to encouraging compebbon by encouraging banks to expenment with new products and supporting tnlefmediatioo. The MiniSter announced plans to exempt from 1ncome tax the interest earned from listed bonds to infNstructure and asset backed securities. 
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also increased lending rate in line with the prevailing risks, subsequently widening 

the spread. 

The spread, however, has been improving and has been on the decline since 
2001. This is an indication that the banking sector gained some efficiency in the 

intermediation process, such that the spread between the lending and deposit rate 

reduced for the period 2001-2005. In the 1996-1998 period, the interest spread 
changed marginally by less than a percentage point. This was the period when 

efforts were being made to improve money and capital market performance and 
strengthen the supervisory role of the Central Bank. Monetary policy moved 

towards using indirect tools. However, the economy experienced instability, with a 
sudden outflow of short term capital as the pull factors weakened, while foreign aid 

was suspended (Ngugi, 2004). 

Figure 2.6: Interest rate spread in Kenya's banking sector 
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A basic benefit of enhanced efficiency is a reduction in spreads between lending 
and deposit rates. This is likely to stimulate both greater loan demands for 
mdustrial investment, and thus contribute to higher economic growth, and greater 
mobilization of savings through the banking system. Banks in most developing 
countries operate with relatively wide spreads. Although government policies and 
regulations are considered major causes of such wide spreads, studies on banking 
efficiency have pointed at operating inefficiencies as another possible source that 
needs to be investigated. Wide spreads affect intermediation and distort prices, 
thus impairing the role of the financial system in contributing to rapid economiC 
growth. 

A decomposition of interest rate spread methodology adopted from Beck and 
Fuchs (2004) reveals that overhead costs and the profit margin are the most 
emportant component of the interest rate spread in Kenya. A further analysis of the 
overhead costs is driven by interest expenses, which constitute more than 50% of 
the overhead costs (Table 2.4). 

Table 2.4: Kenya: decomposition of interest spreads 

Bank costs 1996 1197 1t98 1199 2000 2001 2002 2003 2004 2005 2006 

Overhead costs 9.5 8.0 6.9 6.6 7.4 6.4 5.9 4.5 3.5 3.1 3.3 
• Interest 7.3 6.2 5.2 3.8 4.1 3.6 2.7 1.7 1.1 1.4 1.4 expense 

• Salaries and 2.2 1.8 1.7 2.7 3.2 2.9 3.2 2.9 2.4 1.7 1.8 wages 

Bad debts 0.5 0.7 1.7 3.0 2.9 1.6 2.3 1.6 1.2 0.6 0.7 charge 

Other expenses 2.1 1.9 2.0 3.2 3.4 3.1 3.6 3.5 3.0 1.9 2.2 
Profit before tax 4.1 2.9 0.5 0.0 0.6 1.9 1.2 2.7 2.4 22 23 
Inter-est rate 16.2 13.5 11 .1 12.8 14.2 13.0 13.0 12.4 10.1 7.8 8.5 spr-ead - - ---·- '- -- --- -Source: Beck and Fuchs (2004) 
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The loan loss provision that is the bad debt charge surprisingly takes a very small portiOn of the nsk fact or demonstrated by the share. The argument that high levels of past non-performing loans, and the notaon that banks charge high lending rates on their loans to mitigate the risks associated with lending may be questionable given the details shown in Table 2.4 above. Other factors relating to costs of financial service provision in the local market include: fraud, security costs, inefficient payment system, heavy regulatory burden as illustrated by high reporting requirements, poor infrastructure, poor bureaucratic and legal framework, an inept macroeconomic infrastructure, the annual re-licensing process and licensing procedures for opening and closing branches, the high cost of bandwidth and frequent power shortages which force banks to have standby generators in their branches - all these add to the high cost of doing business (Oioo, 2007; Beck and Fuchs, 2004). 

2.3 Bank Sector Perfonnance Indicators 

To fully assess the efficiency of bank operations, it is necessary to model various types of functions perfonned by banks, and control for the inputs necessary to proVIde a certain level of utility to owners and depositors (whereby the utility to owners is profits and to depositors is services) while perfonning those functions. There are central performance ratios that indicate banks' status at a glance, and these ratios guide practitioners and commercial bank management in making their periodic decisions. 

Capital adequacy 

Bank regulators place great emphasis on the regulation of bank capital, as capital plays a crucaal role in such depository institutions. One objective of capital regulation has been to reduce the number of bank failures. Equity capital provides a cushion to absorb losses that would otherwise cause a bank to fail. Regulators 
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consider preventing failure an important goal at least in part because of concern 
that one bank's failure may adversely affect the stability of other financial 
Institutions. Another objective has been to reduce the losses to depositors and the 
deposit insurer when a bank fails. Both equity and debt subordinated to depositors 
provide a cushion to reduce the losses to depositors and the deposit insurer in the 
event of failure. Capital also supports growth and long term fixed investment for 
banks and reduces moral hazard. 

Section 715 (1) of the Banking Act 2000 states ·A license shall not be granted to an 
Institution unless the institutions meet the minimum capital requirements specified 
in the second schedule· Therefore, all institutions must meet minimum core 
capital16 in order to operate in Kenya. Capital Adequacy is measured in terms of: 
• Minimum Core Capital set by the regulators 

• Gearing Ratio, that is Core CapitaVfotal Deposit Uabilities (Min 8%) 

• Core Capital ffRWA (Min. 8°k) where TRWA =Total Risk Weighted Assets 
• Total CapitalffRWA (Min. 12%) 

As any of these ratios gets smaller, the bank become under-capitalized and is 
likely that it can end up insolvent. In the Kenyan situation, institutions are required 
to maintain a minimum ratio of 12%. Most banks in Kenya have been able to meet 

15Section 7 & 17 of the Banking Ad provided for capital requirements before the risk-based standards were Introduced. Section 18 came With the inlroduct100 of nsk-based standards, whiCh was enacted in the Banking Ad 2000 16 ·eore Capitar (T~e.- 1) 1s as defined is Section 2(1) of the BankJng Ad. namely permanent shareholdef's equity (issued and fully paid-up ordinary shares and perpetual non-cumulative preference shares) plus disclosed resentes (additional share prem1um plus retained earnings plus 50•.4 of profits after tax plus miOOrity Interest in consolidated subsidiaries) less intangible assets (goodwill and equity funded through revaluation reserves).With respect to profits after tax for the current year to date, 50°.4 of the p.-ofits will be allowed as part of core capital. The Institutions must have made adequate p.-oVJsions for bad and doubtful debts, depreciation and other expenses. In amv10g at the applicable figure, any proposed or interim dividends have to be taken mto accounl "'Supplementary Capital (Tie.- 2) indudes 25% of asset revaluation reseNes, whiCh has receiVed pnor Central Bank's approval, subordinated debt. hybnd (debt equity) capetal instruments, general loan loss pmviSIOOs, or any other capttaltnstrument approved by Cenbal Bank. Supplementary cap~tal must not exceed core capital 
M Total Capitar means ~e cap«al plus supplementary capital. 

43 



the mintmum capital requirement over the years, with some surpassing the 
requtred minimum 

Theoretically, however, the stabilizjng effects of capital requirements are supported 
by models based on the option-pricing model. 17 In this framework, an unregulated 
bank will take excessive portfolio and leverage risks in order to maximize its 
shareholder value at the expense of the deposit insurance (Benston eta/., 1986; 
Furlong and Keeley, 1989; Keeley and Furlong, 1990). Capital requirements can 
reduce these moral hazard incentives by making bank sharehokters absorb a 
larger part of the losses, thereby reducing the value of the deposit insurance put 
option. With more capital and less risk-taking, the effect is clearly a decrease in the 
bank's default probability, hence higher stability in the financial sector. 

Economic theory argues that when capital is relatively expensive, the forced 
reduction in leverage diminishes the bank's expected returns. As a consequence, 
the bank's owners may choose a higher point on the efficiency frontier, with higher 
returns and higher risks. Thus, the intended objective of capital requirements may 
not be met and the results could be perverse. The introduction of risk-based capital 
standards is an attempt to eliminate the possible perverse effects of capital 
requirements (Rime, 2000). 

The core capital, which is monitored on a continuous basts by the Central Bank, 
applies to all institutions and is reviewed from time to time. Other things being 
equal, the greater the credit risk in a bank's portfolio, the greater the total risk 
weighted assets, and the greater the level of capital that the bank must hold 
against its portfolio. The Minimum Core Capital required is shown in Table 2.5 and 
must be achieved by the compliance dates indicated. 

11 Opttons are contracts that do not obligate the holder to transact at the contract price. The holder exerases such a right tf It ts in his tavorftnteresl 



Table 2.5: Minimum core capital 

Comp&nce date &nils and mottgage fin•nce companies An•nclallnatitutiona 

-

-

Ksh miJliona Kah mUiiona 

31-12-1999 2000 150.0 -- - - - --31-12-2000 250.0 187 5 - -- - --31-12-2001 300.0 225.0 -- - --31-12-2002 350.0 262.5 --
31-12-2003 2500 300.0 - ----
31-12-2004 2500 225.0 --
31-12-2005 250.0 2250 
31-12-2006 2500 225.0 

31-12-2007 11 
2500 225.0 - ---

Source Bank Supervision Report 

Any bank that fails to meet the minimum requirements is either urged to merge or 
is put under liquidation. 

Bank earnings 

The earnings of a bank have great implication on the soundness of its operations. 
Several ratios are used to define the earnings of banks. One ratio is the Net 
Interest Income to Average Asset Ratio. Low levels of this ratio are often 
questioned. However, exceptionally high values of it must be questioned as well. 
The issue is that when it is high, it means either the bank has got bliss or 
favourable interest rates, with a wide margin emanating from a high lending rates 
With low deposit rates. Bank interest rates are crucial prices in the economy 
because they allocate financial assets. 

11 In 2008, the law was amended and all banks are ID raiSe their capital to a minimum of Ksh 1 bllltoo by 2012. 
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In an efficient banking system. the market forces detenmne bank interest rates. Within inefficient systems, however, the rates are misaligned to market fundamentals pertaining to demand and supply conditions. Consequently. the margin between lending and deposit rate widens. Interest rate spreads, thus, reftects efficiency and profitability of the intennediation process in the banking sector Further, they reflect economic activity in that they are used to forecast macroeconomic variables. Inefficiency in the intermediation process is attributable to the incentive problem, which includes both information and enforcement components (Ndung'u and Ngugi, 2000). 

Beck and Fuchs (2004) and Ndung'u and Ngugi (2000) argue that high interest spreads and margtns and limited depth and breadth of financial services are the result of underlying deficiencies and impediments in the financial system in Kenya. Widening interest spread is an indicator of the underlying weak institutional and policy set up of the financial sector. 

Earnings are computed as follows: 

Earnings = profit before tax/ (gross assets + contingencies) 

Asset quality 

The quality of credit is as important as its availability, and affects both resource allocation and growth. The models of delegated monitoring and liquidity creation emphasize precisely the role of banks in the evaluation of credit worthiness and in the resource allocation. They also point out the beneficial effects of this type of banking activity in guaranteeing stability and confidence in the payment system. As a consequence, poor credit quality, often synonymous of excessive credit risk. may cause greater volatility in the total credit, with possible backward linkages to the same banktng system. Indeed, recent literature on finance and growth highlights the importance of access to financing for firms depending heavily from the external finance. even if the specific effects of the legal framework and of the structure of 
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financial and banking systems are not unambiguously clear (Ciaessens and 
Leaven, 2005) 

Further, credit quality is a major instrument in banking competition to the extent 
that credit quality may lead to an efficient cost structure. Bad credit screening 
makes the bank's lending subject to the winner's curse (Freixas and Rochet, 
1997), particularly given that credit screening is poorty correlated among an 
Increasing number of banks. Quality of credit is then a specific signal of the 
soundness of the banking sector, as excessive credit risk could impair the efficient 
allocation of capital, and bad credit may also impair the performance of banking 
institutions. Indeed, some authors argue that a significant relationship is to be 
found between the efficiency of the banking system and economic growth, and at 
the same time the efficiency of the borrowing finns could influence the performance 
of the banking system (Lucchetti et a/., 2001 ; Lozano-Vivas and Pastor, 2003). 

In Kenya, loans and advances form the largest proportion of the balance sheet of 
the banking sector. Asset quality is rated on the basis of the proportion of non­
performing loans, net of provisions to gross loans. It involves loans and advances 
that are categorized into five groups depending on the time past due: nonnal risk, 
watch, substandard, doubtful and loss. Asset quality is given by the following ratio: 

Asset quality = Net non-perfonning loans/gross loans. 

High levels of non-performing loans show that the bank is experiencing some 
inefficiency in the process of intermediation. 

Uquidity in the banking sector 

Uquidity of the banking system is measured by the ratio of the net liquid assets to 
total deposits. Liquidity = Net liquid assets/Net deposit liabilities. This ratio is high 
in Kenya, with banks keeping excess reserves each day. The Central Bank has to 
mop up liquidity in the banking system daily to a range of Ksh 1-10 billion. In a 
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credit needy economy such as Kenya's, 1t is questionable why banks would hold 
excess reserves unless this is pegged to inefficiencies existing in the 
intermediation process. Contrary to this, the Banking Supervision Department at 
the CBK has blamed the excess liquidity to the method used in computation of 
liquidity. and the low cash ratio requirement. The numerator in the formula includes 
liquid assets sudl as bonds that are considered long term. 

A liquidity ratio was first imposed on commercial banks in 1969 and it was set at 
12.5%. The ratio was increased to 20% in 1983 and 25% in March 1994, and then 
reduced to 20% in May 1997. Despite the high minimum statutory requirements, 
banks had excess liquidity. According to Ndung'u and Ngugi (2000), the excess 
liquidity may be attributed to several factors: restrictions placed on commercial 
banks at the discount window, coupled with a thin inter-bank market; a high 
reserve requirement; and purchase of government securities. High liquidity held by 
the banks in a much needy credit society has strong implications on the efficiency 
of the intermediation process. 

F1gure 2.7 below gives some of the trends of bank performance indicators over 
1997 -200ft The indicators have been discussed above and include the Capital 
adequacy indicator, Return on Assets and Asset quality indicator. 
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Figure 2.7: Some selected bank perfonnance indicators 

Bank performance indicators (1997-2006) 
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Source: Banking Survey (2007) 

The return on assets shows an upward trend from 1997 to 2006. It begins on a 

high of 2.93%, dips to 0.27% in 2000 and then picks up to 2.41% in 2006. The ratio 
of NPULoans was high, at about 30% in 1997, increased to 38% in 2000 and then 
decreased to 20% in 2006. This trend is an indication of improvement in the 

banking sector as regards asset quality, and is attributed to prudent management 
of assets and increased provisions for loans, which is derived from increased 

capital requirements by the Central Bank Kenya. Core capitalfTRWA has remained 
stable over the years, and this is an indication of soundness in the banking system 
in Kenya. 

To supervise and regulate banks properly, the Central Bank of Kenya also 

assesses bank management, in addition to monitoring asset quality, capital 
adequacy, earnings, liquidity and profitability. Poor and incompetent management 

is often cited as one of the root causes of misuse of resources in production and 
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serv1ces Other parameters that measure banking sector performance or indicators 
are: market share, lending behaVIour, distribution of bank profitability, credit distnbution, composition and changes in assets, liabilities, deposits. capetal and reserve, profits and losses. 

2.4 Bank Balance Sheet 

2.4.1 Structure of asset portfolio for Kenyan banks 

Loans dominate the asset portfolio of commercial banks. and the volume has 
increased as shown in the Figure 2.8 below. Private sector credit has been on the 
increase over the years. except for a small slump in the year 2001 . The decrease 
en 2001 may be attributed to the uncertainty the commercial banks faced before the 
2002 elections.19 and the high levels of non-perfonning loans the commercial 
banks were experiencing then. After peaceful transition of government in 2002, the 
economy began to grow and so did credit to the private sector and investments in Treasury Bills. The trend for both credit to the private sector and Treasury Bills increased during the years 2004-2006, as shown in Figure 2.8 below. The cash ratio was reduced from 10% to 6% in 2003. and that led to an increase in liquidity en the banking system. Banks had enough money to trade and invest 1n any 
market. thus the T -bill rates were pushed downwards as shown in the graph (Figure 2.8) in year 2003. Other interest rates followed suit by going down. 

The redistribution across sectors is a reflection of removal of credit ceiling that existed before the financial sector was liberalized. The lending rates, as shown ear1ier. show a declining trend with a small marginal pick in 2005. The low lending 
rate may have emanated from some form of increased competition in the banking 
sector. Low lending rates led to increased economic activity, which led to growth in 
the economy in the subsequent years in 2006 and 2007 of 6.1% to7.0% from 5.1% 

H~ Sections in 2002 were htstoric in Kenya, as the government changed from 24 years rule ot one president to anotfler 
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and 5.8% in 2004 and 2005, respectively. This can explain the increase in private 
sector credit. 

Figure 2.8: Commercial bank portfolio~redit to private sector and Treasury 
bills. 

Commercial Bank portfolio- credit to private sector and 
Tbills Kshs million (1997-2006) 
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Source: Banking Survey (2007) 
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Treasury Bills still remain a small share of bank portfolio investment, while credit to 
private sector continues to dominate the assets of commercial banks. Further, in 
the distribution of credit, credit to government is falling relative to total credit, 
though in absolute terms it is going up. Private sector credit has been on the 
increase in both absolute and relative terms. The distribution of credit to the private 
sector is given in Table 2.6. Credit to the private sector was rationed before 
liberalization of the financial sector in 1989. After economic liberalization and 
financial sector reforms, banks have been operating on business rationale, and 
credit to the private sector is specifically allocated to where banks themselves find 
business advantage. In this respect, some sectors that received large amounts of 
bank credit in the past two decades have realized declining shares of credit, which 
are aligned with the contemporary reforms in the banking sector. In particular, 
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agriculture sector credit that was favored by the government during the penod of 
controls is not one of the leading sectors lent to by the banks. 

Table 2.6: Percentage disbibution of private sector credit from commercial 
banks 

l 
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- - -Source· Statistical Bulletin, Central Bank Kenya (various) 

Sectors such as agriculture, manufacturing and trade that were popularly 
supported by the government show a dedining trend from 2002. Sectors such as 
credit to private households, consumer durables and business service have an 
upward trend from 2002. The other remaining sectors stagnate on an average of 
1% and 6% of credit for building and construction, transport and communication, 
finance and insurance sectors, and mining. During 1997-2006, agriculture received 
an average of 9% of the totaJ credit extended to the private sector from commercial 
banks. The agricuJture sector has been hard hit in the world market, with exports 
from Kenya facing tough competition with new players in the trade of tea and 
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coffee entering the wor1d market. Manufacturing has receeved the largest share of 
credit during the period of study, 1997-2006. Kenya's manufacturing sector has 
been on the growth path, with new firms establishing base in Kenya. Kenya's 
economic growth has been fueled by production in the agriculture, manufacturing, 
trade and servece 1ndustnes. 

Business sefVices have also enjoyed a growing trend of credit from commercial 
banks. The servK-.e sector has been growing in Kenya, and has also contributed 
stgnificantly to the growth of the economy. 

Continuing growth in credit allocated to the private sector was generally 
perpetuated by improvement in loan performance, reduced government 
intervention and expansion of the banking sector. Credit growth has also been 
partJy owing to banks' corporate clients that switched from borrowing abroad to 
domestically in order to escape exchange rate risk and to take advantage of falling 
cost of funds in the domestic market. 

However, on the other side, aii9Cation of credit has seen a high level of non­
perfonning loans in Kenya. The ratio of non-performing loans to total loans in the 
bank indicates the credit quality of bank loans. Banks with the lowest non­
perfonning loans are believed to be of better quality. This is due to their ability to 
evaluate risk better than their counterparts. Financial soundness requires that 
assets in the banking sector are of high quality, and management is of high 
credibility. 
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Deposit composition of Kenyan banks 

Banks in Kenya hok1 both transaction (demand) and non-transaction deposits. 
Demand deposits are held for a short period of time, and they essentially facilitate 
cheque and cash transactions. Non-transactions deposits are held for a long period 
of time and mainly constitute savings and time deposits. These form the major 
source of funds to the commercaal banks in Kenya. During the period 1997-2007, 
44% of total deposits were non-transaction deposits, 22% were demand deposits 
and 33% constituted foreign deposits. Unlike the demand deposits, which either 
earn very little interest rates or more often a zero rate, non-transactiOn deposits 
earn interest income. They are, however, advantageous as they provide an 
opportunity of easy access to funds, including bank advances and overdrafts. 

All forms of deposits, in general, over the last 10 years show an upward trend. This 
is a reflection of improving economic situation. In their endeavour to foster deposits 
mobilization, commercial banks have recently been innovative. They have made an 
effort to somehow cope wrth contemporary consolidated banking business by 
offering flexible and diversified services. Banks have initiated new types of 
specialized accounts and widened their branch networks to some non-harnessed 
potential business areas. Because of rising competition, commercial banks 
advertise and accept negotiated favourable interest rates for their prime customers. 
Moreover. automatic teller machines and credit card usage are now on the 
increase. 

Income and expenditure structure 

Sources of income for commercial banks are mainly from interest gained from 
three major sources: interest on loans and advances, interest on government 
secunties, and interest on placements and bank balances. The income from 
Interest on loans and advances form the major source of income compared to the 
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other two interest income aforementioned. Other sources of income include foreign 
exchange gain\loss, fees and commission income and other operating income. The 
main expenditures of commercial banks come mainly from interest paid out on 
deposits, interest on borrowed funds, deposits and placements from other banks, 
other interest expenses, general administrative expenses, including staff salaries, 
and other operating expenses that include overheads. 

Figure 2.9: Income structure of commercial banks in Kenya 

Income structure of commercial banks in Kenya 

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 

• Totallntert'St Income • Forc•gn exchange gam (loss) 

• Fcss c1nd Comm•sSton Income (net) • Other opcratmg Income 

Source: Bank profit loss account 

Over the years, income from interest earnings dominate the income in commercial 
banks. The interests show an upward trend from 1997 to 1998, then decline 
afterwards to a low in 2003 and increase afterwards to 2006. Fees and 
commissions have been on the increase for the whole period 1997-2008. This is an 
indication of more and more people getting banked, or an increase in the charges 
on fees and commissions in the banking sector.20 The other incomes from foreign 

20 Different fees are charged for different accounts. For instance. a current account has more to 
offer than a savings account, and therefore attracts more charges tor its operations. Different 
services attract different fees or commissions. Recently (2007 and 2008). the Central Bank of 
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exchange gain and other operating income remain fairly stable over the period 
under review. 

Figure 2.10: Expenditure structures of Kenyan banks 
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Expenditure structure of Kenyan Banks 
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• Totalmterest expense • General admu11strat1ve expenses 

• Other Opcratmg ~pcnses 

Source: Profit and Loss Account of banks 

General administrative expenditures seem to be on the increase, compared to 
other bank expenditures. In the recent past, banks have been increasing their staff 
as well as restructuring, thus have incurred increasing high costs. There are other 
factors that have been attributed to increased operating costs, such as power 
shortages, insecurity, credit and interest rate risks, etc. Interest expenditures have 
shown a downward trend, implying that banks have continuously paid less interest 
to deposits, hence the wide spread. 

Kenya started publishing the fees and commissions charged by all the banks to ensure that 
customers have full information and can make their choices wisely. 
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2.5 Summary 

This chapter has given a detailed background of the banking sector in Kenya The 
chapter has chronologically analyzed the sequence in which banks have entered 
mto the existing financial system, and also the reforms that have taken place over 
the years The analysis in the chapter has highlighted that the financial services 
sector in Kenya has experienced a gradual reform process, and some of the 
refonns are still being implemented and amended. Moreover, the chapter has 
shown that reforms have had some positive impact on the banking sector, 
generating significant improvements in banking activities during the period. 
In summary, the analysis found: 

• An increase in the contribution of the financial services sector to GOP and 
the deepening of the ~tors' operations: 

• Improvement in the institutional infrastructure of the financial services 
sector, with the number of institutions and scope of operations; 

• Improvement in the assets base and deposit base of commercial banks; 

• Reduction in government ownership of commercial banks' assets: and 

• A reduction in bank concentration. 

Further, the banking sector has experienced technological and ICT -based 
developments, which have affected the efficiency with which the banking sector 
has been operating. The changes in market concentration have intensified 
competition not only in the banking industry, but also in the overall financial 
services sector. Diversification of operational activities of banking firms has 
changed the relative importance of the traditional sources of income of the banking 
sector, from reliance on interest earned to greater emphasis on fees earned. 

The next chapter will review the literature related to efficiency (technical and 
managerial) and productivity gains and its applications in the banking industry. The 
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findings in the next chapter are used to fonn the analytical research framework for the study. 
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CHAPTER THREE: THEORETICAL AND EMPIRICAL UTERA TURE REVIEW 
This Chapter gives an overview of past empincal studies done 1n the area of efficiency, X-inefficiency and productivity in the banking industry. 

3.0 Introduction 

The very earty economists had insights as to how resources would be allocated efficiently given their scarcity and wants. Adam Smith, in his invisible hand hypothesis, says that a competitive market provides a powerful invisible hand that ensures that resources find their way to where they are most valued, thereby enhancing the wealth of the nation. In Smith's view, reliance on the economic self Interest of individuals and firms would result in a perhaps surprisingly desirable social outcome. This invisible hand image provides the impetus for what is called the fundamental theorem of welfare economics - that there is a close correspondence between efficient allocation of resources and the competitive pricing of these resources. Whereas the term efficiency may carry different meanings in different academic fronts (see Jollands, 2006 for an exploration on the concept and its interpretation), the focus in this study is Economic Efficiency. 

Economic efficiency may be defined as a term that refers to the optimal production and consumption of goods and services. This generally occurs when prices of products and services reflect their marginal costs. Economic efficiency gains can be achieved through cost reduction, but it is better to think of the concept as actions that promote an increase in overall net value, which includes but IS not limited to cost reductions. Efficiency may be allocative (exchange), productive or diStributive efficient. Economic efficiency depends on the factors of production. Something that is technologically efficient may not be economically efficient. But something that is economically efficient is technologically efficient. 
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Allocative (exchange) efficaency is achieved when the value consumers place on a 
good or service (reflected in the price they are !Mihng to pay) equals the cost of the 
resources used up in production. Condition requtred is that price = marginal cost. 
When this condtbon is satisfied, total economtc welfare is maximized. Pareto 
defined allocative efficiency is a situation where no one could be made better off 
wtthout making someone else worse off. This can be illustrated using a production 
possibility frontier (PPF) - all points that lie on the PPF can be said to be 

allocatively efficient because we cannot produce more of one product without 
affecting the amount of all other products available. Productive efficiency exists 
when producers minimize the wastage of resources in their production processes. 
The economy to be productively efficient must produce along the PPF. For 
distributive efficiency. the PPF has little substance because that is efficiency 
context, which is concerned with making sure that goods and services are supplied 
to those who actually need them. 

The fonnal relationship between cost function and production function, which 
undertines efficiency assessment, was first established by Shepherd (1953, 1970) 
with assumption of theoretically known efficiency. Whereas other classical 
production theories had restricted analysis to single output situation, his production 
functions considered multiple outputs. This mari<ed the beginning of analysis of 
efficiency of multiple product firms. Quantitative methods of measuring total 
economic efficiency (with assumption of unknown theoretical efficiency) was 
pioneered by Farrell (1957), who built upon the wori< of Oebreu (1951) and 
Koopmans (1951) to define a simple measure of efficiency, which could account for 
multiple inputs and outputs. Chapter 4 gives a detailed overview of the concepts of 
efficiency and productivity as theoretically postulated in economics and as used in 
this study. The next section gives the empirical oveniiew of past studies on 
efficiency and productivity in the banking sector. 
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3.1 Some Selected Empirical Studies 

Berger et al.. (1993) and Berger and Humphrey (1997) presented two literature 
surveys on the application of frontier-based efficiency and productivity studies 1n 
the financial services sector. An interesting observation of these literature reviews 
is that only a few studies have addressed efficiency and productivity issues 1n 
developing countries. Previous studies have mainly focused on evaluating 
efficiency and productivity ga1ns 1n the developed countries. Thus. efficiency and 
productivity in the financial services sector in developing countries have been given 
a very low priority by researchers. However. with globalization of the activities of 
financial services sector. it is important to understand the operational performance 
of the sector in developing countries as well as the developed countries. The 
purpose of this section is to investigate the existing efficiency and productivity 
gains-related studies in the financial services sector. which primarily used Data 
Envelopment Analysis (DEA) to estimate efficiency and productivity gains. 

In the literature, there is evidence of a relationship between a sound intermediation 
process and efficiency in the banking system. An efficient financial system 
removes or mitigates substantially the uncertainty and risks surrounding financial 
assets. consequently facilitating intennediation (Horward and Haynes. 2001 ). As 
one of the basic benefits of enhanced efficiency, for instance. commercial banks 
can reduce the spread between lending and deposit rates in order to stimulate 
loans demand for investments (Vrttas, 1991 ). From the view point of Kenny and 
Moss (1998). throughout Ahica. inefficient financial intermediation exacerbates and 
contributes to the problem of low saving and investment rates. 

King and levine (1993) assert that development of an efficient banking sector 
exerts a large causal impact on total factor productivity growth. which in tum 
causes GOP to grow. They attribute this to the high ability of efficient financial 
Intermediaries to evaluate risk and to identity the investments with the highest 
returns. Such intermediaries are able to allocate credit efficiently by identifying 
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umovative investments and directing funds to them. This accelerates total factor productivity, which leads to greater long-tenn growth. 

Because of the rapid growth of financial markets and financial innovations, it has become more important to measure the efficiency of financial institutions. If those financial institutions operate more efficiently. they might expect improved profitability and a greater amount of intermediated funds. Consequently, the consumer might expect better prices and service quality and greater security and soundness of financial systems (Hunter and Timme, 1986). 

3.2 Productivity Studies 

The concept of total factor productivity. as first discussed in the literature of the 1930s and the first explicit calculation of technical development obtained by generalizing a Cobb Douglas production function by adding an exponential time trend, is attributable to Tinbergen (1941). In the context of this study, total factor productivity (TFP) measures changes in total output relative to inputs, and the concept derives from the ideas of Malmquist (1953) and the distance function approach. Caves et al. (1982a) have investigated productivity indices derived from Shepherd's distance function and provided the theoretical framework for the measurement of productivity. This forms the basis for what has come to be known as the Malmquist productivity index number approach. Fare ef al. (1985, 1994b) have shown how the Farrell's (1957) efficiency indices are dosely related to Shepherd's distance functions. 

Berger and Humphrey ( 1992) investigated productivity changes in the Norwegian banking industry for the period 1980-1989. They make use of the Malmquist productivity tndices and find that productivity fell prior to the period experiencing deregulation, but grew rapidly when deregulation took place. Grifeii-Ttje and Lovell {1996) investigated the sources of productivity change in Spanish banking over the 
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period 1986-1993 us1ng a generalized Malmquist productivity index and found that 
commercaal banks had a lower rate of productivity growth compared to savings 
banks. but a higher rate of potential productivity growth. Wheelock and Wilson 
(1999) used the Malmquist index to study productivity change for all US banks 
between 1984 and 1993 and found that productivity declined. on average, during 
this period because of reductions in effic iency. Alam (2001) adopts a similar 
approach to Wheelock and Wilson (1999) to investigate productivity change in US 
commercial banking over the 1980s and find a significant productivity increase 
between 1983 and 1984, followed by a fall in 1985. and growth thereafter. 

Altunbas et a/. (2000) did a study on productivity of European banks and found that 
technical change has systematically reduced European banks total cost during the 
1990s, although Gjirja, M (2001) study of Swedish banks found that technical 
change became exhausted, with average banks catching up with industry best 
practice. 

3.3 Drivers of Inefficiencies 

Empirical studies have given mixed signals on sources of efficiency gains. Yue 
(1992) found that the main source of inefficiency in the largest 60 commercial 
banks in Missouri is technical inefficiency. The contribution of scale diseconomies 
is relatively low. Drake (2001) investigated the efficiency of 10 UK banks during 
1984-1995. That study found increasing returns to scale in small banks and decreasing returns to scale in large banks. Consequently, Drake suggested that 
the banking industry in the UK suffers from scale diseconomies, particular1y for the 
smallest and the largest banks (i.e ., except medium sized banks). Darrat et a/., 
(2002) found that allocative (regulatory} and technical inefficiency (managenal) 
have affected the efficiency of Kuwait banks. Over the period 1990-1993, the 
productivity growth in US rural banks was attributed to technological change rather than the pure-technical change or scale change (Devaney and Weber, 2000). 
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Elyasiani and Mehdian (1990) found that during the penod 1980-1985, US banks 
enjoyed a posilJve technecal change 

Drake and Hall (2003) investigated technical and scale efficiency 1n Japanese 
banks using a cross-section of data to find evidence for efficiency of potential bank 
mergers. The result signaled that Japanese banks exhibited considerable overall 
111efficiency, with a sample mean for overall efficiency of 72.36%. Drake and Hall 
(2003) found that the main reason for productive inefficiency is pure-technical 
tnefficiency. and the exdusion of problem loans from productivity analysis may 
over-estimate the potential economies of scale. In another study on Turkey, which 
aimed to find improvement in efficiency and productivity gains from deregulation, 
the main source of productivity gain was found to be catching up with the best 
practice banks. rather than technical progress (lsik and Hassan, 2003a). This result 
further suggested that domestic banks suffer from diseconomies of scale. In 
contemporary frontier-analysis studies, many researchers have focused on the 
short-run production frontiers. 

Prior (2003) attempted to construct long-term and short-term cost frontiers using 
non-parametric methods to find the capacity efficiency in Spanish savings banks. 
Pnor (2003) separated inputs into vanable and fixed inputs, with the short-run 
frontier constructed by considering variable inputs and the long-run frontier 
constructed using both fixed and variable inputs. The difference between estimated 
efficiencies using long-run and short-run cost frontiers is identified as capacity 
efficiency_ The study revealed that a Significant portion of inefficiency in Spanish 
commercial banks arose due to capacity under-utilization. One main objective of 
these studies was to find an appropriate scale of operation for banking institutions. 
However, the results are somewhat complicated. Many studies suggested that 
either large banks or small banks were not able to gain the benefit of economies of 
scale of operations. The problem of optimum scales for banking operations is yet to 
be resolved. 

64 



One of the issues of efficaency studtes concerns factors that drive inefficiency. Economic inefficiency is the opposite of economic efficaency. It is a general term, which refers to the situation where we could do a better job to attain the same outpuUresults at lower cosl Some forms of inefficiencies include (a) productive inefficiency, where we could produce some given output at a lower cost or produce more output at the same cost; (b) X-inefficiency, which is a motivationalanefficiency that occurs when efforts and effectiveness of the managers are low; (c) allocative inefficiency. which concerns the situation where resources allocation to alternative uses does not fit well with consumers' taste. Thus, inefficiency may be attributed to technical, operationaVmotivational and structural impediments. 

3.4 X-inefficiency Studies 

Leibenstein (1966) coined the term X-efficlency to describe management laxity that anses in firms with market power. In the banking cost literature, the term X­lnefficiency has come to be used in a more general sense to desaibe any excess cost of production not caused by sub-optimal scale and scope. Depending on the methodology used, estimates of X-inefficiency range from as little as 10% to as much as 50% of costs at the average bank, with most studies finding X­inefficiencies equal to around 20-25% of costs. 

Another source of inefficiency is the agency problem, which is a consequence of management styles (Fan, 1975). Fan shows that where firms operate under own manager control as opposed to the employee manager control, productivity increases. Here, the crucial issue is the positive contribution of incentives/bonus to affect the effort of the managers and workers. 

Academic research on the performance of financial institutions has increasingly concentrated on X-efficiency (or frontier efficiency), which measures deviations in 
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performance from that of best practice firms on the effiCient frontier, holding 
constant a number of exogenous market factors such as prices faced in the local 
market The efficient frontier measures how well the financial institution performs 
relative to the predicted performance of the best firms facing the same market 
conditions in the industry. X -efficiency often measures cost efficiency of institutions 
more accurately than does standard financial ratios (De young, 1998). Comparing 
the financial ratios of different banks IS not appropriate. unless the banks are near1y 
identical in terms of product mix. bank stze, market conditions and other 
characteristics that can affect the costs of the banks. Thus. statistical-based 
uefficieot cost frontier" approaches would measure efficiency more accurately. 

Empirical studies of X-inefficiency in banks find that banks of similar siLe and 
product mix incur widely divergent costs that vary by amounts for larger than the 
savings available from scale and scope economies. Pi and Tamme (1993) found 
that X-inefficiency in large, publicly-traded commercial banks decreased as the 
Chief Executive Officer (CEO) stock ownership increased, as long as the CEO was 
not also the chairperson of the board of directors. When the two positions (CEO 
and Chairperson) were consolidated, concentrating power in the hands of the CEO 
led to increase in X-inefficiency, with the percentage of the firm owned by the CEO. 

Grabowski et al. (1993), used DEA to analyze differences in organizational form 
across banks. They found that X-inefficiency is larger in multi-bank holding 
companies than in branch banking organizations. The authors concluded that to 
the extent that multi-bank holding companies are organizational arrangements 
designed to circumvent product and geographic market restrictions. removal of 
regulatory barriers will improve efficiency in banking markets by reducing X­
inefficiency. In contrast, Newman and Shrieves (1993) found that multi-bank 
holding company organizations have about 2% cost advantage over branch 
banking organizations. Evidence shows that increasing bank branches and other 
regulatory restrictions prevent banks from operating as efficiently as possible. 
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Evanoff and lsrailevish (1991) found that X-inefficiency in large banks is greater in 
regions charactenzed by more restrictive state level regulation, and also that X­ineffidency in these banks decreased after financial deregulation of the earty 
1980s. Evidence is mixed regarding the relationship between X-inefficiency and commercial bank size. X-inefficiency may decrease with bank size if large banks face greater pressure from shareholders, or if larger banks are better able to attract capable managers, or because large banks tend to be located in intensively 
banked, densely populated metropolitan areas where competitive pressure may be greater and branch offices are more likely to operate at efficient scale. 

Kirkpa rtrick et a/ (2008) use cost efficiency and profit efficiency approach to measure the degree of X-inefficiency for a panel of 89 banks in nine Sub-Saharan African countries. The study covered eight years from 1992-1999. The 
determinants of X-inefficiency are then modeled in tenns of bank specific factors and general macroeconomic variables. The findings showed that the degree of 
cost X-inefficiency was exacerbated by bad loans, high capital ratios and financial liberalization. In contrast it was shown that larger banks are more efficient and that 
the level of foreign bank penetration reduced X-inefficiency. The findings were found to be important for bank managers in Sub Saharan Africa. 

Empirical evidence linking X-inefficiency and market power was originally posited by Leibenstein (1966). Edwards (1977) found that banks in highly concentrated markets tend to hire more labour and pay them higher wages than banks in less concentrated markets. In contrast, Rhoads (1980) found no consistent (and in a few cases a negative) relationship between concentration and expense levels in 
banks, and rejected the expense preference framework for bank managers. Berger and Humphrey (1992) regressed an ordinal measure of X-inefficiency on a set of 
variables that induded market concentration and found no relationship between concentration and X-ineffictency. 
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3.5 Financial liberalization and efficiency 

Past empirical studies postulate that financial liberalization enhances the efficsency 
and productivity of banks by creating a competitive and flexible environment in 
which banks have more control over thesr operabons. Bhattacharyya eta/. (1997) 
report that deregulation and liberalization had a major impact on productivity and 
efficiency increases in various industries, and the banking sector in some Eastern 
and Central European countries, as well as China. Although the primary goal of 
liberalization and deregulation has been to improve efficiency, earlier results have 
been mixed; in particular, the short tenn effects of liberalization have been 
discouraging. 

Leightner and Lovell ( 1998) measure total factor productivity growth of Thai banks 
during 1989-1994 to evaluate the financial liberalization of the late 1980s. Using 
two alternative input-output models, one based on commercial banks' objective to 
generate revenue and the other based on central bank's objective to intennediate 
funds, they construct a Malmquist total factor productivity index for Thai banks. 
Leightner and Lovell ( 1998) find that productivity of banks improved after 
liberalization. Using a similar approach, Gilbert and Wilson (1998) also find that 
financial liberalization in Korea had positive impacts on productivity of the Korean 
banking industry during the early 1990s. 

In contrast, Hao et al. (2001) use a parametric Stochastic Frontier Approach (SFA) 
to measure the efficiency of Korean banks and do not find any positive relationship 
between the measured efficiency and financial liberalization. lsik and Hassan 
(2003) employ OEA to construct a Maknquist total factor productivity index for 
Turttish banks during 1980-1990, and suggest that the performance of banks 
improved after implementation of financial liberalization. In contrast, Yildirim (2002) 
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analyses the techmcal efficiency of Turkish banks between 1988 and 1999 using non-parametric OEA and find that Turkish banks did not achieVe any sustained efficiency gains over the sample period. 

There are a number of studies done on bank efficiency in the US, and they have made use of panel data. These studies (Gilbert, 1984; Berger et al., 1993; Clark and Speaker, 1996; Mitchell and Onvural, 1996; Berger and Humphrey, 1997) overall cond ude that US banks average cost curve is relatively ftat when compared to European banks. Most of empirical work on European banks has focused on cost functions using data from single bank or country. They find a U-shaped average cost and, to some extent, scope economies exist (Parisio, 1992; Berger et a/., 1993; Altunbas eta/ .• 2000; Drake and Simper, 2002). 

Kasekende l. et a/ (2009), analyze the broad financial sector reforms in four largest economies in Africa in the context of globalization and internal factors that may have influenced their fonn and impacl The study examined the sector's transformation caused by movement towards financial consolidation in large economies such as South Africa and Nigeria by way of bank wide mergers and alliances. The study considers the likelihood of consolidation extending across segments of the sector given the potential synergies between the banking securities and insurance sectors, and the impact this would have on enhancing competitive conditions in financial services in African economies. The idea was that competition stimulates productivity growth either through general technical progress or through improved efficiency, or both. They found that the models and approaches these countries adopted (for example South Africa's gradualist approach) in terms of financial restructuring worked. These were good lessons for other countries in Africa. 
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3.6 Kenyan Studies 

In their analysis of the structural issues in the financial system in Kenya, Beck and 
Fuchs (2004) observe that there are large differences in productivity across 
different ownership groups of Kenyan banks. They report that, compared to banks 
in other sub-Saharan Atnca countries, and other emerging countries, Kenyan 
banks seem to be over-staffed, and their employees less productive. They find 
State-owned banks in Kenya to have twice as many employees relative to their 
assets. loans and deposits as foreign-<lWned banks. The higher productivity of 
foreign-owned banks compensates for the higher wage costs of these banks, 
compared to domestic banks. Private domestic banks are less productive and 
more over-staffed than foreign-owned banks, but more productive and less over­
staffed than state-owned banks. They emphasize that disparity across ownership 
groups indicates significant potentiaJ gains from increased competition, and the 
resulting efficiency improvements. Further, the analysis of the overhead costs 
shows that they are driven by wage costs, which constitute 50% of total overhead 
costs). fraud, security costs, the inefficient payment system and a heavy regulatory 
burden . The study makes use of financial and accounting ratios to make the 
comparisons and analysis. 

3. 7 Synthesis of the Uterature Reviewed 

This chapter has provided a brief review of empirical literature on efficiency and 
productivity studies, with special reference to the banking industry and DEA-SFA­
based studies. Several important issues needing further attention are identified and 
outlined below. The empirical studies have mixed evidence on the outcomes of 
financial liberalization. While some countries have enjoyed positive outcomes, 
some other countries have not been able to maintain previous gains, which they 
had before liberalization. Therefore. it is difficult to derive a conclusion about the 
outcome of financial liberalization in a particular country based on studies made in 
other countries. 

70 



Efficiency studies on banks and other financial institutions have been conducted in developed and developing countries. However, maJority of studies conducted concentrated on financial sectors in the US and Europe. These studies estimated efficiency levels of different sizes of banks and bank branches, and made comparisons between them. Existing research has shown that financial institutions are less than fully efficient and have quantified the apparent extent of this deficiency. The literature also indicates that development and efficiency of financial Intermediaries are important determinants of economic growth. Past studies 1n Kenya point to the fact that Kenya exhibits low efficiency of financialmtermediaries as evidenced by the high interest rate spreads in the banking sector. However, little has been done on the e)(amination of the level of efficiency and trends in efficiency of commercial banks in Kenya. 

Overall. this survey has highlighted that financial services sectors in developing countries have not been adequately researched. In-depth analysis of these markets is essential to formulate the required policies. The findings in other countries are probably irrelevant to a particular country. Not only are differences in the social, political and economic environments important but the geographical environment may also have a significant influence over efficiency and productivity gains. Therefore, it is essential to do a country-specific analysis. 

The next three chapters will use this literature to form an analytical framework for analysis of efficiency and productivity gains, and to measure banks X-inefficiency and identify factors affecting the banks' X-inefficiency. 
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CHAPTER FOUR: ANALYTICAL FRAMEWORK AND METHODOLOGY 

4.0 Introduction 

This chapter lays out the analytical framework and the methodology to be used 1n 
this study. The first section introduces various concepts and theoret.tcal foundations 
on productivity and efficiency. The second and third sections discuss the 
approaches that can be applied for measuring productivity in a business umt in a 
given industry. The first three sections set out the analytical framework 1n which the 
sect10ns that follow extend the models to analyze the efficiency and productivity 
changes in the Kenyan banking industry. Section four, therefore, justifies 
methodologies adopted in estimating efficiency. Section five lays down the 
methodology adopted for the translog cost function and the last part discusses the 
methodology adopted in analyzing the factors determining the X-ineffietency in the 
banking sector. 

4.1 Concept of Efficiency and Productivity 

Productivity is generally defined as the relation between output {produced goods) 
and input (consumed resources) and can be regarded as one of the most vital 
factors affecting competitiveness of a business finn (Robert, 1996). A firm can 
achieve productivity gains by producing either a greater output from a given level of 
inputs or by using a minimum amount of Inputs to produce a given level of outputs 
(Coelli et a/ .• 1998). In this context, productivity can be defined as the ratio of the 
output(s) to the input(s) used. 

Firms use technology to convert inputs into outputs. Thus, efficiency 1s determined 
by, among other things, the technology that a firm uses in production. The 
technology of a firm may be represented by production frontiers, profit functions, 
cost functions or by distance functions. Focus is given to the production frontier 
here. From a theoretical stand point, let us suppose the production inputs of a 
production unit are represented by the Input vector X=(X,, .. ... . .. ><.t)e9lK• and the 
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outputs are denoted by the output vector Y= (Y 1, .. .. .. . Y1) e 9lJ•. We further assume 
that inputs prices are represented by price vector W;;; (W1, ....•••• Wk)e~nK•, where 
the production possibility set (PPS) of th1s production umt is a set S of the vector 
space 91K•J . The production unit or Decision MakJOg Unit (OMU) may select any 
input-output combination (X, Y) eS in its production process (Fare and Grosskopf, 
2004). 

The PPS can be represented in two ways: by output possibility set and by input 
requirement set. By output possibility set P(X) = (Y: X can produce Y) eS, which 
maps x in to the subset P(x) . That is, the output producible set P(x) denotes all 
output y that can be produced by input vector x . By the input requirement set L(y) 
= (x : x can produce y) eS, which maps y into the subset L(y) of inputs. In other 
words, the inputs set L(y) denotes all input vectors x that yield output y (Fare eta/., 
1994; Coelli eta/., 1998). Both output producible set y eP(x) and input requirement 
set x eL(y) are equivalent presentations of the technology, that is, y e P(x) (:) (x,y) 
eSe> x eL(y). 

The axioms below must hold for output producible set P(X) and input requirement 
L(Y) 

(a) P(x) is convex, implying that if two combinations of outputs can be 
produced with a given input vector x , then any average of these output 
vectors can also be produced by x--this Implicitly requires continuous 
divisibility of commodities. 

{b) 0 e P(x), nothing can be produced out of a given set of inputs. 

{c) Non-zero output levels cannot be produced from zero levels of inputs. 

{d) P(x) satisfies strong disposability of both inputs and outputs. 

{e) P(x) is bounded for each xemK•, implying unlimited levels of outputs 
cannot be produced from a limited amount of inputs (This axiom is the only 
exception for the input requirement set) . 
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{f) P(x) is closed (see Kumbakhar and Lovetl (2000). Coelli et a/., 1998). 
This may be Illustrated graphically below (Fsgure 4.1 ). In this, case we use the 
input and output efficiency measures in a single input (x) and single output (y). The 
thick line represents the efficient frontier of the production possibility set S The n­
th Oecis1on Making Unit (OMU). or finn or bank. 1s said to be technically efficient if 
its input-output combination (Xn.Yn) hes in the boundary of set S. The Farrell 
output-oriented technical efficiency measure is read from the vertical axis y as OA I 
OYn --that is the length of line segment OA divided by length of line segment OYn. 
Similarty. the Farrell input-oriented technical efficiency measure is read from the 
horizontal axis x as OB I OXn. These efficiency measures also have an attractive 
dual interpretation in tenns of economic efficiency. Given corresponding output and 
input price vectors. the revenue efficiency of n-th DMU is the ratio of the maximum 
revenue obtainable by inputs of n-th DMU to the actual obtainable revenue. 
Similarty. the cost efficiency of n-th DMU is the ratio of the minimum cost of 
producing output of OMU n to the actual observed cost (Coelli eta/., 1998). 
Figure 4.1: Production possibility frontier 

y 

b 
A 
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Source: An extension of Coelli et al. {1998· 4) 
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Having gone through the meaning of PPS of the n-th unit, S, input requirement set L(y ) and output possibility set P(x), efficiency may now be defined as follows. According to (Kumbakhar and Lovell, 2002), a production unit or a OMU w1th an input-output configuration (x,y) e S is efficient if there is no (x* ,y*) eS, (x* ,y*) -F (x,y) with x• s x and y• ~ y. From the input requirement set l(y) perspective. an input vector x e L(y) is technically efficiency if and only if x*~l(y) for x• 5 x. Correspondingly, from the output producible set P(x), an output vector y c P(x) is technically efficient if and only if y"* ~ P(x) for y* 2: y . 

The terms efficiency and productivity are not precisely the same thing. Coelli et a/. {1998) used a simple production process, which produces a single output using a single input to illustrate the difference between efficiency and productivity based on the diagram reproduced above (Ftgure 4 .1). The curve S in Figure 4.1 above depiCts the production frontier, which indicates the maximum possible level of output that can be attained using inputs with maximum efficiency. Accordingly, the production frontier reflects the current state of the technology in the industry under review. 

The combinations on and underneath the production frontier are considered as the feasible production set Any finn that has a combination of inputs and outputs on the production frontier is considered to be technically efficient. Similar1y, firms having Input and output combinations below the frontier are considered to be technically inefficient. The technically efficient firms are able to produce the maximum amount of output using a given quantity of inputs with existing technology. Accordingly, firms a and bare considered as technically efficient firms while c and d are inefficient. 
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Figure 4.2: Production possibility frontier II 
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Source: An extension of Coelli eta/. (1998) 

Figure 4.2 illustrates the difference between efficiency and productivity. Since 
productivity is defined as the ratio of outputs to inputs, the slope of the ray drawn 
from the origin to a particular data point can be used to measure productivity. If finn 
'c' wants to achieve the technically efficient output level enjoyed by firm 'b'. firm 'c' 
must be able to gain a higher level of productivity than before. Even firm 'b'. which 
is operating as an efficient finn, can gain a higher level of productivity by achieving 
the current production level of 'a'. Since finn 'a' has the highest output to input 
ratio, that point is regarded as the point that exhibits the optimum scale of 
production. This implies that any finn which is operating at any point other than 
potnt ·a· has lower productivity. Thus, economically, efficient finns should lie on the 
po1nt that indicates the optimum scale of operation in the production frontier. All 
other firms on the production frontier are technicaJiy efficient but not allocatively 
efficient As indicated in Figure 4.2. only firm 'a' is operating at optimal scale. The 
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other finns. 'b' and 'c', are technically efficient but not efficient in scale. Therefore, those firms are not economically fully efficient. F1nns 'b' and 'c' should seek improvements in allocative efficiency. For example, firm 'b' can gain economic effiaency by moving to point b2 without increasing inputs or by moving to point c by reducing both inputs and outputs. In economics, this process is referred to as obtaining scale efficiency or return to scale (RTS). 

There are three ways of achieving optimum scale. The first involves constant returns to scale (CRS). CRS exists when a proportional increase in all inputs results in the same proportional increase in output. The second is increasing returns to scale (IRTS). which exists when a proportional increase in all tnputs results in a more than proportional increase in output. The last, decreasing returns to scale (DRS), exists when an increase in Inputs results in a lower percentage increase in outputs. The influence of the return to scale depends on the finn's! bank's characteristics, such as finn size, nature of the industry and overall environment of the economy. As indicated by Coelli, eta/. (1998), the RTS can be investigated by estimating the total elasticity of production.21 

The consideration of scale moves finns from the short-run to the long-run, where all inputs may be varied. In the long-run, productivity improvements are expected to stem from both increases in technical efficiency and technical change. Technological change produces an upward shift of the production frontier. Allocative efficiency exists when a finn IS able to select an input mix to produce an output mix at a minimum cost. Allocative efficiency ·and technical efficiency collectively contribute to economic efficiency (Coelli eta/., 1998). 

Productivity measurement may be limited to single physical units or may involve prices of factors and outputs The concept of productivity is linked closely with the 
21 1 he total elasticity of pmducbon measures the proportional change in output resulting from change in InPUts. 
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issue of efficiency and encompasses several efficiency elements, such as pnce 
efficiency, a !locative efficiency, technical efficiency and scale efficiency. The overall 
productivity level of an organtzation depends on all these elements. 

Improvements in efficiency and productivity gains can be considered as one of the 
goals of a finn in a competitive market. Therefore, measurements in efficiency and 
productivity gains provide supplementary information about the firm's performance. 
These measurements can be considered as non-financial performance indicators 
as they consider all of the contributors to the firm's performance. In any 
organization, whether it is profit-oriented or not, measurements of productivity help 
to analyze the efficiency of resource use in the organization. Moreover, productivity 
indices help to set realistic targets for monitoring activities during an organizational 
development process by highlighting bottle-necks and barriers to performance. 

Productivity can be measured by using either partial-factor productivity, which 1s 
the ratio of output (measured in specific units) to any input (also measured in 
specific units). or total factor productivity (TFP), which is the ratio of total outputs to 
total inputs used in production. Partial measures can be defined for specifiC 
operational attributes such as total revenue per labour unit, expenses as a 
percentage of total assets, and return on assets. In contrast, TFP measures the 
overall effectiveness of utilization of inputs to produce the outputs. Production 
frontier analysis (PFA) and index number approaches can be used to estimate 
TFP. The main PFA approaches that are used for estimating TFP are explained in 
the Section 4.2. 

The index number approadl is an alternative method that can be applied for 
est1mating total productivity. Grifeii-Taije and Lovell (1996) identified the Tornqvist 
Index. the Fisher Ideal Index (which is geometric mean of the Laspeyres and 
Paasche Indices) and Malmquist Productivity Index (MPI) as the main indices that 
can be used in productivity analysis. The popularity of Tornqvist and Fisher ideal 
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1nd1ees result from two desirable features they share (Griteii-Taije and Lovell, 
1996). First, both can be calculated directly from price and quantity data, and 1t is 
not necessary to recover the structure of the underlying best practice production 
frontier, and how it shifts over time whether by using econometnc techniques to 
estimate the parameters of functions characterizing the frontier or by using 
mathematical programming techniques to construct the frontier. Second, both are 
consistent with flexible representation of the frontier; that is both are superlative 
indices (Caves eta/., 1982). 

The popularity of the Malmquist index stems from three quite different sources. 
First, it is calculated from quantity data only, a distinct advantage if price 
infonnation is unavailable or if prices are distorted. Second, it rests on much 
weaker behavioural assumptions than the other two indices, since it does not 
assume cost minimizing or revenue maximizing behaviour. Third, provided panel 
data is available, it provides decomposition of productivity change into two 
components. One is labeled technical change, and it reflects improvement or 
deteriorabon in the perfonnance of best practice manufacturing industries. The 
other is labeled technical efficiency change, and it reflects the convergence toward 
or the divergence from best practice on the part of the remaining banks. The value 
of the decomposition is that it provides information on the source of overall 
productivity change in the banks. In this study, the MaJmquist index is implemented 
by solving a series of linear programming problems to construct the distance 
function that make up the Malmquist index. These distance functions characterize 
the best practice frontier at any point in time, and they also characterize shifts in 
the frontier over time as well as movements towards or away from the frontier. 

4.2 Frontier Approaches 

Majority of researchers have relied on relative productivity measures based on 
Frontier Approaches (FA). Those studies have used observed data to construct the 
production frontier for estimating efficiency and productivity gains. Both 
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econometric (parametric) approaches and linear programming (non-parametric) 
approaches can be applied to construct a production or cost frontier. The 
econometric approach uses pre-specified functional forms such as 'the translog 
production or cost function' {Coelli et a/., 1998). The relative effiCiency and 
productivity gains of the finns in a given industry have been measured us1ng the 
production frontier. Berger and Humphrey (1997) Identified two advantages of 
using frontier analysis as a tool for measuring efficiency and productivity gains. The 
first is that FA allows an analyst to select the best performing finns (or branches) 
within a given industry (or within the branches in the same finns) by measuring 
relative productivity. The second is that it allows management to objectively identify 
areas of best practice within complex service operations. 

4.2.1 Parametric approaches 

There are three parametric approaches, namely stochastic frontier approach 
(SFA), distribution free approach (DFA) and the thick frontier approach (TFA). SFA 
is also known as the econometric frontier approach, which specifies a functional 
fonn for the cost, profit or production relationship among inputs, outputs and 
environmental factors. SFA allows for random error. OFA uses more flexible 
functional forms and is based on no strong assumptions about the specific 
distributions of error term. TFA specifies a functional form and assumes that 
deviations from predicted performance values within the highest and lowest 
performance quartiles of obseNations represent random error, while deviations 1n 
predicted perfonnance between the highest and lowest quartiles represent 
inefficiencies. Favero and Pap1 (1995) presented the following arguments against 
the parametric approaches in general: 

• Parametric approaches use a specific functional form. Therefore, the shape 
of the production frontier is pre-supposed; 

• Parametric approaches need to specify assumptions about the form of the 
production function; 
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• It becomes impossible to implement diagnostic checkang on the fitted model 
based upon the estimated residual due to the assumptions, 

• It is difficult to implement in multi-input multi-output settings. The outcome of 
the parametric approaches is significantly influenced by the size of the 
sample. If the sample is not able to provide an adequate number of 
observations to be applied for estimating the variables for constructing the 
production frontier, the estimated econometric model may provide 
misleading information. 

4.2.2 Non-parametric approaches 

Contrary to the parametric approaches, non-parametric methods are not based on 
a pre-specified functional foon. OEA and free disposal hull (FOH) are the two main 
non-parametric approaches used for measuring productivity. DEA provides 
bendlmark indices for evaluating the relative productive efficiency of OMUs in a 
given industry or sub-units in a firm. Different forms of DEA models have been 
developed based on different perspectives (Table 7). OEA was first used for 
comparing the performance of a matched set of school districts (Chames et a/., 
1997). Since then, DEA has been widely used for analyzing efficiency and 
productivity gains in many industries, ancluding the service sector. It integrates 
multiple inputs and outputs into one productivity indicator using a linear 
programming technique (Reynolds and Thompson, 2002). The linear programming 
technique allows both controllable and uncontrollable variables and produces a 
productivity index which relates all units under comparison. The FDH model is an 
alternative specification of the OEA model in which the points on the line 
connecting the DEA vertices are not induded in the frontier. 

In general, non;>arametnc approaches have the following features/assumptions: 
• A specific functional fonn is not used (Drake and Hall, 2003); 

• No measurement error in constructing the frontier (Drake and Hall, 2003); 
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• No scope for 'luck' to temporarily give a DMU an apparently better 

measured performance one year than the next: and 

• No inaccuracies created by accounting rules that would make measured 

outputs and inputs deviate from economic output and inputs. 

However, non-parametric approaches also have some inherent weaknesses. 

These weaknesses reduce the usefulness of the non-parametric methods to some 

extent. Some of these weaknesses are listed below {Berger and Mester, 1997). 

Non-parametric approaches: 

• Do not allow for random error; 

• Ignore price infonnation;22 

• Estimate technical efficiency only and do not account for allocative 

efficiency; 

• Lead to a comparability problem on the heterogeneity of product m1xes of 

DMUs; 

• Make it difficult to find out whether the output being produced is optimal 

without value infonnation on the outputs; and 

• Focus on technological rather than the economic optimization. 

Efficiency of a DMU is influenced by three different phenomena (Fried eta/., 2002), 

namely the efficiency with which management organizes production activities, the 

environment in which production activities are carried out, and the impact of 'good 

and bad luck'. The deterministic nature of DEA ignores the above phenomena 

when estimating efficiency of DMUs. Further, Berger and Mester (1997) argue that 

the parametric approach overcomes many of the shortcomings of non-parametric 

approaches, and showed that the parametric approach can accommodate different 

definitions of efficiency, such as cost efficiency and profit efficiency. However, both 

parametric and non-parametric techniques suffer from drawbacks. In many 

22 1n 1998. Coelti introduced an element of Cost OEA. 
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empirical studies, a large number of OMUs dassify as efficient (Griffin and Kvam, 
1999). As such, the ranking of OMUs becomes difficult. Neither technique accounts 
for the distribution of OMU values in the input/output space that typically distinguish 
smaller firms from larger ones. Furthermore, efficiency scores for all OMUs are 
slated With equal confidence, even If some of the OMUs are divergent 1n terms of input and output values. 

Both parametric and non-parametric approaches have advantages as well as 
disadvantages. There is no specific set of criteria to select the most relevant 
approach for constructing the production frontier. T ortosa-Ausina {2002) pointed 
out that the choice of technique, either non-parametric or parametric, is somewhat 
arbitrary, depending on the aims pursued. Coelli and Perelman {1999) applied both 
parametric approaches and non-parametric approaches to estimate the production 
frontier of European railways. That study used the corrected ordinary least square 
method (COLS), the parametric linear programming method and OEA. The three 
approaches, which were used in that study, reported similar findings on the relative 
productive performance of the DMUs. Coelli and Perelman (1999) showed that 
researchers can safely select one of the PF A approaches without too much 
concern about their choice having a large influence upon results. However, they 
stressed that the use of a parametric approach allows analysts to test their 
hypotheses. All of the methods are not able to provide robust estimation of the 
relative efficiency of DMUs. Therefore, they suggested using the geometric 
average of the efficiency indices identified using alternative approaches. 

4.3 Data Envelopment Analysis and the Different Specifications 
OEA is a performance analysis technique, which is not based on a pre-defined 
functional form. It measures the relative productivity of the DMUs. Productivity 
indeces for each unit are determined by using actual data. The original Chames et 
a/. (1978) formulation (called the CCR model) determines the relative efficiency 
measure tor a OMU by maximizing the ratio of weighted outputs to inputs based on 
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the condition that similar ratios for all OMUs are less than or equal to one. 
Therefore, each effiaent OMU has a weight equal to unity and Inefficient OMUs 
should have a weight less than one. The CCR model and Banker et a/ ( 1984) 
model (called the BCC model) are the two basic OEA fonnulations, which have 
been commonly used in empirical studies The CCR model uses an opllmizabon 
method of mathematical programming to generalize the single outpuUinput 
techntcal measure to the multiple outputs/multiple inputs case. It is based on CRS 
when enveloping the actual data to detennine the shape of the production frontier. 
Contrary to the CCR model, the BCC model uses variable returns to scale (VRS) 
for identifying the envelopment surface. 

As stated above, CCR ignores the relative size of the OMUs when estimating 
efficiency. It is assumed that an increase in output is always proportional to an 
increase in inputs and, thus, the scale of production is ignored. On the other hand, 
BCC models give precedence to the scale of operabon in estimating efficiency. 
Therefore, efficiency estimated using BCC refer to pure-technical efficiency while 
estimates using CCR refer to technical efficiency. The difference between 
estimated CCR and BCC efficiency scores is denoted as scale efficiency. DEA 
uses three projection paths of inefficient units to the envelopment surface for 
measuring the efficiency, namely: input-oriented, output-oriented and additive. The 
input-oriented model identifies technical inefficiency as a proportional reduction in 
input usage for a given level of output. Contrarily, the output-oriented model 
identifies technical inefficiency as a proportional augmentation of output for a given 
level of input. Additive models combine both effects of input utilization and output 
augmentation (Coelli eta/., 1998). 

The traditional OEA limits the efficiency scores of efficient units to 1 00% 1n both 
mput-oriented models and output-oriented models. OEA scores for inefficient units 
are lower than 100°k. Both input-oriented and output-oriented models recognize 
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the same OMUs as efficient. However, scores assigned to the aneffic~ent units are 
not the same in the two proiectJon modes (Lovell and Rouse, 2003). 

Since the publication of the CCR model, OEA technaques have emerged as the 
most used methodology for efficiency analysis. Several alternabve OEA models 
have been formulated and presented by various researchers to overcome 
problems and weaknesses of the initial OEA specification. Table 4.1 below 
summarizes some basic OEA models that have been used in empancal studies of 
banking and the financial services sector. 

Table 4.1: Fonns of DEA models 

Model Contributor llajor Features 

CCR CCR (Chames, Cooper and lnput-onented and Constant 
Rhodes,1978) returns to scale --

ace BCC (Banker Chames and Input-oriented and Vanable 
Cooper,1984) returns to scale 

-- --
Categoncal Variable model Banker and Morey (1986) Variab&es previously 

measured on a constant 
return to scale are now 
incorporated as present -
not present variables in the 
analyses. 
1--

Super efficiency model Anderson and Peterson Allows ranking of effictent 
(1993) OM Us - - - - - -- - --

Stochastic OEA Sengupta (2000) Allows incorporation of 
random error in input-output 
data -- -- r- - - ----

Equivalent Standard DEA lovell and Rouse (2003) Allow outlier identification, 
sensitivity analysis and 
inter-temporal analysis. -
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4.3.1 Selection of the OEA model 

The OEA model constructs a production frontier by piecewise comparison of OMUs 
in the sample and does not use a pre-specified functional form. However, the 
model requires a specified set of outputs and mputs, and choice of appropriate 
returns to scale and an appropriate method of efficiency projection Incorrect 
choices in relation to these features are likely to diminish the value of analysis 
(Smith, 1997). This problem is complicated because the OEA model does not 
provide diagnostic tests to judge the suitability of a chosen model as do 
econometric frontier estimation models. Therefore, even though no functional fonn 
is specified in OEA, model specification must be a central concern. 

Different OEA models address different issues of productivity. These models have 
attempted to overcome the limitations of initial OEA models. Mainly, CCR and BCC 
models have been applied for estimating efficiency of financial institutions. A 
number of analysts have measured technical efficiency based on input-oriented 
OEA models. Some studies have used output-oriented models. as the regulatory 
environment does not restrict the flexibility of managerial decision making 

Selection of returns to scale setting is another critical issue in OEA-based studies. 
Berget a/. (1993) emphasizes that VRS is the most appropriate assumption since 
the scale classification in banking is a classical issue. They proposed that the 
efficiency scores given by the VRS (BCC) model are more robust to mis­
speclfications. On the other hand, CRS allows comparison of large banks with 
much smaller banks. Thus, CRS (CCR) avoids the over-estimation of efficiency of 
small OMUs in the target sample. However, simultaneous use of CCR and BCC 
OEA-models allows analysts to decompose technical efficiency into scale and 
pure-technical efficiency. Therefore, the majority of studies on financial institutions 
have used both CCR and BCC models. The use of both approaches permits 
analysts to decompose the efficiency estimation into overall technical efficiency, 
pure-technical efficiency and scale effiCiency. 
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Homogeneity of DMUs is one of the assumptions behind DEA. Lack of 
homogeneity among the finns (size, fonns of organizatiOn) in the industry and the 
geographical locations of firms have influenced the model speceficatJon The 
homogeneity assumption does not hold when there are outliers in the sample. The 
outliers may significantly over-state or under-state the estimated efficiency scores. 
In many empirical studieS, the outliers have been removed from the study samp~ 
to avoid possible distortions in estimated efficiency scores. Brown (2001) study on 
Australian banks revealed that the efficiency estimation may be distorted if the 
heterogeneous features are not recognized. As an alternative way of addressing 
heterogeneity, a categorical variab~ approach can also be used. Categorical 
variables can be introduced to DEA models as inputs or outputs to recognize the 
various features inherent to DMUs. which may influence the estimated efficiency 
(Banker and Morey, 1986). This strategy is mainly used in cross-country 
comparisons of efficiency. 

-4.3.2 Malmquist Productivity Index, Scale efficiency and technological 
change 

The MPI originaUy developed by Caves eta/. (1982) has been used in previous 
studies to decompose various components of estimated productivity improvements 
and efficiency. A variant of MPI has been used to decompose sea~ efficiency from 
technical efficiency. In OEA-based efficiency studies. efficiency losses from scale 
and managerial decisions have been identified using the MPI (Coelli et a/., 1998). 
Scale efficiency is measured using BCC-DEA and CCR-DEA models. The 
est1mated efficiency using the CCR-DEA model is identified as technical efficiency. 
Similarty. the estimated efficiency using BCC-OEA is identified as pure-technical 
efficiency (Cooper eta/., 2000). 

DMUs with estimated efficiency scores of '1' for both CCR-OEA and BCC-DEA 
models are considered as tully efficient (Banker eta/., 2004). If there is a difference 
in the CRS and VRS estimated efficiency tor a particular firm, it is not regarded as 

87 



a fully efficient OUU (Coelli et al., 1998) The difference between CCR and BCC 
estunated efficiencaes 1s regarded as scale ineffiCiency. It can be decomposed by 
diViding the technical efficiency estimated by CCR by the estimated effictency 
using BCC. However, the estimated scale efficiency may distort the real scale 
efficiency when the sizes of OUUs under consideration are significantly different (Dyson et a/ .. 2001 ). 

4.3.3 Inputs and outputs restrictions and specifi~tions 

There are two important aspects when it comes to OEA input and outputs choice. 
One is the restrictions and the other specifications of inputs and outputs. There are 
two main issues to be addressed in the specification for inputs and outputs in 
productivity analysis. Firstly, inputs and outputs need to be defined. Secondly, 
suitable measurements of inputs and outputs need to be used. 

On the restrictJons, the number of inputs and outputs is always restricted by the 
number of OMUs in the sample. The ability of OEA to discriminate between 
efficient DMUs and inefficient DUUs depends on the number of inputs and outputs 
that are incorporated in the DEA model. Therefore, the product of the number of 
inputs and the number of outputs should not exceed the number of OMUs in the 
sample (Cooper et al., 2000). As a rule of thumb, Dyson et a/. (2001) proposed that 
the product of the total number of inputs and outputs should be no more than 50% 
of the number of units under investigation to achieve a reasonable level of 
discrimination. 

On the other hand, limiting the number of variables may also under-state the 
relative efficiency estimations. Cinca et a/. (2002) investigated sensitivity of the 
estimated efficiency to various approaches of input-output specifications and 
pointed out that two institutions in a given industry may achieve the same efficiency 
but under different management strategies. These differences are reflected in 
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dtfferent weight structures for inputs and outputs. They estimated the effietency of Spanish savings banks by empk>ying a vanety of input-output mixtures. The 
estimated efficiency scores were derived by using principal component (PC) analysis. They found that the way deposits are treated in the model specification is 
a vital factor in deciding efficiency scores. Followtng Avkiran (2000), Cinca, et al 
(2002) suggested that the efficiency of DMUs should be estimated using alternative 
specification methods and should rely on the average estimated efficiency. 

A fundamental problem in relation to input and output specification arises due to 
different treatment of deposits. A significant portion of the loan and investment 
portfolio of a bank is sourced from deposits. On the other hand, commercial banks 
offer deposit products with various features such as integrated deposit accounts, 
checking accounts, and accounts linked to loan plans to enhance the banks' 
competibve positions (Leong and Oollery, 2002). Mester (1987) highlighted two 
approaches (production and intermediation). which are mainly used in banking 
literature. Leong and Dollery (2002) identified the production. intennediation and 
assets approaches as three approaches for recognizing banking output However, Favero and Papi (1995) had previously identified five approaches for input-output specification in the banking industry: the production, intermediation and assets 
approaches, which are directly linked to operational functions of banks, plus the 
user cost and value-added approaches, which are not directly linked to the operational functions of banks. These two approaches mainly consider the nature 
and significance of banking activities. 

Sealey and Undley (1977) first attempted to develop a positive theory for the 
behaviour of financial institutions. They highlighted two different views, namely the 
technical view and the economic view of financial institutions. They pointed out that 
the transfonnation process for a financial finn involve borrowing of funds from 
savers (surplus spending units) and lending those funds to borrowers (deficit 
spending units), i.e. financial intermedtation. Therefore, outputs of banks in a 
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technecal sense are a set of finanetal services to depositors and borrowers. Accordingly, banks provide three categories of serviCes, namely administratiOn of 
the payments mechanism for demand deposit customers, intennediation services 
to depositor and borrowers, and other services such as trust department activities and portfolio advisory services. 

As explained by Sealey and Undley (1977), both borrowers and depositors have 
received some utility from the banking services. Therefore, they suggested the value addition to each input and output should be considered when defining the firm's products in an economic sense. Based on the theory of the firm, they 
emphasized that finns must consider the output of economic production to be priced htgher when compared with input prices. Further, market prices should be used to value products. Therefore, some services, which are considered as outputs 
in financial institutions, in technical sense do not have market prices; they cannot 
be considered as output in the economic sense. 

The production approach treats banks as producers of services, which use labour and capital to generate deposits and loans (Avkiran, 2000). Under this framework, deposits are included among the outputs because they are viewed as part of the banking services offered (Golany and Storbeck, 1998). Commercial banks provide intermediary services in the financial system, and thus satisfy the expectations of 
both borrowers (deficit holders) as well as savers (surplus holders). The success of a bank depends on its ability to serve both parties. Banks use loan products to satisfy borrowers and deposit products to satisfy savers. Therefore, the production approach considers services provided to both parties as outputs. Contrary to the production approach, the intennediation approach regards deposits as an input, which is used for producing the other banking outputs. It is based on the 
assumption that the main role of banks is to arrange a meeting place for the savers 
and borrowers to make financial transactions. Banks collect deposits from savers 
and use these sav1ngs to produce loans and other products, such as investments. 
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Favero and Papi (1995) indicated that the intermedtation approach is most appropriate for banks where most activities consist of turning large depostts and funds purchased from other finanaal institutions into loans and financial investments. Elyasiani and Mehdian (1990) stressed that the production approach can be applied only when functional cost analysis data are available. Stnce data on the number of deposits and loan accounts are available only as a part of the functional cost analysis, the ability to use the production approach appears to be limited. On the contrary, the intermediation approach allows the use of the value of the input and output variables. Elyasiani and Mehdian (1990) highlighted the following advantages of the intermediation approach over the production approach: 

• The intennediation approach is more inclusive of total banking costs. These expenses constitute a substantial portion of banks' total costs and their exdusion may distort the empincal results . 

• . Since deposits are used for making loans and investments with other tnputs, they should be considered as inputs. 

• By using the currency value of the input output data, the intermediation approach reduces the potential quality problems of input-output data. 

The assets approach is similar to the intermediation approach (Camanho and Dyson, 2004}. Outputs are strictly defined by assets and mainly by the production of loans. This approach recognizes labour, capital, deposits and other liabilities as inputs. The user cost approach considers the net contribution of the banking revenue when determining input and output. The opportunity cost of each asset and liabtlity item is compared with the financial cost and return. If the opportunity cost of a liability is greater than the financial cost, the item is recognized as an output, otherwise it should be considered as an input Similar1y. if the opportunity cost of an asset is greater than the financial return, it should be recognized as an input. otherwise it should be considered as an output. Under the value-added 
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approach, items in the balance sheet with a substantial share of value-added are 
considered as outputs. This approach considers both deposits and loans as 
outputs of banks. 

Berger and Mester ( 1997) introduced a variation to the value-added approach 
called the profit approach for recognizing input and output variables to measure 
profit efficiency. According to them, profit efficiency allows measurement of how 
dose a bank is to producing its maximum possible profit given a particular level of 
input prices and output prices. Thus, the standard profit function specifies all 
revenues as output variables and all expenses (mainly variable costs) as input 
variables. That is, the profit dependent variable allows for consideration of 
revenues that can be earned by varying outputs as well as inputs. As stated above. 
there is no general agreement about the components of banking Inputs and 
outputs. Many studies have applied either the intermediation or the production 
approaches. Some studies have sought alternative ways of defining inputs and 
outputs. A summary of input and output variables used in previous studies is 
presented in Tables 8 . Nevertheless, the differences in input and output definition 
have reduced the general ability _of findings from efficiency studies in the financial 
services sector. 

Table 4.2: Table of inputs and outputs used in previous studies 

Authors Policy iaaue Approach Inputs Outputs 
discussed 

Byasianl and T echnoklgecal lntennediatJon Depos1ts Real estate 
Mehd1an (1990) change (saving and loans, 

time), labour, commercial 
capital and Industrial 

loans, other 
loans and 
Investments -Berg el a/ (1993) Cross country ~ativea~oach Labour and Total loans, 

companson capital total deposits 
and number of 
branches 1-: - -- -- --
Core deposits, 

Barr, et al (199<4) Bank failure Production approach FuU-time 
equivalent eam1ng assets, 
empk)yees, and total 
salatv. interest income 
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avera and Papi F 
( 1995) 

-
Berger and De 
Young (1997) 

-:=-- -Bauec et 
a/(1998) 

Barr et a/. ( 1999} 

1--:,- --
Sathye (2001) 

Casu and -
§ lrardone - -

ScaJe efficiency Assets 
and lllftuence of 
tnput-output 
specdications 

----
Problem loans Intermediation 
and cost approach 
efficiency 

Methodological/ Production 
policy issues 

Efficiency 
pertoonance/ 

l~legrated 

MethodologiCal 

Productive lntennediation 
efficiency 
gained on 
refoons 

"Pertoonance Intermediation 
comparison 
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premises and 
fixed assets, 
other non-
interest 
expenses, total 
Interest 
expenses and 
purchase funds 
Labou.....,_-- Loans to other 
(numbel" of banks and 
employees), non-tinaflC.Ial 
capttal (book tnstJtutJons, 
value of fixed Investment and 
assets and secunty and 
premises), non-Interest 
loanable funds, income 
and net funds 
from other 
banks(and 
financiaJ 
capetal) --

rcommercial -Operating 
expenses loans, real 

estate loans, 
transaction 
deposits and 
fee-based 
Income 

Labour, Demand 
physicat capd.al, deposits, real 
small estate loans, 
denomination commercial 
time and and Industry 
savings loans and 
depos1ts, and installments 
purchased loans 
funds 
Salary Earning 
expenses, assets, interest 
premises and income and 
fixed assets, non mterest 
other non- income 
Interest 
expenses, 
interest 
e~ses 

Net worth, Deposits, net 
borrowing, profits, 
operating advances, 
expenses, non-interest 
number of Income, 
employees, mterest spread 
number of 
banks 
labour costs, Total loans 
deposits and and other 



(!002J 
lsik (2003 

-
) 

~-. -
- -

Deregulation - r-:-.---Intermediate 
Value-added 
approach 

- -
~oductivily - . --ereh Maghy 

(2004) 

Sufian {2007) 

-
and 

(2008) 

neta-1_--Hami 
(2008 ) 

-

Intermediation improvements 

Relative lntennediation efficiency 
between the 
domestic and 
foreign banks in 
Mala~sia 
Relabve lntennediation efficiency in 
Jordean banks 

r,-echnical Intermediation efficiency of 
Islamic banks 
and IslamiC 
windows 

Note. For more references see AppendiX 6 

ph~sical ca~ eam1ng as~ts Labour Short term (number of full loans, long-time term loans. employees). other eam1ngs capetal (book assets and risk value of fixed adjUSted oft assets), balance sheet banking funds, actMtles labour, capital 
and funds 
labour, capital r-:-- --Loans and and depos.ts liquid assets, 

investments, 
other income Total deposits, T olalloans~ 

-
labour and 1ncome 
fixed assets 

Total assets, Net operating netoperabng Income. expenses, demand 
Number of deposits, net employees direct cred1ts Total deposits, Total earning totaJ overhead assets 
expenses 

The second major problem related to the input and output specificatiOn arises when selecting a suitable method of measurement. There are three main measurement approaches for banking outputs and inputs that could be used in productivity analysis. They are: flow measures (the number of transactions processed on deposits and loan accounts). stock measures based on money value (the real or constant monetary values of funds In the deposit and loan accounts), and stock measures based on the number of deposit and loan accounts serviced (Humphrey, 1991). The majority of productivity studies on banks have applied stock measures based on monetary values due to the more ready availability of the required information. However, the use of monetary value-based stock measures may distort estimated effietency. For instance, Drake and Hall (2003) signaled that 
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the use of personnel expenses rather than employee numbers could result in some 
baas aga1nst those banks that hire quality workers at a hagher cost. Some banks hue htgh caliber banking professaonals and pay relatively higher salaries. Since a high personnel cost could be a result of employ1ng high quality labour, analysts have to be mindful of the objective of the research, as there is a possibility of b1as results. 

The specification of inputs and outputs 1n productivity analysis may have a significant influence on the estimated efficiency. However, there 1s no general agreement with regard to specification of banking inputs and outputs. 01scuss1on in the previous studies has provided the following Implications, which may be useful for future research in banking and financial services: 

• The production and the intennediation approaches are the methods most 
widely used. 

• The production approach is more appropriate when evaluating productive 
performance among branches of the same bank. 

• The input and output specification may directly affect the outcome of the 
analysis. 

• It is useful to apply more than one input and output specification before 
making an inference from the results. 

• The difficulty of collecting accurate data restricts the use of some 
approaches, such as user cost and value added approaches. 

• Traditional input and output specification has ignored the quality aspects. 
• Analysts can select input and output combinations to represent their 

expectation in efficiency evaluations. 

The lack of statistical evidence for the significance of estimated efficiency is one of the main criticisms of the OEA. The majority of empirical studies have used 
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descriptive statistics to make inferences from esbmated efficiency. However, these explanations have been inadequate to get clear evidence of the reliability of esttmated efficiency. Therefore, some researchers have attempted to explore attematNe ways of making statistical inferences from estimated efficiency. To overcome this disadvantage, some studies have employed statistical methods such as the central limit theory (Cl 1), and non-parametric bootstrapping (Aiam, 2001 ). CL T assumes that the distribution of time means (averaging over firms at a point in lime) become asymptotically normal in a sample with a large number of firms. The appropnate confidence intervals can be found using the student 't' distribution. However, they indicate that the CL T cannot be applied when the sample is not large. 

The efficiency frontier model assumes that all commercial banks operate in an identical environment, and that all resources that are available to the banks are fully employed in the production process. However, it is noted that in Kenya, as in most developing countries, the assumption of full employment level may not be appropriate. 

One main task of evaluating efficiency is to identify the most efficient production units in a given industry. OEA assigns equal scores (100% efficient) for all firms on the estimated production frontier. Thus, all OMUs located on the production frontier are given equal ranking in terms of performance. Since these OMUs may not operationally have the same strength, ranking them equally may mislead the users of these indices. Therefore, rankmg the DMUs, which are considered to be equally efficient, is an unsolved problem associated with traditional OEA models (such as CCR. BCC and Additive). 

To overcome this problem, some studies have applied super-efficiency DEA models (Fethi et a/., 2002; Lovell and Rouse, 2003). These models allow estimating the super-efficiency scores for the DMUs, which are considered to be 
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equally efficient by conventionaJ OEA models. Super-efficiency scores can be used for ranking of efficient OMUs into extremely efficient and non-extremely efficient OMUs. obseMng the sensitivity of efficiency classifications. 1dent1fy1ng outliers, overcoming the truncation problem. and calculating and decomposing a MPI. However, these super -efficiency models have not been tested to a great extent in the financial services sector. One such study has been done by Fethi et a/. (2002) ustng data from the Turkish banking industry. This study indicated a w1de variation of estimated efficiency using traditional DEA models and the stochastic DEA model 

Productivity measurement has an important role in applied economics. Past empirical works on productivity have focused considerably on overall effects. While aggregate studies are useful, efforts to unbundle efficiency effects can offer important insights into the sources of productivity. This can assist better understanding of the role of economic agents and policy making. Efficient banks are defined as those operating on the cost or production frontier, while inefficient banks are those operating above the cost or below the production frontier. The amount by, which a bank lies below its production or profit frontier, or the amount by which it lies above its cost frontier, can be regarded as the measure of inefficiency. 

4.3.4 Comparing estimated efficiency and productivity indices with alternative methods 

The existence of alternative methods together with traditional rating-based performance evaluation methods raises an important question about the most reliable efficiency and productivity estJmation approach. Since different productivity estimation approaches are based on different sets of assumptions, the estimated efficiency from different approaches may not be the same. Bauer et a/. (1998) examined the properties of different frontier analysis methods based on six 
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consistency conditions These consistency conditions indtcated the minimum requirements for simultaneous use for efficiency rankings derived from vanous frontier methods 1n order to be useful in policy analysis. Different researchers have applied these consistency conditions in various contexts to examine the comparability of productivity indices estimated using varying approaches. Bauer et a/ (1998) found that main frontier productivity assessment methods (parametric and non-parametric) tend to yield the same distribution of efficiency. 

Roughly, all methods identified the same banks in the best practice group and in the worst practice group. Compared to other methods, DEA reported low estimated efficiency. Overall, this study found that all parametric approaches provide efficiency and productivity estimations that are consistent with one another, while DEA does not Another study in Taiwan (Huang and Wang, 2002,) where four of the Bauer eta/. (1998) consistency conditions were applied to find the consistency of estimated efficiency based on three frontier methods (DEA, SF A and OF A) found different evidence from Bauer et a/ (1998). Huang and Wang's evidence indicated a similar distribution pattern in estimated efficiency with all three methods. However, results indicated different rankings of DMUs when us1ng parametric and non-parametric methods. Estimated efficiency with parametric methods showed less variation across the periods and indicated closer correlation with traditional measures than with the non-parametric methods. 

Leong el a/ (2002) used these consistency conditions to examine the observable differences in estimated efficiency indices using different model specification with DEA productivity estimations. They reached a similar conclusion to Bauer et a/ (1998) about the distribution of estimated efficiency indices. However, different DEA modets showed an inconsistent trend throughout the study period. Resti (1997) found that the efficiency and productivity estimations did not differ dramatically when using the same data and conceptual framework. However, results derived using allocative DEA (ADEA) and SF A (based on a translog flexible 
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fonn} provided dissimilar explanations about the scale of the large banks. Even 
though the SF A results provided evidence of increasing returns to scale for large 
banks. the estimated result on BCC-OEA and CCR-DEA indicated that most large 
banks had deaeasing returns to scale. Even though efficiency scores estimated 
ustng the two approaches reported a high correlation, their distnbutions were not 
stmilar. 

Weill (2004) applied a similar approach to find the comparability of estimated 
efficiency using SFA, OF A and OEA using data from five European countries. Weill 
found that the different frontier approaches do not give comparable efficiency 
indices. The longitudinal efficiency analysis approach used by Barr et a/ (1999) 
found strong and consistent relationships between estimated efficiency indices 
using OEA and traditional methods. This study suggested that the estimated OEA 
scores have a positive relationship with variables such as non-interest income to 
average assets, interest income to average assets, earning assets to average 
assets, and return on assets. It also indicated negative relationships with bank 
size, salary expenses to average assets, other non-interest expenses to average 
assets, interest expenses to average assets, fixed assets to average assets, non­
performing loans to average assets and loans to average assets. A similar 
approach was applied by Leong and Dollery (2002) to examine the productive 
efficiency of Singaporean banks. 

As stated above. the empirical studies provide dissimilar evidence about different 
efficiency and productivity evaluation methods, even when the same dataset is 
used. Based on the above discussion, the following implications can be identified: 

• Different methods provide different efficiency estimation, even though the 
same dataset is used, because of differences in assumptions that have 
been used for each method. OEA ignores the potential for random error 
when estimating efficiency. On the other hand, SFA or econometric 
approaches are based on pre-specified functional forms and allow for 
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random error. VRS and CRS models suggest the shape of the frontier 
These assumptions are reflected in the differences 1n estimated efficiency 

• Even though individual effiaency estimations are not similar in many cases, 
the average efficiency estimation with different approaches is often similar. 
However, distributions of efficiency estimates from different approaches are 
not similar. 

• There are no clear guidelines to identity the most appropriate methods for 
any particular study. 

4.3.4.1 Other alternative methods of measuring efficiency 

Banking Productivity per Employee Hour: Banking productivity per hour is 
estimated basing on productivity statistics on various sectors, collected by 
government agencies. This measure may not provide an accurate estimate of 
efficiency due to modem practices in the banking industry. which include trends 
towards outsourcing of back-office operations to holding company affiliates and 
service bureaus. Adongo et al (2005) argue that failure to account e1ther for the 
labour or capital used elsewhere in the holding company but effectively work1ng for 
the bank could bias government productivity measures towards an inaccurate 
finding of productivity arising from the change in output per employee labour hour 
because of the incorporation of total labour hours worked by employees and non­
employees. 

Minimum ResetVes: This measure is based on an assessment of actual reserves 
(both required and excess reserves) held against the regulatory minimums as an 
alternative measure of efficiency. A high ratio of actual reserves over the regulatory 
minimum signifies financial repression and inefficiency. 

Monetary Aggregates: Th1s approach is based on monetary aggregates to 
measure efficiency. The aggregates include the ratio of bank credit granted to the 
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pnvate sector to GOP. as an explanatory variable 1n the growth model (K1ng and Levine. 1993). This measure assumes that the size of the financial system is dosety related to quality of financial services or efficiency. which fonns a maJor setback. It is argued that the level of bank credit may simply reflect the demand for bank services. which may have nothing to do with the banking sector's own efficiency. 

Interest Spreads and Margins: The most common macroeconomic measure of efficiency is the interest spreads. It is a direct measure of banks' mark-up over cosl The justification for using interest spreads to measure efficiency derives from the understanding that financial intennediation affects the net return to savings, and the gross return for investment (Adongo et a/., 2005). Interest spreads can either be ex-ante (calculated from the contractual rates charged on loans and rates paid on deposits) or ex-post (based on the difference between a bank's actual interest revenues and actual interest expenses). Each of the approaches to measunng interest spreads has its own disadvantages. Ex-ante interest spreads pose a problem arising from the fact that differences in perceived risks are renected in the ex-ante yields, which tend to distort spread comparisons. Since Interest income and drawdowns from the loan loss provisions materialize In different time periods, this may lead to ex-post spreads. reflecting efficiency differences due to differences in non-perfonning loans and monitoring costs associated with loan quality (OemirgOv-Kunt and Huizinga, 1998). 

Accounting Ratios: Some microeconomic studies use accounting ratios such as return on assets (ROA). return on investment (ROI) and return on equity (ROE) to represent efficiency (lkhide, 2000). Akhavein et a/. (1997) argue that accounting ratios are limited as measures of efficiency. Since they do not control for output mix or tnput prices. they do not enable the detennination of whether X-efficiency or scale and scope efficiency are the source of variation in bank performance. 
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4.4 Data and Methodology of Estimating Banks' Efficiency and 
Productivity Changes 

Data used in estimation is for ten years from 1997-2006 for 40 banks Kenyan 
banks are 43 in total but the study uses 40 banks 1n estimation because three bank 
series does not run for ten years. In 2004 and 2006, three microfinance 1nst1tutions 
were converted into banks. The data sources include Banking Survey. Central 
Bank Supervision Reports and various issues of the Economic Survey. The study 
will make use of parametric and non-parametric approaches in measuring the 
efficiency and productivity in the banking sector. The parametric approaches 
involve econometric estimation of a pre-specified stochastic cost function 
discussed in the second section of this chapter. Non-parametric DEA does not 
require the specification of a particular functional fonn for the frontier. Instead, the 
production frontier is constructed through a piecewise linear combination of the 
actual input~utput correspondence set that envelopes the input~utput 
correspondence of all the finns in the sample as seen from the literature. 

The OEA process has the capacity to incorporate multi-inputs and multi-outputs in 
its assessment. and allows the progressive assembling of production frontiers 
without using a pre-specified functional fonn. For these reasons, this study adopts 
OEA methodology. Either input-oriented or output~riented, DEA models can be 
used to estimate efficiency. lnput~riented models measure cost efficiency (input 
efficiency) aimed at cost minimization. Similarly, output-oriented models measure 
profit efficiency (output efficiency) based on revenue maximization. In this study, 
the orientation used is output and the cost element is captured in the translog cost 
function. The output orientation does not capture cost element. Financial reforms, 
as well as development in infonnation and communication technologies, have 
effectively expanded operational activities of the banking industry during the last 
two decades. 
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The banking sector, in this regard, has a senes of characteristics that make 1t parbcolarly suitable for study through OEA: 1ts multi-input and multi-output nature, 
the non-linearity of its input-output relationships, the non-physical nature of some 
fundamental resources and products, and the impossibility of drawtng on market 
pnces for some of them. Before proceeding to explain the OEA methodology, 1t IS necessary to define the approach that will be used 1n the OEA methodology. The 
role of commercial banks is generally defined as collecting the sav1ngs of households and other agents to finance the investment needs of finns and consumption needs of individuals. 

As stated in Chapter Three, previous studies have used a number of approaches of 1nput and output specification, namely production, intermediatiOn. and assets, user-cost and value-added. However, there is no apparent consensus ev1dent in the literature to identify the most appropriate approach. This study uses three inputs and two outputs specifications to recognize the significance of intennediary roles in the banking industry in Kenya. The ma1n reasons to restrict this study to 
the above model are explained below: 

• Availability of required data: data for this study are gathered through 
secondary sources. Therefore, specification of input and output is limited to 
available infonnation. 

• Discriminating power of the spectfic DEA models: DEA discriminatory power 
is controlled by the number of inputs and outputs in the model and the 
number of DMUs under observation. Inclusion of more input and output 
variables into a model reduces the DEA's discriminatory power. As such, 
use of a few models with different input and output variables may pennit the 
assessment of efficiency under different perspectives. 

The mtennedtation approach is, in fact, complementary to the production approach 
and describes the banking activities as transfonning the money borrowed from 
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depositors into the money lent to borrowers. This transformation activity originates from the different characteristics of deposits and loans. Deposits are typically 
diVIsible, liquid and riskless while, on the other hand, loans are indivisible, illiquid and risky. In this approach, inputs are financial capital , the deposts collected and 
funds borrowed from financial mar1<ets, and outputs are measured by the volume of loans and investments outstanding. The modern approach has the novelty of 
integrating tisk management and information processing into the classical theory of 
the firm. This approach is not used, and therefore discussion is not dwelt on here. 

OEA's model formulation is as follows (following notations by Seiford eta/., 1994). 
The basic OEA model is based on a productivity ratio index. which is measured by 
the ratio of weighted outputs to weighted inputs. DEA extrapolates Farrell's (1957) 
single-output to single-input technical measure to a multiple-output to multiple-input 
technical measure. This model assumed that f DMU uses a 'm' dimensional input vector, x, (i = 1, 2, ... m) to produce a 'I( dimensional output vector. yq (r = 1,2, .. . ,k). The DMU under evaluation is denoted by '0' . 

.t 

Lu,Y.,o 
w =.!.=!_-.. -

LV,Xyo 
·-· 

[1] 

where w0 is the relative efficiency. x and y are the input and output vectors respectively, and Ur and v1 are the weights of output rand input 1. The above ratio accommodates multiple inputs and outputs in efficiency estimation and measures the relative efficiency based on input and output weights. However. a unique set of 
weights for all OM Us may be difficult to identify. because different OM Us have different input and output combinations (Charnes et at., 1978). The CCR proposed 
the use of a set of weights that accommodates those differences. They suggested that each OMU should assign weights that allow it to be shown more favourably, compared with all other DMUs under comparison. Thus, the respective weights for 
each OMU should be detived using the actual observed data instead of fixing in advance (Cooper et a/., 2000). CCR introduced the following fractional 
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programming problem to obtain values for tnput weights and output wetghts. Basis 
CCR formulation: 

Subject to 

Z:u,yiJ < & ch ·- 1 
L 

_ l , .or ea J- , .... ,n vx , 'J [2] 

u,v1 2: 0 r-1 , .. ... ,k. i=1 , .... ,m 

where w0 is the relative efficiency, x and y are the input and output vectors 
respectively, u, and v, are the weights of output r, and input i, n, m and k denote the 
number of OM Us, inputs and outputs, respectively. The above fractional 
programming problem is based on the objective to estimate the optimum input and 
output weights for each OMU under evaluation. It measures the relative efficiency 
of OMU0 based on the performance of the other banks in the industry. For that, the 
weighted input and output ratio is maximized subject to given constraints. The first 
constraint of the model limits the estimated efficiency of the OMUs to one. The 
second constraint in the above model indicates that all variables, including input 
and output weights, are non-negative. Estimated input and output weights are used 
to find the efficiency index 'w'. The rractional programming problem can be 
transformed into a linear programming model (CCR), as illustrated in equation 3. 
Basic CCR formulation (Multiplier form): 

Max wo ;;... L u,Y"o 
r 

Subject to 

105 



L:u,y
17 - L:V.xv ~ 0 for j=1,2, ... n [3) , 

u, ~ 0 tor r= 1,2, . .. k 

v, ~ 0 for i=1,2, .. m 

The above linear programming problem ams to maximize the sum of weighted 
outputs of DMUo subject to virtual inputs of DMUo, while maintaining the cond1tJon 
that virtual outputs cannot be exceeded by virtual inputs of any OMUs. Both the 
fractional programming problem and the linear programming problem have the 
same objective function. CCR-inefficient firms are given an efficiency ratio W0 < 1. 
Efficiency indices of efficient firms are equal to '1 ' . Furthermore, there is at least 
one efficient unit that is used as the referencing unit for estimating relative weights 
for the inefficient units. Both linear programming problems outlined above can be 
used to directly estimate '8' 

Basic CCR formulation (Dual problem/envelopment form): 

Min 8 

Subject to 

Ox~- s. - L:X!i..:t
1 

fori = 1,2, ... m 

- s, + LY, A-
1 

= Y,.. for r = 1,2, .... k 
I 

[4) 

where y11 is the amount of (h output produced by DMU j using X; amount off' input. e denotes the CCR efficiency of DMU j . Both YrJ and x, are exogenous variables 
and A1 vector of weights (intensity variables) assigned to each DMU under 
observation. Variables s, and s, represent input and output slack. The weights 
determine the combination of technologies of each firm to construct the production 
frontier. Thus, each weight is a decision variable determined by the solution of the 
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hnear programming model Identified as Equation 4. The first constraint of the 
above model implies that the combination of the input of the firm j 1s less than or 
equal to a linear combination of inputs in the firm on the frontier. Similarly, the 
second constraint ensures that the observed output of firm j is less than or equal to 
a linear combination of inputs in the firm on the frontier. The last constraint ensures 
that the main decision variable eJ (efficiency of/' firm) lies between one (1) and 
zero (0} by limiting the values to equal or greater than zero (CCR}. 

The values given under slack variables indiCate the scope for improving the OMUs' 
operations without affecting the current level of operations. DMUs in an optimal 
scale of operation have zero values for s. and s,. In other words, if the optimal 
value 8 is equal to unity and both input slack s. and output slack s, .are equal to 
zero in a unit under review, further efficiency improvements cannot be expected in 
such units. However, there may be some DMUs with slack variables with non-zero 
values. This signals that additional efficiency improvements can be gained by 
reducing (increasing) specific input (output). Non-zero slack variable in a particular 
DMU indicates that the OMU as not operating at the optimum scale. 

The original CCR model assumed that all DMUs under consideration were 
operating on an optimum scale. The BCC-DEA formulation relaxed the assumption 
of optimum scale. The CCR model estimated the TE. BCC accommodates the 
scale effect by relaxing the constant return to scale assumption by incorporating a 
third constraint to the efficiency evaluation model. Generally, it relies on the convex 
combination of the efficient units, instead of the linear combination, as in the case 
of the CCR. Accordingly, this can be achieved by adding another constraint to the 
anginal CCR model (LA., = l ). The efficiency estimation of these two models can 
be used to identify the two components of efficiency: technical, under both constant 
and variable returns to scale and scale efficiency. The BCC-DEA fonnulation is 
g1ven below. 
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Basic BCC formulation (Dual problemlenvelopment form}: 

I I' 

Subject to 

0-1 - s -~xA.-O f ' ~ IJ I 
I 

- s • "" Y A. = y ' L...,. ,, £}4 

[5) 

Objective functions of the above linear programming models set the input combination of i at a minimum level to produce an output that is equal to the output of firm j. Therefore, the optimization solution to the above models determines the lowest fraction of inputs needed to produce output at least as great as that actually produced by finn j. Thus, this process says that 8J is equal to or less than one. If 8J IS equal to one. then finn j is as efficient as the other finns in the frontier. On the other hand, if SJ is less than one, the firm is not as efficient as the firm in the frontier. 

Th1s study estimates the SE for each OMU based on the estimated efficiency in the BCC and CCR models. This analysis has helped to identtfy the effectiveness of ex1st1ng scales of operation. 

Thus, in general, technical change experienced by a bank is measured through its ability to produce more or less with a given vector of input quantities in period t in comparison to the levels feasible 1n period s. Technical change is measured 
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relative to a given input and output vector For instance, giVen two vectors (y, z), 
such that there is at least one non-zero output vector assocaated with the 1nput 
vector, y , under the technologies of penods sand t. Techmcal change measure IS 

a function of the choice of y and z. In practice, the most obvious cho1ces are the 
observed input and output vectors in periods s and t. These two chotces result in 
two measures and an average of these two measures is usualty taken. Making use 
of output distance functions, we measure techntcal change by comparing the radial 
projection of the output vector, z onto the frontiers of Ss and St. 

Thus, TC - technical change is given by: 

[ 

1 1 ]OS rc•J = ( z z) = do(y.zJ X do(y,z,) 
o Y, •. Y, , d'(y ) d'(y ) 0 ,z. 0 ,z, [6] 

A numerical value for the TC measure of greater than 1 implies that there is 
techntcaJ progress. 

Technical Efficiency of an observed pair of inputs and outputs, from an output 
orientation, is measured by the extent to which the observed output vector could be 
radially expanded to be on the frontier of the production possibility set associated 
with the input vector. Thus, d;(yxz.) and d~(y,zJ are measures of techntcal 

efficiency in penods s and t, respectively. Then technical efficiency change, TEC, is 
measured by: 

1'£l '' ·' = (y z z )- d~(y,z,) 
0 ,. ,_y,, ' d'(y ) 

0 .z. [7] 

The distance involved is computed with respect to the observed production 
technologies in periods s and l 

Scale efficiency of a given bank is measured using the output distance of the 
observed input-output vectors relative to the variable returns to scale (VRS) frontier 
and from the constant returns to scale (CRS) technology that is generated from the 
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observed VRS technology. Thus, output oriented scale effictency measure in penod tis defined as: 

'L" _ (y ) _ TF.tr~~S(y, z) .'ic. - z -
• • TE,.,II:'i(y• z) [8) 

This is what will be used to derive SE in the study. 

4.5 Malmquist Total Productivity Index (IIPI) 

MPI has been widely used in previous research to measure productivity mprovements in the banking industry after government policy changes (Berg et a/ .• 1992; Casu and Girardone, 2005; Grifeii-Talje and Lovell, 1996; lsik and Hassan, 2003; Sturm and Williams, 2004 ). Two alternative methods-base period method and adjacent period method-have been used to estimate MPI. The adjacent period method estimates productivity change in two consecutive periods and on a year1y basis, while the base period method estimates productivity changes using a pre-specified base period. Thus, the adjacent period method is more suitable for studies based on unbalanced panel data. Therefore, this study applies the adjacent period MPI to investigate productivity improvements. 

The MPI uses a distance function approach to measure productivity improvements. Caves et al ( 1982) first introduced the idea of using a distance function approach to analyze changes in productivity based on a general production function. DEA­based MPl was first introduced by Fare et al. (1994) in a study of productivity improvements in Swedish hospitals using the conceptual basis provided by Farrell (1957) and Caves eta/ (1982). 

Following from the previous section on OEA, if inefficiency does exist, the movements of any given bank over time will depend on both its position relative to the corresponding frontier (technical efficiency) and the position of the frontier itself (lechntcal change). These enable us to distinguish between improvements 
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emanating from the bank's catch up to the frontier and that resulting from the 
frontier shifting up over time. For this purpose, the output-onented Malmquist Index 
1s used to assess the sources of factor productivity change 1n banks. The 1ndex 
decomposes total factor productrvity change into efficiency change and 
technological change. Malmquist index is written as follows. 

[ ]

Ill 
M l(y .x y x ) = D~(y,. lx,~~ > X D~~~(y,.lx,~~> 

" '· ,, tt l H I D'(y ) D"' (y ) o ,_x, u ,_x, 
[9] 

where M denotes Malmquist productivity index of the most recent production point 
(y,.1x,.1 ). using period t+1 technology relative to the ear1ier production point ( y,_x, ), 
using period t technology. Subscript 0 indicates output orientation, 0 are output 
distance functions, while y and x are outputs and inputs, respectively. 

The productivity change in a given two consecutive period contains two 
components, namely change in technical efficiency (catching up effect) and change 
in production technology (frontier shift effect). Fare eta/ (1994) showed that MPI 
can be decomposed into two elements to find the catching-up effect and frontier 
shift by reproducing the above equation as follows: 

M'''(y y x ) =[D~(y,,lx,.l )]x[ £Yo(y,x, ) X D~{y,. lx,l) J''l (10] • ,_x,, H I tt l D'( ) D" '( ) Dtt ' {y ) o Y,.x, o Y,_x, o ,.,_x,., 

Total productivity change :=Efficiency change X Frontier shift 

The first element of the equation on the right hand side stands for the efficiency 
change, and the second element stands for the frontier shift between time period 't' 
and 't+1'. Based on the above equation, two separate equations have been 
constructed to estimate the efficiency change and impact of frontier shift (Fare et 
a/., 1994). 

Efficiency shift ;; [D~(y,. 1x" 1 )] 
D~(y, x,) 
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[ 
]

Il l Frontier shift = D~(y,x,) X D~(y, .,.r,. ,) 
l)~''(y,x,) J)~' '(Y,.,,.r,.,) [12) 

If productivity of a OMU has improved between two periods, the MPI reveals a 
vaJue greater than one. Conversely, an MPI less than one indicates declining 
productivity between two periods. Productivity improvements from technological 
changes and efficiency changes are also interpreted in a similar manner (Coelli et 
at., 1998). Both parametric and non-parametric approaches have been applied 1n 
previous studies to estimate MPI. This study relies on a non-parametric OEA 
approach. Respective MPis are estimated using 'DEA-Solver software' developed 
by Coelli eta/ (1998). Respective MPis are estimated from individual year data to 
faCilitate the estimation of productivity and technical and technological changes. 

The idea of Malmquist index originates from use of distance functions 1n 
productivity analyses, as developed by Caves eta/ (1982) in a general production 
function framework. They introd~ two types of productivity, namely an output­
based and input-based index. Caves et a/ (1982) defined productivity as a 
geometric mean of two Malmquist indices expressed in distance functions. The 
component distance function then are equivalent to the reciprocal to Farell's (1957) 
measures of technical efficiency. Building on th1s work, Fare and his colleagues 
(1990, 1992 and 1994) developed empirical models to directly calculate the 
MalmqUist index using Farell's (1957) efficiency measures. 

Contrary to Caves et aJ (1982) their models do not require any assumptions on the 
econonuc behaviour of production units. That means there IS no need to assume 
that the firms are cost-minimizing or revenue-maXImizing. There is also no 
requirement on the resource prices. This IS a distinct advantage when prices 
information is unavailable or when prices are distorted. Again, in contrast to Caves 
et al. (1982), Fare eta/'s (1985) productivity index can be decomposed into two . 
COmponents. one measuring the change in efficiency (the catching up effect). the 
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other measuring the technological change (the frontier effect). This is important 
contribution In that it provides insight into the measurable sources of productiVIty change. 

T ranslog Coat function 

Whereas DEA will give us efficiency scores on how certain decision-making units are efficient as compared to the best practices, they will not give us the causes for 
inefficiencies in the respective OMUs. Thus, the assessment of scale, scope and 
technical efficiency of financial institution is necessary but not sufficient. There is another aspect to this measurement, and that is the managerial efficiency. The question here is whether people really work as they should do. With increased demand in the banking sector, salaries are raised but what is unclear is the 
performance reflection of these salaries. Consumption of perquisites, shirking, poor economic management, inadequate skills and irresponsibility are common features in organizations, especially in developing countries. These, among other factors, account for high costs in finns and therefore leading to X-inefficiency, thus the need to estimate a parametric {econometric model) and find out the factors that 
cause deviations from the frontier. 

In this study, we estimate a multi-product translog cost function to specifically 
measure X-inefficiency in the banking firms, and then the analysis of factors that drive X-inefficiency follows. Studies of banks efficiency recently have concentrated on X -inefficiency, which investigate deviations from cost efficient frontier attributed 
to the fact that people and organizations work neither as hard nor as effectively as 
they could (Leibenstein, 1966). It is in the interest of this study to, therefore, 
investigate the extent of this assertion in Kenyan banks. The focus is on whether 
managements fulfil their roles to minimize cost and to maximize banks outputs. 
After a decade of liberalization. has it had any impact on management practices? 
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Having discussed DEA, we now tum to Stochastic Frontier approach (SFA) SFA 
regression approadl includes a normally distributed error and an 1nefficaency 
component assumed to follow a one-sided distribution (exponential, gamma). SFA 
is stochastic, but requires the dloice of a functional form and an ad-hoc 
assumption about the distribution of the inefficiency component (Mugume, 2006) 

Uterature on bank efficiency argues that X-1nefficiency is an operational concern 
and it outweighs scale and scope inefficiencies in terms of proportion of cost it 
accounts to banks (Berger et a/.. 1993). Modeling X -inefficiency requires 
construction of cost inefficiency variable which, alternatively, can be made from 
estimation of Stochastic Frontier (SF) model. The SF model regresses total cost cJf 
the bank against input prices and output variables. In order to estimate this type of 
Inefficiency in Kenyan banks, a stochastic efficient methodology of Aiger et a/ 
(1917) is used. The cost frontier, that is lowest cost frontier with the most efficient 
mix of inputs, is employed in estimation of X-efficiency indices. A standard multi­
product transcendental logarithmic (translog) cost function is specified and 
deviations from the cost frontier are estimated based on this function. The standard 
translog function is given by the following: 

l l 
~ ~ o.sL:L:/3.1 tn{y .. ,,) tn{y,, ) Ln TCb = Oo + L...JfJ ... ln(yC'fl) + L...Ja1 1n(p1, ) + •=' 1-1 + 

1- 1 

] l 2 ] 
() si'_Lau. ln{plu) ln(p,,J + LLOuln(y .. u) ln(p,ll )+ XII + J.lll [13} I~ .lo- 1 .. - t 1- 1 

where x
11 

represents the X-(in)efficiency factor and J111 is the random error. Ln TC 
is the natural loganthm of total cost the ao is the intercept: current specification 
assumes Y ..u is two bank outputs and P,u is three input prices. P .. , /3 .. 1 , a, , 011 and 
a~ are the coefficients to be estimated; P.1 = /31.. while a,, =a"' (the symmetry 
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restrictions); subscripts j and k denote each of the two outputs, and subscnpts 1 
and h denote each of the three input pnces.23 

Table 4.3: Definition of variables 

Variable Description Type 
Cost Total cost (includes profit share (diVIdend), and Dependent variable expenses on personnel, commissions, fees and 

so on.) Ksh miUions 1- --- ----- - ----- --P1 Price of funds {0.4) (total interest expenses/total Pnce1ndependentvana~e customer deposits (demand, savings and time multiplied by the Input X 1. deposits) ---r-- - f-- -- -P2 Price of labour (%) (total personnel Price1ndependentvariable expense/total assets) multiplied by the input X2. 1-
---P3 Price of physical captlal (non-interest Price independent variable 

I I-
expenses/average assets) multiplied by the input X3. 

! 

"Y1 The Ksh value of total aggregate loans and Output advances. -
"Y2 The Ksh value of total earning assets (short Output tenn investment, equity and other investment and public sector securities) 1-

·x1 Customer deposits excluding foreign deposits. Input Ksh millions -·---- --•)(2 labour expenses Ksh millions Input - -"X3 Net shareholders funds. Ksh millions Input 
"The same inputs and outputs are used in the DEA estimabon. 

E uation 13 is estimated usin g q Stata 10.0 or Limde p 8.0 and X-inefficien cy scores 
are predicted. If a bank systematically incurs relatively higher costs than the other 
banks in a competitive environment, it is considered X-inefficient. 

u Share equabons may be esbmated jointly with the translog cost functiOn to enhance parameter elflaeocy SC()(e5 by reduang their variances. The study however does not use the share equations and care must be taken 1n anterprebng the results. 
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Factors Oetennining X-inefficiency 

The peffonnance of banks depends upon the strengths, weaknesses, opportunities 
and threats they are facing. Those forces originate from both external and internal 
environments of the finn. Therefore, both finn-specific and environmental factors 
may influence the efficiency of a bank. Consequently, banks with sound internal 
and extemaJ environments may perform better than other banks in the Industry 
Thus, the investigation of factors that influence finns' X Inefficiency is important 

Various factors have been attributed to affect X-ineffiCiency in banks. The factors 
may be divided into three, mainly: microeconomic, macroeconomic, and other 
factors. Microeconomic factors have limited influence over particular industry 
segments and include endogenous factors such as product lines, capital employed, 
input utilization, people, the organization and system, work methods, and 
management styles-all of which a finn's management can control. Microeconomic 
factors also include exogenous factors such as market share, which may not be 
quite so susceptible to control through managerial decisions. Macroeconomic 
factors such as per capita income of the consumer population, inflation, gross 
national product, economic growth rates and population may influence efficiency 
and productivity gains of aU industries in general. Other factors include all non­
economic factors. The following factors have been used in various studtes. Size, 
profitability, capital ratio, non-perfonning loans to total loans, fixed assets to total 
assets, problem loans risk, purchased funds, liquidity, market power, per capita 
income. inflation, stock market capitalization, liberalization, specialization, location, 
ownership, number of branches, bank branch concentration; and population 
(Favero and Papi, 1995; Pastor, 2002; Barret at .• 1999; Leong and Dollery, 2002; 
Maghyereh, 2004). 

Prior studies have applied three techniques for investigating factors affecting 
Inefficiency in the banking sector: 
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• multivariate regression analysis (generalized least square methods, Panel 
and Tobet) 

• longitudinal graphical approach, and 

• DEA itself 

The first approach, multivariate regresston analysis. uses estimated efficiency or 
inefficiency scores as dependent variables and a range of other factors as the 
explanatory variables. The second, longitudinal approach examines the general 
trends of estimated productivity within a longer time period and uses graphical 
representation to exhibit the relationship between estimated productivity and each 
factor. The third approach uses the DEA technique, together with Malmquist type 
indices, to find the aggregate effect of other (non-production) variables on 
estimated efficiency (Pastor, 1999; 2002). 

Both DEA techniques and the longitudinal approach do not provide sufficient 
infonnation to test hypotheses. However. the statistical significance level provided 
with the estimated coefficient for each explanatory variable included in the model 
allows analysts to test the hypotheses when using regression techniques. 
Accordingly. previous studies employed this approach to test the hypotheses. On 
the other hand, the longitudinal approach has been used to identify the influence of 
factors that may lag over a longer time period. such as the impact of policy 
changes on productivity (Barr et a/., 1999). In contrast. OEA-based approaches 
have been used in cross-country comparison of estimated efficiency to separate 
country-specific environmental influences from estimated efficiency to find the true 
efficiency. The main advantage of multivariate regression analysis over other 
apProaches is its ability to test the hypotheses. Accordingly, this study uses the 
regression method to investigate detenninants of banks' inefficiency. 
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The regression uses panel and GMM approach to get the detenmnants of 
ineffictency in the banking sector. The GMM is estimated to check on the feedback 
mechanisms, whether lagged inefficiency or past inefficiency affects current 
inefficiency. All models are specified with X-inefficiency as the dependent variable 
and other factors affecting the dependent variable. 

Consideration is given to the fixed effects versus random effects specification for 
the panel, and the study follows fixed effects approach where the error terms are 
treated as bank-specific. The general specification is given as follows: 

(14] 

'Nhere y, indicates the dependent variables while the a, are fixed effects, x" are 
bank-related variables, and c .. is the residual representing inefficiency provided it 
IS nonnalized to fulfill the non-negativity requirement. 

Further, the dynamic form of fixed effects model is represented as follows: 

Y,1 = YY,,t-~ -t x;,p t-1], + c,, (15] 

Where TJ, is a fixed effect, x,,, is a (K-1 )x1 vector of exogenous regressors and 
£u- N(O. a! ), is a random disturbance. The following is assumed: 

a: ~ o. 

E(c,_,cJ.•) = 0 

E(q,, c '·') ""' 0 
E(x,,.c,,,) = 0 

[16] 
Several estimators have been proposed to estimate Equation ( 15) when T is not 
large. Anderson and Hsiao (1981) propose two instrumental variable procedures. 
To remove the fixed effect, they first difference Equation (15) to obtain 

[17] 
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In the differenced equation, however, the errors (E, - c,, ,) are now correlated with 
the one of the Independent variables (Y •.• 1 - Y •.•• 1 ) , and they recommend 
tnstrumenting for (y, , , Y 1., 2 ) With either y(, 1 or (Y,.,_1 - Y •.• 3) , which are 
uncorrelated with the disturbance in (17) but correlated with (y,

1 1 - Y •.• . 1). Arellano 
(1989) shows that using the lagged difference as an instrument results in an 
esbmator that has a very large variance. Arellano and Bond (1991) confirm the 
superiority of using the lagged level as an instrument with simulation results. Given 
the dimension of the panel as N x T, the Anderson-Hsiao estimator employed 1n 
the study is: 

a .A}, = (Z 'X) •z·r 
[18] 

Where Z is a K x N (T-2) matrix of instruments, X is a K x N (T-2) matrix of 
regressors and Y is an N(T -2) x1 vector of dependent variables. Let 
~Y., = Y,, - Y, ,_, Then, 

Y,_,!u,.l &y,.ldx•.l 

r.{y'·'j z :: X = [19] I 
' 

Y,.r 1.u,T dY,.r t.u,, 
Y •. , 

z I X, r; 
L ..;;. X = Y = [20] 

ZN XN YN 

Two other GMM estimators are suggested by Arellano and Bond (1991 ). The 
Anderson-Hsiao estimator can be considered a special case of the GMM 
procedures, which also removes the individual effect by differencing Equation (15) 
to obtain Equation (17). The GMM procedures, however, gain efficiency by 
exploring additional moment restrictions. They use all available lagged values of 
the dependent variables, plus lagged values of the exogenous regressors as 
Instruments. The GMM estimators take the form: 
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[21] 

\Nhere X and Y are defined above, but L; 1s a block diagonal matnx whose sth 

block is given by (yl .. ..... y ... xl, .... .xl(••l)) for s=1 •..... ,T-2. Then z• =(z; •...... 7.~)' 

Two different choices for~ result in two different GMM estimators. A one step 
esbmator, GMM1, can be found by using 

A =(_.!.. f z··1n·) ' ~ N~ I I 

I 
[22) 

Where H is a T -2 square matrix with twos in the main diagonals, minus ones in the 
first sub-diagonals, and zeros otherwise. A two step estimator, GMM2, is found by 
letting: 

[23] 

" " " Where h e1 = ( 11 e.1. 11 e1r) are the residuaJs from a consistent one step estimator of 
L.\y

1 
(use GMM1) 

Therefore, in general parameterized form the model to be estimated is stated 
below: 

X-lneff = f(CAP, AQ, LIQ, PRT,SZE, MKT, MBH, R. GOP) [24] 

X lneff = /Jo + p,CAP + p~Q + P3UQ + P4PRT + PsSZE + P~KT + /hMBH+ PsR+ 
{JgGOP + J.l [25] 

Where X~neff denote X~nefficiency predicted from the multi-product translog cost 
function. CAP is capital adequacy measure; MKT is market structure measured by 
(HHI and CR4). AO is a proxy for asset quality, LIQ is excess liquidity variable 
constructed while PRT profit is earnings measured by the profits of the banks. SZE 
ts a bank stze, MBH multi-bank holding company is proxy for ownership of bank, R 
is real Interest rate and GOP is gross domestic product per capita. 
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4.6 Summary 

In thts chapter, the analytical framework and the methodology used in the study ts presented. This study adopts a non-parametnc Data Envelopment Analysts (OEA) and a parametric stochastic frontier approach {SFA) to analyze measures of vanous aspects of efficiency in the banking sector. Malmquist Productivity Index (MPI) is used to measure productivity gatns of banks in Kenya. The study uses more than one approach because, as highlighted in the literature review, each approach is selected on the basis of the specific research question for whtch the method is best suited. For example the translog cost function approach is selected for measuring pncing (or cost) efficiency in the financial intermediation process. However, any limitation of the selected method implies that care must be taken in the interpretation of the results. Panel and GMM will be used to estimate the factors determining X-inefficiency in the banking sector. The next two chapters (five and six) present the results of the analyses using the methodology described in 
this chapter. 
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CHAPTER FIVE: ANALYSIS OF TECHNICAL AND SCALE EFFICIENCY AND • PRODUCTIVITY 

5.0 Introduction 

This chapter investigates efficiency and productivity improvements or gains in 
Kenya in the post-liberalization period. Discussion in this chapter is based on 
Objective One, where efficiency scores of banks using non-parametric Data 
Envelopment Analysis {DEA) are measured to investigate whether there are 
resource losses in the intermediation process. 

Analysis of commercial banks efficiency is discussed with a special focus on the 
main bank categories consisting of size in three groups (large banks, medium 
banks and small banks) and ownership between foreign and local banks. Local 
banks are then divided into public and private banks. It is important to note that 
with the exception of one bank that is fully a corporate bank, all the other 
commercial banks are mainly retail, with some business in corporate banking. The 
Malmquist indices will be computed to determine the productivity of the banking 
sector. In this section, we present results of the non-parametric measures of bank 
efficiency in Kenya. 

Data series is collected from various banking surveys and Central Bank of Kenya 
Returns for all the 43 banks annual series for a period of ten years, 1997-2006. 
The inputs used for production purposes are capital (fixed assets), deposits and 
labour, while the outputs considered are investments and advances as discussed 
in the methodology chapter. Efficiency in the intermediation process is considered 
here. MPI are derived from OEAP 2.1 and discussed at the end of the chapter. 

The Data Envelopment Analysis program {DEAP) of Coelli version 2.1 is used to 
compute productivity and efficiency measures presented in this first section. The 
Multistage DEA is used to compute the efficiency measures such as overall 
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technical efficiency (OTE), pure technical efficiency (PTE) and scale efficiency 
(SCE) measures. 

5.1 Overall Commercial Banks Efficiency 

This section presents results and discussion of an analysis of estimated effictency 
scores. First, it presents mean values, standard deviations and correlation 
coefficients of inputs and output variables used in the efficiency analysis. Second, 
it produces the results and discussion of efficiency analysis using the 
intermediation approach. 

5.1.1 Mean and standard deviation of input and output variables 

Table 5.1 presents descriptive statistics of all input and output variables used in 
this study. These statistics indicate that all the inputs and outputs have increased 
in their mean terms from 1996 to 2006. This has implications on the growth, 
developments and depth in the banking sector. Deposits have more than doubled 
in the period 1996-2007 as more and more people are becoming banked. 

Fixed assets (FA) have increased marginally by Ksh. 1.1 billion from 1997 to 2006, 
whereas advances have increased greatly. Further, the variables indicate high 
standard deviations. The Kenyan banking industry comprises few big banks, and a 
number of medium and small scale banks. Thus, the recorded differences in value 
of observed variables result from those scale differences. However, the 
methodology used allows assessment of efficiency and productivity improvements 
of OMUs, ignoring their scale of operations (Batesse et a/., 1992). 
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Table 5.1: Descriptive statistics of inputs and output data (Kshs million) 

u 

YEAR ITEM ADVNS I I I Dep I LC I Sllll 
1997 Mean 508663 1521 .23 6383.60 538 83 1230 18 Standard 

Deviation 8950 37 3226 55 11738.57 1208.75 2007 41 1998 Mean 6292.98 1577.18 6721 .23 542 08 1332 05 Standard 
Deviation 11545.93 3218.04 12228.82 1210 89 2143 51 1999 Mean 6752.70 1625.10 7163.93 64200 1326 45 Standard 
Deviation 12732.56 3209.50 12809.57 1481.46 2003 37 

2000 Mean 6543.50 2423.55 7476.23 45045 1323 73 Standard 
Deviation 12021 .25 7470.55 12893.77 881 .22 2129 62 

2001 Mean 6351.93 2244.78 7950.18 432.15 1411 .70 Standard 
Deviation 11629.53 4690.46 13496.01 80916 2261 .91 

2002 Mean 6300.70 2540.85 8824.90 477.00 1349.88 Standard 
Deviation 11203.33 5067.49 15236.44 944.72 1889.22 

2003 Mean 6702.25 3417.68 9815.55 466.33 1537.63 Standard 
DeviatiOn 11873.64 6430.82 16378.60 854.82 2079 92 

2004 Mean 8254 68 3025.38 11019.68 480 75 1699.18 Standard 
Deviation 14090. /0 5398.92 17807 81 821 .07 2388.04 

2005 Mean 9819.28 3148.03 12462.53 584.85 2015.00 Standard 
Deviation 16309.95 5001 78 18930.14 981 .76 2862.50 

2006 Mean 11348.33 3873.50 14708.15 682.48 2391 .93 Standard 
Deviation 17832.59 6490.87 21860.49 1136.75 3236.15 

Table 5 2 identifies correlations among various potential inputs and outputs 
variables. As explained by Avkiran (1999), correlations among input and output 
variables can be used to show the appropriateness of use of the variables in 
estimation. The recorded high correlation coefficients between input and output 
variables, except in a few cases, confirm that selected input and output variables 
for performance evaluations are appropriate. For instance, the AOVNS and DEP 
variable have a positive correlation coefficient of 97% and that of DEP and GS 
have a significantly high positive correlation of 94%. Other observations that show 
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htgh correlation are GS and AOVNS of 87%, FA and AOVNS of 76%. LC and 
ADVNS has positive correlation coefficient of 77%. In this case AOVNS and GS 
are considered as outputs and FA, OEP and LC are considered as inputs. The 
remainder of this section presents the estimated efficiency scores. 

Table 5.2: Co"elation of input and output variables 

GS I AOVNS FA OEP INT SHHD LC n OE GS 1 
- - - -I 0 .5188 1 

AOVNS 0 .8769 0 .4369 1 
FA 0 .6897 0 .5045 0.763-4 1 

1---DEP 0 .9459 0 .5179 0.9749 0.7178 1 
-INTt 0 .1668 0 .18-47 0.358 0.6061 0 .3096 1 - -SHHO 0 .9336 0 .4836 0 .942 0 .7078 0 .9663 0 .2548 1 LC 0 .745 0 .5436 o.n1& 0.6952 0.7922 0.3216 0 .7448 1 n 0 .76-47 0 .4245 0.8326 0.6618 0 .8262 0 .3175 0 .7973 0 .9486 1,_ OE 0 .6804 0 .4257 0.7932 0.6832 o.n-45 0 .3851 0 .7166 0 .935 0 .9652 1 . . . .. Definition of vanables: GS IS Government secunties, Its mvesbnents, ADVNS 1s advances, FA 1s 

fixed assets, DEP is deposits, INT ts accrued interest, SHHD is total shareholder fund, LC is labour 
costs, T1 is total income and OE is operating expenses. 

Table 5.3 below gives a summary of the results of efficiency scores for all the 
commercial banks in Kenya. Appendix 3 gives the detailed summary of efficiency 
scores of all the commercial banks. In general, the performance of the commercial 
banks in Kenya in the period 1997-2006 has been above 45% efficient for most of 
the banks. The findings show that most of the commercial banks have been 
operating at the decreasing returns to scale part for the same period. That means 
that when inputs increased in the period, the output increased by less than 
proportionate increase in the inputs. This means that commercial banks have been 
operating on the rising part of the average long run cost curve. 

This is indeed supported by evidence gathered in a recent banking survey 
conducted in Kenya in 2007 (Oioo, 2007). The survey revealed major impediments 
to growth of the banking sector in Kenya to include high cost structure of the 
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banking sector and high infrastruct.ural costs. Other reasons given included· non­
perfonning loans that increase the cost of banking services; insecurity, poor 
infrastructure, poor bureaucratic and legal framework - all adding to the h1gh cost of 
doing business. All these factors have increased the costs in the banking sector 
This explains why banks continue operating in rising part of average long run cost 
curve. 

Further, banks in Kenya hold excess funds than they should. It is evident that 
Kenyan banks' liquidity averages 40%, which is 20% above what they are required 
to hold. Holding of these idle funds has implications on the efficiency of the 
intermediation process. There is a definite need for credit in the economy and 
retaining it in the banks not only increases cost in the banks but undermines the 
development and growth process of the economy by not availing funds. In general, 
the overall average efficiency in the banking sector is about 56% for the technical 
efficiency under the constant returns to scale, 65% efficient under the variable 
returns to scale, and 87% under scale efficiency. The scale efficiency level of 87% 
shows that commercial banks are 13% scale inefficient The technical efficiency of 
56% and 65% under the constant returns to scale and variable returns to scale 
imply that commercial banks in Kenya could have increased outputs by 44% and 
35% in the ten years period under study, had they been 1 00% efficient 

Whereas it is not correct to compare efficiency scores for banks in one country to 
another, it is important to mention them for the necessity of seeing that the scores 
attained in other country studies are fairly large. The findings on efficiency of 
commercial banks in Kenya are not so different from the results found in other 
African countries. A study done in Uganda by Peiris and Hauner (2006) found 
efficiency scores of 0.99 for both CRS and VRS, while those in Tanzania done by 
Aikaeli (2007) were found to be on average 98 and 99 for CRS and VRS, 
respectively. There are also other studies that show lower efficiency scores. For 
instance, Kablan (2006) found average efficiency score over 1996-2004, in West 
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Africa Economic Monetary Union (WAEMU) countries to be 0.76 with CRS and 

0.85 with VRS. Further, a study on the Thai banks by Leigthner and Lovell in 1998 

found efficiency to be 0.62 and 0.59 for CRS and VRS. 

Below is a graph indicating efficiency measure for commercial banks in Kenya for 

the period 1997-2006. 

Figure 5.1: Scale efficiency measure for banking sector in Kenya for the 

period, 1997-2006 

Scale Efficiency measure for Banking sector in Kenya br the 
period 1997-2006 
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From Figure 5.1, we note an upward trend line, implying efficiency in the banking 

sector is improving over the years with a slight decline in 2001 . The scale efficiency 

was 86.7% in the year 2000, declined slightly in the year 2001 to 86.3%. The 

plausible reason for this decline would be the lagged impact of the year 2000 

drought and low GOP growth experienced. Scale efficiency picks up in 2002 and 

continues on an upward trend until 2005 but falls slightly in 2006. The fall in 2006 
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may be attributed to the elections' expectations in the following year 2007. The piCk 
up in scale efficiency may be attributed to the new entrants into the banking sector 
In year 2004, two microfinance institutions were converted into full fledged banks, 
thus expanding banking operations in the country. The two have been able to build 
a large customer and deposit base in a short time and expand size in terms of 
scale of operations country wide. An example is Equity Bank which has the largest 
client base and wide operational network as at end of 2008. This may have led to 
some increase in scale of production, thus increased efficiency in the banking for 
that period. 

5.2 Technical Efficiency and Scale Efficiency 

Technical efficiency is measured under both constant and variable returns to scale. 
On average (Table 5.3 below) scores were 56.2% for CRS and 65.0% for VRS. 
The minimum scores over the same period are experienced in the years 1998 and 
2000, with technical efficiency under CRS of 44.7% and 45.1%, respectively. In the 
year 2000, the Kenyan economy experienced hardships and the rate of growth of 
real GOP registered a negative growth rate. The deceleration was attributed to 
prolonged drought (1999-2000), inadequate power supply, deterioration of 
infrastructure and low aggregate demand. Inflation rose during the year due to 
increase in prices of basic foodstuffs. 

Table 5.3: TE and SE measures 

CRTSE VRTSE SE 
1997 0.476 0.576 0.858 
1998 0.447 0.536 0.851 
1999 0:478 0.573 0.859 -· 
2000 0.451 0.530 0.867 
2001 0.490 0.577 0.863 
2002 0.650 0.752 0.869 
2003 0.689 o.n6 0.894 
2004 0.652 0.731 0.901 
2005 0650 0.733 0.898 
2006 0.633 0.718 0.897 

Mun 0.562 0.650 0.876 
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All these had a negative impact on the banking sector and the efficiency w1th which the banking sector carries out its Intermediation process. When the economy is experiencing a slump, the financial sector is also experiencing a slump. 

The technical efficiency divergence from the efficient point is 44% and 35%, respectively, under the CRSTE and VRSTE. These imply that banks could produce the same amount of outputs with approximately 44% fewer resources under constant returns, and 35% fewer resources under variable returns than they actually employed. This finding reveals that the overall inefficiency in Kenyan commercial banks would be mainly as a result of technical inefficiency rather than scale inefficiency. 

Bias corTected results are presented below 

One of the main drawbacks of non-parametric techniques is their deterministic nature. This is what has traditionally driven economic literature to describe them as non-statistical methods. Further, due to the complexity and multidimensional nature of the DEA estimators, their sampling disttibutions are not easily obtainable. The bootstrap provides us with a suitable way to analyze the sensitivity of efficiency scores relative to the sampling variations of the calculated frontier by avoiding the drawbacks of asymptotic sampling disttibutions. The bootstrap is based on the idea that the known bootstrap disttibution will mimic the unknown sampling distribution of the estimator of interest. Through the bootstrap, the bias of the original estimator can be calculated, and the original estimator corrected for the bias. In particular, as earlier mentioned, output oriented DEA is used in the study. and these scores are a higher bound of the true efficiency scores. A bias corrected estimator of the true value of the OEA score is computed using the bootstrap. 
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Figure 5.2: CRTE bootstrap bias corrected 

uncomtcted average 
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Table 5.4: Bootstrap correct average efficiency scores 

CRTE-bootstrap VRTSE- SE-bootstrap bias 
bias corrected bootstrap bias corrected 

corrected 

Lower bound 0.4857 0.5738 0.8624 

Upper bound 0.6124 0.7029 0.89 

Uncorrected 0.5616 0.6502 0.8757 
average 

Corrected 0.55862708 0.64990976 0.87432075 
average 

The conclusions reached with the scores adjusted for bias using bootstrap are 

similar as before, though with lower efficiency scores as shown in Table 5.4 and 

figure 5.2. 
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Slack values 

It is observed for the summary of input slacks that technical inefficiency arose more 
from the inefficient use of labour and deposits, rather than underutihzation of 
capital in the intennediation process. The period 2002-2006 shows an 
improvement from the period 1997-2001, moving from 1003.3 and 225.2 in the 
case of deposits and labour, as compared to 824.4 to 159.6 for the same inputs for the former period. This reinforces the ear1ter findings that efficiency improved in the 
banking sector for the period 2002-2006 as compared to the ear1ier years, 1997-2001 . 

Table 5.5: Slack value 

Input Slacka 

Yur Deposits Capital Labour 
1997-2001 1003.339 89.012 225.226 

-2002-2006 824.449 101 .783 159.659 
-

The years 1997-2001 show that the rate of accumulation of deposits exceed the 
rate of loan given out for the period, hence the high value of 1003.3. Prior to that period, banks had loaned out a lot of money and the non-performing loans were 
large. From 1999, we see banks changing their lending strategy and start stringent 
screening processes for loans that dropped many deservmg Kenyans from the 
credit worthy bracket, hence the accumulation of deposits/liquidity in the banking sector. In the case of labour, there is an indication of under-utilization of that factor 
in production in the period 1997-2006, thus undermining the efficiency of the 
commercial banks. The results reflect situations where workers in the banking 
sector are not fully utilized and commercial banks keep excess liquidity than is 
necessary for efficient service provision. The under-utilization of workers and 
production input leads to low output per worker. 
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5.3 Efficiency by Types of Banks 

In this study, we classify banks by size and ownership Classification on the basis of size is done based on asset size of the banks. Large banks have asset base of Ksh 20-120 billion, medium banks have an asset base of Ksh 4-20 billion and small banks have asset base less than Ksh 4 billion. Ownership is mainly in the two categories, foreign and local. local is further divided into pnvate and public. It is assumed that banks in the same group are homogenous in nature and portray the same characteristics. Further, it is important to highlight apriori that in the category of large banks, 5 out of the 12 are foreign-owned. A majority of banks are local­owned, be it local-private or local-public. The state-owned banks (government­owned banks) are 3 and they fall in the category of large. 

From the results, Table 5.6, the general finding is that medium banks in Kenya are most efficient followed by the large banks and finally the small banks. Two (2) of the 12 banks in the category of large banks operate at the efficient frontier and these are the best practice banks. DEA efficiency scores are relative efficiency based on the best practice banks in the industry. A score of 1 shows that the bank is efficient operating at constant returns to scale at the frontier. 
Table 5.6: Efficiency measure by size category (1997-2006) 

No. of banks CRSTE VRSTE ScalaE Small banks 15 0.536509 0.638633 0.640089 Medium banks 13 0.536896 0.590802 0.908758 ~banks 12 0.523872 0.587707 0.891383 

Table 5.7: Mann-Whitney test scores- Efficiency by size of bank 

CRS VRS SE urge VS Small 573 544 696 - - (-3.22 .. } (-3.58 .. ) (-2.39**) urge vs Medium 462 979 348 
f-- - (-4.47*.) 1~.741 j-5.3.~1 Medium VS Small 1264 764 994 - {~.7) (-4.02**) {-2.43**} . -~~ 

Noie l scores are giVen m parentheses . .. ind~eates that test scores are s~gnificant under 5% level. 
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The two banks are foreign-owned, implying foreign banks set the pace for the 
Kenyan case in terms of efficiency in running their banks. Small banks are mainly 
local-owned. and show the lowest efficiency measures in the categories of banks 
based on size. In terms of scale-efficiency. the small banks show the largest 
deviation from the efficiency frontier. Scale inefficiency means under-utilization of 
productive capacity or a situation where production is taking place at a point below 
scale efficient frontier. Scale inefficiency for the banks is approximately 1 0%. 11% 
and 16% for the medium-sized banks, large banks and small banks, respectively. 
In terms of returns to scale, these banks are supposed to catch up by exhausting 
the remaining capacity to achieve full efficiency. Similar results with similar 
conclusions are found for banks with large branch networks. Large banks have the 
largest branch networks. with the largest customer base followed by medium banks 
and small banks. 

Many of the large banks have been expanding their networks and now have a 
broad branch network all over the country. Some of them refrain from retail banking 
to do corporate banking. Thus, such banks will tend to be more efficient than those 
undertaking retail banking, which explains partly the high scale efficiency level. For 
all categories of banks large, medium and small banks, there are some of them 
operating on the increasing returns to scale and constant returns to scale portions. 
Thus. these banks have room for improving their efficiency by expanding their 
branch networks, launching new products to attract a variety of customers, and 
adopting new technology to enhance production. Small banks in this sector are 
mainly the most inefficient and need to catch up. Many reasons may be attributed 
to this. given that a majority of them are small and local-owned. The huge capital 
required to invest in the latest kind of technology may be weighing on these banks. 
Some of them are required to pool resources to provide services such as 
Automated Teller Machines (ATMs). Such joint efforts lead to certain inefficiencies 
in the production process and provision of services. 
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From theory, it is expected that the size of the production finn matters positively wrth regard to economies of scale and, thus, increasing possibility for large banks to rank high in performance analysis. This is fair1y true in the Kenyan banking sector for the period analyzed. The medium banks, which are second to large banks, are more efficient than the small and large banks. This implies a maJority of the medium sized banks operate closely to the frontier, and this is attributed to availability of resources to adopt new/latest technology, thus leading to efficiency in production. Further, medium banks can benefit from economies of scale emanating from large/medium scale production. 

The Mann Whitney test scores on the efficiency on intennediation are carried out to validate the findings of this study. The Mann-Whitney test is a non-parametric t-test (distribution-free) used to compare two independent groups of sampled data. This test is an alternative to the independent group t-test, when assumption of nonnality or equality of variance is not met. This, like many non-parametric tests, uses the ranks of the data rather than their raw values to calculate the statistic. Below are the results of the Mann-Whiney tests. 

The estimated Mann-Whitney test statistics for the efficiency scores given in Table 5. 7 indicates that differences between scores in all three measures are significant in the case of large banks as compared to small banks. However, the differences in estimated efficiency scores of large and small banks has narrowed in the latter years, indicating improved efficiency in the entire commercial banks. In the case of large and medium banks, the statistics presented indicate that there are significant differences in estimated CRS and SE scores between large and medium sized banks. However, estimated VRS scores are not significantly different. The small differences in asset and deposit base may have impacted on the differences in estimated efficiency scores. The Mann-Whitney test scores indicate that there is no significant difference in CRS between the recorded performances of the medium and small banks. However. the differences in VRS and SE are significant. 
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In terms of ownership structures, foreign banks seem to be most effictent followed 
by local private, then local public. A number of reasons can be given for difference 
between foreign and local banks; such as access to technology and ease of 
technology transfer. managerial skills since foreign banks are generally 
multinational companies. The scale inefficiencies measures are 12%, 17% and 
13% for foreign banks, local public and local private. For the banks to be full scale 
effiCient, they are supposed to exhaust their 12%, 17% and 13% of undPr-utillzed 
production scale. What explains this phenomenon? One reason may be that there 
has been an introduction of a new concept of banking in Kenya, and that is Islamic 
banking, offering different products and at lower rates. This is causing local banks 
to rethink what they are offering in terms of the products and interest charges they 
are giving. The Islamic banks follow the Sharia laws that do not believe in charging 
high interest rates, making the exploitation of scale economies difficult. 

Table 5.8: Period average efficiency measures 1997-2006 

No. of CRSTE VRSTE ScaleE banks 
Foreign banks 9 0.640094 0.726756 0.880756 Local public banks 7 0.546712 0.653175 0 .831031 Local private banks 24 0.49597 0.564617 0.878419 '--

... 

Table 5.9: Mann-Whibley test scores - Efficiency by ownership 
Mt~nn-Whitney test scores-Efficien~ In intermediation 

CRS VRS SE 
Fore!g'!_Vs ~Public _ _ 182.5 _ 525.5 __ 261 .5 - - - - -- - {-5 .84 .. )_ {-5.93*" - (-5.31 .. F~re_!gn Vs Local Private__ _ 858 _ 824 _ _ 716 

-- -- -- - J:1.59 - J-1.!!.Ql (-2.62 .. 1 _ l ocal Public vs Local Private 981 .5 1204 821.5 ---~ =---=----=--=- {-1~- .1~-~ --=-l-{:2:52~-= z scores are given in parentheses. •• indicates that test scores are Significant under 5%1evel. 

Foreign banks have been expanding their branch networks in the country as the 
local banks have been inefficient in service delivery. The way the Kenyan banks 
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operate is interesting in the sense that some foreign banks concentrate 
strategically in some certain highly profitable towns, and target a large number of 
corporate customer niches; large local banks have their branches spread in many 
regions in the country. Whereas some foreign banks refrain from retail banktng to 
specialize in corporate products, large domestic banks are not discriminatory in 
terms of clientele composition. These strategic business modalities have a good 
deal to do with banks profitability and can have implications on measured 
efficiency. 

The estimated technical efficiency and scale efficiency of local public banks, of 
which 4 are state-owned, are lower than the local private banks. 

Mann-Whiney Test scores presented in Table 5.9 reveal that differences in 
estimated efficiency scores between foreign as compared to local public banks are 
statistically significant. On the other hand, estimated SE scores have shown 
significant differences in all cases. These findings suggest that recorded efficiency 
differences in different fonns of ownership mainly resulted from issues related to 
the scale of operations. 

5.4 Nature of RTS 

Appendix 3 presents infonnation on the RTS recorded by each bank in each year. 
CRS is considered as the most productive scale of operations (Avkiran, 2000). 
Further, evidence on RTS indicates some banks achieved CRS even though they 
were not technically efficient. Interestingly, only a few banks· were in the IRS. As 
indicated in previous research, banks in IRS may enter into a market merger or 
other form of business collaboration with the major banks to expand their scale of 
operations (Avkiran, 2000). This study supports such strategic moves, since quite a 
number of small banks are in IRS. The two (CRS and VRS) efficiency 
measurements show that a large number of inefficient banks in Kenya were in the 
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DRS during the study period. Particular1y during the latter part of the study, the number of banks in DRS has increased. Further, as identified in effiCiency analyses, local-owned large banks were scale inefficient The result on RTS confinns that the main cause of inefficiency of those banks were the excessive scale of operations. As suggested by Avkiran (2000), those banks that were tn the DRS are required to downsize their scale of operations. The operations of such 
banks may be rationalized by reducing the number of bank branches and restructuring human resources. 

5.5 Malmquist Indices of Efficiency Change 

The investigation of productivity growth is achieved by applying a non-parametric method developed by Fare eta/ (1989), which computes total factor productivity (TFP) growth using a Malmquist index of productivity change. Within this framework, productivity growth may occur due to a combination of industry-wide technological change; that is, a shift in production surface, and a change in technical efficiency at the level of the operating unit, which is movement towards or away from the production surface. The Malmquist index can be decomposed to capture these two components; technological change and change 1n technical efficiency. Furthermore, the efficiency component can be decomposed into a pure technical and a scale efficiency change component. 

Technical efficiency indicates the degree to which the operating unit produces the maximum feasible output for a given level of inputs, or uses the minimum amount of feasible inputs to produce a given level of output Higher efficiency from one period to another does not necessarily suggest that the operating unit achieves higher productivity, since technology may have changed. 

5.5.1 Productivity changes 

Table 5.10 below gives the efficiency scores broken down into their respective 
components. 
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Table 5.10: Malmquist indices of efficiency changes 

Teffch techch PTech sech _!!pch 
0.995 1069 1 0.995 _!;Q64 0.997 - - - -1.066 1 0 .997 1 063 Large banks 0.997 1.044 0.997 1.001 1 042 -
0.992 0.995 - - -- - -0.993 ~9~ 0 987 - -0.995 1.052 1 0.995 1.047 
0.992 ·-

0.995 --
0.987 -0.993 0 .999 1---- -
~031667-

Mean 0.994667 1.036833 0.997167 0.997667 --
1.001 1.024 1.004 0.996 - -1.025 
0.996 0.965 0.998 ---0.998 0.962 Med1um 1.003 ----

1.073--1.07 1.002 1.001 banks r--c-'--·- - --0.99 1.076 0.99 1 1 065 
1.001 1.037 1 1.002 1.038 --1.001 1.014 1.002 1 1.016 llea.n 0.998667 1.031 0.999333 0.9995 1.029833 -

1.o2 0.995 1.025 0.996 0.999 -1.01 0.995 1.01 1 1.004 
1 0.996 1.002 0 .999 0.997 ·-

SmaU banks 1 1.018 1 1 1.018 - -0.996 1.03 0.996 0 .999 1.026 
1 1.047 1 1 1.047 1- -0.99 1.061 1 0 .99 1.051 

Mean 0.999333 1.0245 1.001333 0.998 1.023833 
1.007 1.044 1.007 1 1.051 ~ Non - bank 0.997 1.06 1 ·- 0997 1.057 -Fnancial 

institutions 1.011 1.022 0.994 1.017 1.033 ·-1---- -0.998347 1.031893 0.999273 0.999167 1.030333 

Broken down indices from Table 5.11 

Teffch t.echch PTech MCh tfpch 
large 
~nks -0.53 3.68 -0.28 -0.23 3.17 --- -
Medium 
~nks -0 .13 3.1 -0.07 -0.05 2.98 -- -Small 
banks -0.07 2.45 0.13 -0.2 2.3!!._ ~-:-:--· -~ -NonBankfin -0.17 3.19 -0.07 -0.06 3.03 - .--'-- -·-'-----Note Indices computed from table 5.10 for • clear analysis. 
Teffc;h is Technical efficlency change, Tech is technok>gy change; PTech IS pure technical 
effictency change; Sech is scale efficiency change, and Tfpch is total factor productivity. 
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The results in table 5.11 indicate that total factor productivity increased by 3 2%. 2.9°A., 2.3% and 3.0% for the large banks, medium banks, small banks and non­bank financial institutions. respectively. In each category of banks, the resultant increase in total factor productivity was a result of a positive technology change of 3 7%, 3.1%, 2.5% and 3.2%, respectively. However, the improvement in technology was reduced by inefficiencies in the banking sector (0.5%), (0.13%), (0.07%) and (0.2%), respectively, for each category of banks. The 1neffic1enc1es in the banking sector may further be decomposed to pure technical inefficiency and scale inefficiency changes. For instance, for the large banks, the 0.5% productivity change is decomposed to 0.28°kfor pure technical efficiency and 0.23% for scale efficiency. The same trend is observed in the medium, small and the three financial institutions analyzed. 

It is expected that the banks with high efficiency scores should show some technology improvement, and this is the case. The perfonnance of large banks shows increase in technological innovations by the largest percentage as followed by medium and then the small banks. Large banks are mainly foreig~wned and have resources to spend in new technology. Further, by virtue that they are foreign-()Wfled, there is transfer of technology from the mother banks in Europe and America. The local banks falling under this category of large banks have also improved their technology. 

In tenns of pure technical and scale efficiency, the score is reversed as compared to the OEA results. However, this is offset by the varied technology change estimates, leading to estimates making the overall total factor productivity to be explained by technology change with the highest being for the largest banks. This is expected. Thus, the banks miss the frontier by (0.5), (0.13), (0.07) and (0.2) points for large, medium, small and financial institutions, respectively. These divergence proportions point out the rates by which they should have reduced 

139 



inputs use to produce the same level of outputs if they managed to operate on the 
full efficient fronber. 

The results show small banks have to build capacity for technological innovations. 
They can invest 1n technology and improve on their effiCiency to reach the full scale 
efficiency. Given the high cost that IS associated With technology investment, they 
need to look for resources. 

5.6 Summary of Findings 

This chapter examines the trends in efficiency and productivity changes of the 
banking industry during the post-liberalization period. Efficiency scores and total 
factor productivity growth are estimated using the output-oriented OEA model. 
Three inputs and two outputs specifications are used to represent efficiency and 
productivity gains in the intermediation process. The analysis of mean estimated 
effiaency scores are presented in the chapter. 

The DEA technique identifies benchmarking units for measuring relative efficiency 
of OMUs from the sample of OM Us under observation by piece-wise comparison of 
DMUs. Thus, estimated efficiency scores of a sample of DMUs are not appropriate 
to compare with the estimated efficiency scores from another sample of DMUs. 
Furthermore, 1ssues related to model specification and input and output onentation 
used in assessment of efficiency may also reduce the comparability of estimated 
effiaency scores with other studies. Therefore, comparison of estimated efficiency 
scores of a sample with another may distort the reality. Thus, the comparison of 
esbmated efficiency scores has to be limited to samples that have similar political, 
economic and social characteristics. In other words, it is important to consider the 
homogeneity of samples. Accordingly, the study has limited the comparison of 
estimated efficiency scores to banks in Kenya only. 
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The results suggest that the main source of inefficiency of banks in Kenya is as a 
result of technical inefficiency rather than scale inefficiency. However, from the 
Mann Whitney tests. scale inefficiency is found to be significantly contnbutmg to 
overall ineffic iencies, implying both technical and scale have contnbuted to 
Inefficiencies in the banking sector. It is further observed that the inefficient use of 
labour and deposits, rather than underutilization of fixed assets in the 
intermediation process cause inefficiency in the banking sector. The banking 
industry is technology-based and the results suggest a situation where labourers in 
the banking sector are not fully utilized, and commercial banks keep excess 
liquidity than is necessary for efficient service provision. The under-utilization of 
workers and production input leads to low output per worker. 

In terms of ownership and size, foreign banks are more efficient than local banks. 
And in the local category, local-private are more efficient than local-public. 
Medium-sized banks are more efficient than large and small banks. Large and 
small banks are found to suffer from diseconomies of scale. The estimated total 
factor productivity indicates a marked improvement in the productivity in banks, 
emanating from technological change. However, the Improvements are reduced by 
inefficiencies in the banking sector emanating from purely technical changes and 
scale inefficiencies. Banks with better efficiency measures show greater 
technological improvements than the inefficient banks. 

Overall, this chapter shows how the efficiency and productivity changes have 
evolved during the last 10 year (1997-2006) period. Furthennore. the recorded 
trends have shown that the changes in efficiency of banks may have been affected 
by some other factors with the financial refonns. The next chapter derives 
managerial inefficiency scores and investigates the factors affecting the managerial 
Inefficiency of banks in Kenya. 

141 



CHAPTER SIX: ANALYSIS OF MANAGERIAL INEFFICIENCY 
6.0 Introduction 

Thts chapter investigates managerial inefficiency, which is referred to as X­inefficiency, in the post-liberalization penod. Discussion in this chapter 1s based on Objective Two and Three. In order to attain X-inefficiency scores, a multi-product translog cost function is estimated. X-inefficiency scores are then predicted from the estimated translog cost funCtion. Factors determining the X-ineffic iency are then analyzed and a summary given at the end of the chapter. 

One of the major concerns of the study is whether people 1n the banking sector really work as they should do. Multi-product translog cost function is used to estimate X-inefficiency in commercial banks. The primary purpose of estimating translog cost is not to establish the parametric relationships among its variables, but to get inputs with which to detennine X-inefficiency. Overall X -inefficiency in commercial banks is assessed based on the consolidated commercial banks data and the analysis is extended to investigate the banks in various categories 1n terms of size. Using Umdep 8 .0 , the translog function is estimated. 

As explained in the methodology, the stochastic frontier approach assumes the error terms follow the exponential or gamma distribution. We therefore use the maximum likelihood estimates which assume the disturbance term follows the exponential and gamma distribution. Further, this assumption is backed by the aggregation of data that involves different sizes of banks that is likely to have some noise. Other distributions, in particular the half normal and truncated half normal distribution was assumed and the results are not plausible as presented Appendix 5. The analysis is thus based on the estimates produced with assumptions of exponential distribution. In this section. the results of the translog function are presented for the three categories of banks and factors determining X-inefficiency 
are diSCU~. 
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6.1 Descriptive Statistics and X-inefficiency Scores 

Grven any data series, the first thing is to confirm the descriptive statistics of the 
data for all the dependent vanables and independent variables for the multi-product 
translog model It should not be obvious that the translog form of model ts the most appropriate representation of the cost function tn Kenya. Therefore, the reset test IS 
done to ensure this is the correct representation of the cost function for the banktng sector. 

Table 6.1: Descriptive statistics for the translog data 

Summary 

Sld Skewness Kurtosis Aut.ocorrelatlon Mean deviation ln (fC)= LnTotal Cost 05057 3.0872 0955004 6.288655 1.22037427 ln (Y1) =Ln Advances 0 .6331 2.8645 0 .898024 7.951631 1.28604716 ln (Y2) =lnTot.al earning auets -0 0462 3.0651 0 8671163 6 .642287 1.58826326 ln (P1)=1n Price of funds -0.0997 2.8502 0 7065882 1.725436 0 628934146 ln (P~Fln Price of Labor -0.1381 3.2568 0 7359082 1.317453 0446702602 ln Pl=ln Price of physiul 
capital -0.3301 4.8643 0 7516466 -1.12288 0635873248 0.5"(1nY1"1nY1) 0 .9636 3.3026 09093994 32.43911 10 7962827 0.5"(ln Y~ln Y2) 0.6619 3.3092 0.8858984 23 31816 10.6470119 (lnY1•1nY2) 0.8199 34668 0 .8999723 54.19876 20 3M 2623 0.51lnP1*1nP1) 1.0809 3.9754 o665n99 1 831272 1.4718655 o.s•(lnPrlnP2} 0 .8527 32927 0.7346138 0.967363 0 593811767 0.511nPJ•InP3} 2 .9043 17.0555 06752803 0832096 0 87358433 (lnP1•1nP2l 0.5598 3.2093 06541401 2 304022 145231197 jlnP1*lnP3) -1.7685 10.1039 0 .7365333 -2.01038 1.71698625 jlnP2*1nP3} -0.5455 4.7867 0 7456126 -1 34623 o.64762n1J j_lnY1.1nP1) 0.0091 3.1282 0.7161155 13.48273 664438209 _(lnY1"1nP2} 0.5743 3.9111 0.8007795 10.50336 4.09863531 j_lnY1"lnP~t -0.1948 5.6768 0 .7095432 -8.53457 4.58358436 j_lnY2"P1) -0.3028 3 011 0.6894434 11 .02351 5.26276597 j_lnY2"P2) 0764 4.4503 0.8061085 8.643358 3 56019029 jlnY2"P3) -0.4394 5.3536 0.6968423 -7.08525 3.8701299 Source: Umdep ver 8.0 used to derive the descriptive statistics 

Further, given that this is a panel dataset, a combination of cross section and time senes data, we test for the presence of heteroskedasticity and autocorrelation, 
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wtuch are problems of respective cross sectional and time data. Further, the 
normality nature of the data is sought for. The results are presented 1n the table 
6.1 

Checking the Skewness and Kurtosis from Table 6.1 above shows that all the 
vanables have a nonnal distribution, with the exception of two variables 
[0 s•(tnP3*1nP3)] and[(lnP1*1nP3)]. According to Hilderbrand (1986), the data 
above shows great skewness, with many values greater than 0.2. The Kurtosis 
shows a leptokurtic distribution, which Implies it is less ftat topped and with all 
values positive. In general, the data is fit for estimation. Autorcorrelation is absent 
as evidenced by the small coefficient values. An OLS regression is run so as to 
test for the presence of heteroskedasticity, and reset before the use of the data in 
estimating the translog function. The results of the Breusch-Pagan or Cook­
Weisberg test for heteroskedasticity test are shown in Table 6.2 below. We fall to 
reject the null hypothesis that there is no heteroskedasticity. The reset test further 
confinns that the functional form is representative of the bank cost structure in 
Kenya. The deviations from the mean do not show a large variance. 

Table 6.2 Breusch-Pagan I Cook-Weiaberg teat for heteroskedaaticity and 
Reset test 

Breu~h-P~n I Cook-W . ... test for hetaroskedasticity 
Ho Constant variance 
Vanables: fitted values of TC de..,.,..~ .t variable 
chi2(1) -= 3.50 
Prob > chi2 == 0.0613 

Ramsey RESET test using~n of the fitted values of TC 
Ho model has no omitted variables 
F(3, 376) == 2.82 
Prob > F = 0.8121 

Source: Results from Stata ver 10 
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After the descriptive analysis of the data, we go ahead and est1mate the translog 
cost function for a panel of 40 banks over 10 years. Umdep ver 8 0 is used. 
Maxvnum likelihood method of estimation is used to estimate the translog tunct100, 
wtth an assumption of an exponential distribution of the error tenn. Limdep does 
the best in estimating the translog function for panel dataset compared to Stata 8 
or 10. All packages are used and the best results are presented in Table 6 .3 below. 

From Table 6.3, estimates of the overall commercial banks stochastic frontier 
model and the significance of theta shows that banks experience some X-inefficiency during the period under study. 

Table 6.3: Multi-product translog cost function estimates 

standard 
Mean lnTC Coefficient enor t- value ~value values lnY1 0 .786072 0.12129891 6.48 0 7.9516306 lnY2 -0.42585 0.11017541 -3.865 0 0001 6 6422868 lnP1 1.58E-03 0.19138419 0.008 0.9934 1.7254359 lnP2 1.014663 0.29532859 3.436 00006 1 3174527 lnPJ -0.15422 0.16995272 -0.907 0 3642 -1 1228839 o.s•ttnY1•lnY1) 3 .00E-02 1.78E-02 1.685 0.092 32.439106 o.s•(lnY~lnY2' 9.85E-02 9.56E-03 10.306 0 23 318156 jlnv1•tnY2' -2.41E-02 1.03E-02 -2.353 0 0186 54.198759 0.5"(lnP1"lnP1) 0 2041 3.41E-02 5.991 0 1.8312716 0.S"(lnP2"1nP2) 0 .232405 0.10561697 2.2 0 0278 0.96736293 O.S•(InPl"lnPl) -0.20933 3.46E-02 -6.055 0 0 .83209612 _llnP1.1nP2) -0.24703 4.33E-02 -5.705 0 2.3040223 j_lnP1•tnP3) -1.51E-03 3.54E-02 -0.043 0966 -2.0103766 j_lnPrlnPJ) 8 .60E-02 5.90E-02 1.456 01453 -1 3462293 j_lnY1•1nP1) 5 .16E-02 2.08E-02 2.48 0 0131 13 482726 j_lnv1•tnP2' -0.17863 4.15E-02 -4.304 0 10.503356 j_lnV1•1np3, 8 .85E-02 3.27E-02 2.703 00069 -8.5345745 JlnY2"P1) -1.43E-02 1.93E-02 -0.741 04586 11.023513 jlnV2"P2) 0.111978 3.50E-02 3.2 0 0014 8 6433581 j lnV2"Pl) -8.97E-02 2.63E-02 -3.407 00007 -7 0852532 v~ ,. for compound erTOr 

Theta 7 05186 0.52888892 13.333 0 ~mav 0.186383 8.94E-03 20.845 0 
Source. Estimates derived from Umdep ver 8.0 

145 

11 



X--tnefficiency indices are predicted from the estimates of the stochastic frontier 
model usang the distribution of inefficiency term stgma conditional on theta as 
previously discussed under methodology. The purpose of esbmat1ng the multi­
product translog cost function was to derive X-inefficiency predaction from the 
estJmated model. Appendix 5 shows the estimates of X-inefficiency denved from 
the whole banking sector. The significance of the Theta and Sigma values of 
probability of {0.00000} implies that the banks definitely have or experience X­
inefficiency. From the. translog function, the X_.nefftciencies scores are predicted 
and are as presented in Table 6 .4 below. 

Table 6.4 and Figure 6 .1 give the results of the X-inefficiency scores for all the 
banks. The idea behind measuring X-inefficiency is to assess management's 
ability, effort and endeavour to achieve their organizational cost minimization goal. 
These vanables are aligned to individuals' management capacity, which tend to 
change gradually. X-inefficiency for all the banks moved upwards from 1997 to 
1998, moving from 17.5% to 30.9%. The resulting inefficiencies in the banking 
sector led to 5 banks failing during that period, as explained in Chapter 2 . Since 
1998, changes in X-inefficiencies have stagnated around 10-15%, showing 
existence of certain static management approaches that have caused some level 
of sustained inefficiency rates in the banking sector. 

Table 6.4: X -Inefficiency scores (•.4) 

Large lied Small 
AVGs banks banks banks All banks 

_1991._ 19.3 13.3 19.8 17.5 
199!!_ 41 .9 16.1 34.7 30.9 r!-.999 14.0 10.6 18.2 14.3 
2000 14.7 12.4 18.1 15.1 
~1 15.0 12.0 14.1 13.7 
2002 14.6 11 .6 15.8 14.0 ~3 13.3 11.2 __ 15.6 13.7 
2004 14.2 9.6 J5.7 13.2 2005 - 12.6 12.8 15.9 13.4 ~oo6 12.8 13.2 12.7 12.9 J.Vg 17.2 12.3 18.1 15.9 
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Figure 6.1: Average X-inefficiency for all banks 
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Average X·inefficiency scores for al banks and 
bank categories 

During the period under review, the X-inefficiency scores average in all banks 

categories are all less than 50%. Most of the banks range below 20%, that is 

between 10% and 20% and the trend from 1999 to 2006 is a downward trend. For 

instance, the average score of all the banks in 1999 is at 15.9% level of X­

inefficiency and reduces to 12.9% inefficiency level in 2006. A similar downward 

trend is observed in the large banks categories and the reverse however broken in 

1998. The particular drivers of this inefficiency were mainly from some local-owned 

banks, which were financing elections in the year 1997, carried on to 1998. The 

same trend, however, does not repeat itself in 2002 when there was a change of 

government in Kenya after 24 years of President Moi's rule. Banking sector 

improves and shows less X-inefficiency in the subsequent years, though stabilizing 

at the range of 1 0-15%. The medium banks are able to reduce their X-inefficiency 

to a level below 10%. 

The same classification in the previous DEA chapter has been followed here. 

Banks have been grouped into three categories: Large banks, medium banks and 
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smaD banks. It is important to note that the three categorizations under the OEA 
modet show the same trends tn X-inefficeency, reinforcang the findings of this study. 
For Instance, tn 2004, OEA results show the highest scale effictency measures. 
This mplies that in that year, banks were able to minimize thetr costs and attain 
some mileage in tenns of minimizing inefficiency. Table 6 .4 above attests to thts, 
with the second lowest X-mefficiency score of 13.2% in the whole of banking sector 
being in 2004. 

Tables 6.5, 6 .6 and Appendix 7 give the disaggregated results of the banks in the 
targe and medium categories, respectively. From the results, it is clear that the 
banks with the least X-inefficiency scores are Standard Chartered and NIC bank. 
Results from the translog give the following X-inefficiency levels for the large 
banks. 
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Table S.S: Large banka ~-lnelllclency acorea 

land 

YEAR BBK KCB STD COOP CFC CIT I CBA NBK NIC STNBIC M OTRST' 

UJt mn 18 e .DJ mD 1111 IU» mJr hi ltli 1~.1 -1998 14.36 12.1 7 7.66 18.29 10.62 16.92 20.58 56.89 11.68 10.53 28 41 23 86 

1999 10.05 11.54 7.96 17.64 12.88 19.02 I 14.8 22.32 9.56 9.39 20.81 12 17 

2000 20.63 12.58 4.74 15.17 21.89 16.47 19.05 5.95 13.22 11 .76 17.02 17.67 

2001 17.15 14.98 10.66 14 7 27.11 10.42 I 19.09 5.09 12.18 15.23 16 02 17.13 

2002 13.1 1 16.99 11 .65 I 13.42 20.05 12.38 19.43 7.18 11.6 24.04 14.1 11.81 

2003 11 .54 8.63 8.83 35.25 11.24 15.64 15.02 7.7 12.17 17.12 8.94 7.56 

2004 14.51 9.38 8.07 17.55 11 .93 30.19 18.25 8.12 13.77 18.6 I 8.26 12.13 

2005 18.65 11 .31 I 7.97 7.58 16.8 12.84 11 .15 5.77 10.95 28.79 8.91 10 H I 

2006 9.68 13.98 7.09 7.48 18.02 15.42 17.99 4.93 15.31 27.49 7.8 8.31 

AVG 1 14.539 21 .156 8.323 24.708 16.446 16.264 25.536 18.606 12.194 1 18.227 16.837 14.157 

Source: Results from Limdep 8.0. "Appendix 8 gives the names of the banks in full. 
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This mplies that the two banks have been able to manage their costs 1n a manner 
that has been more efficient than the other banks. They have been able to 
maximize their output at minimum costs. The important thing to note 1s that 
Standard Chartered Bank is a foreign bank and NIC bank is a local bank. This 
means that in tenns of ownership, there are some good locally managed banks, 
NIC Bank being one of them. Foreign banks are more efficient than local banks in 
DEA results, and this is true 1n the case of X-efficiency. It goes hand in hand that a 
bank experiencing technical efficiency will most likely be managed well with people 
with very high skills. Banks that seem to have high X-inefficiency are KCB, COOP, 
NBK and STNBIC Bank. Unfortunately, all these banks are locally-owned, With 
wide branch networks in the country. The fact that a particular bank has wide 
branch network increases chances of inefficiency. In economic theory, 
diseconomies of scale set in when a finn grows too big to the extent that 
managerial efficiency is compromised. Further, from DEA results, local banks are 
more inefficient compared to foreign-owned banks. Ukewise, is the X-1nefficiency 
results, high X-inefficiency scores reflect poor management. 
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Table 6 .6 : Medium bank• X-lnefflclency Scorea. 

BOB I PRIME I FINA IMPRL HF EABS BOI ABC HABIBAG KREP GIRO 

1997 6.91 14.03 10 I 10.74 I 22.29 I 21 .22 1 8.5 10.94 16.53 i 14.4 I 10.66 

1998 9.26 1 21 .03 ! 11.2 15.03 22.29 29.95 10.32 10.32 19.83 / 14.4 13.11 1 

1999 6.1 5 13.06 / 9.02 9.46 13.99 15.58 5.86 8.53 10.9 I 14.4 9.76 J 
I 

2000 8.53 j 15.11 8.88 9.31 I 10.41 17.63 13.49 1 9.1 5 18.63 I 14.4 11.3 

2001 10.53 13.09 9.3 ' 10.46 I 8.93 10.69 13.62 I 10.06 24.49 I 9.55 11.06 

2002 : 10.81 12.94 ' 9.15 ) 12.48 7.01 I 9.56 1 12.78 9.23 I 21 .34 I 11.29 1 11 .19 1 

' 2003 , 21 .97 1 o.13 I a.3 1 14.05 6.3 1 10.82 I 12.48 1 7.61 1 12.89 j 10.23 j 8.45 / 

2004 842 8.41 8.56 14.57 I 10.45 8.75 j 12.55 7.35 8.64 10.55 7.84 

I 2005 7.67 10.12 16.74 27.57 12.2 ' 8.79 9.95 10.06 11 .73 16.85 8.92 

I 2006 1 7.52 1 12.25 17.4 28.1 1 1 1o.31 
1 

11.5 7.78 8.82 1 11.43 I 20.4 I 9.66
1 i 

r 
, 9.777 j 13.017 110.86 15.178 j 12.418 j 14.449 10.733 9.207 J 15.641 j 13.647 j 10.195 

Source: Results from Limdep 8.0. "Appendix 8 gives the names of the banks in full 
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For medium banks, the most X-efficient banks are BOB and ABC. The most X­
mefflcient banks include IMPRL, HABIBAG and EABS. In general, and from the 
above two tables, the banks X-inefficiency levels have been going down, implying 
they have been employing better and better people, more able to make good 
deasions. Wrth a population where knowledge is being acquired at a very high 
rate, it is expected that those joining the workforce are better educated and skilled 
to make good managerial decisions that would lead to cost sav1ng and 
maximization of profits. 

Of the essence to note is that measures of inefficiency may also be shown by the 
level of n0fl-1)erfonning loans that banks attract. This is one way of knowing how 
good the process of screening and how much the management takes time and 
effort in ensuring the loans they get are good quality. It is evident from the finding 
that banks that show least X-inefficiency indeed have the least ratios of non­
performing loans to total loans, compared to those with high X-inefficiency scores. 
For instance, from Figure 6.2, we note that KCB, COOP and NBK have high X­
inefficiency scores and also have high levels of non-performing loans. 
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Figure 6.2: Ratios of non-performing/total loans 
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F~gure 62 is a clear indication of this scenario, which links assets quality to 

managerial efficiency, with the exception of CBA, which seems to have very low 

ratios of non-performing loans but high X-inefftciency scores. Inefficiencies existing 

1n banks in this case are explained by other factors other than loans. Other 

explanations would be high salary packages to the staff, which increase the 

overhead costs and in general the costs of running the banks. In the next section, 

we seek to find out the factors that determine or influence the level of X­

mefficiency. 
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Appendix 7 presents results of the small banks. The general trend is the same as 
for the large banks and medium banks trending downwards towards more 
effiCiency levels in the year 2006. The locally-owned small banks show the htghest 
level of inefficiency as compared to small banks that are privately-owned. The 
loweSt X- Inefficiency level is 14.1% in the category of smaJI banks, and this level Is 
among the highest in the medium banks category. Small banks have some task 
ahead in term of improving their inefficiency levels. One way is to increase the level 
and scale of salary, so that they can attract the best skilled individuals in the 
mar1<et in the management positions. High quality cadre of staff require high 
attractive salaries, and it has to be competitively set along w;th the current market 
rate. Otherwise the turnover of staff will be high. 

6.2 Factors Affecting X~nefficiency in the Banking Sector 

Economic and financial theories provide some hypotheses that can be tested in 
explaining X-inefficiency. In this section, we consider all factors. micro. macro and 
financial perfonnance indicators that affect X-inefficiency. The factors discussed 
here are chosen on the basis of availability of data. Past studies have mainly dwelt 
on either micro or macro factors, or CAMEL bank rating factors affecting X­
tnefficiency. In this study, we model all in one equation to see the effects on the X­
inefficiency, hence adding value to existing literature. CAMEL is an acronym for the 
following C-Capital Adequacy, A-Asset Quality, M-Management, E-Eamings and L­
Uquldity. The apriori expected outcome in the regression is also mentioned. 

Capital Adequacy (CAP): This is one of the measures of bank performance 
regulated by the Central of Kenya. As noted by Berger and Mester (1997), high 
cap1tal ratios force banks to keep high capital reserves at an opportunity cost, since 
such funds could earn higher returns if invested. The apriori expected sign for the 
caprtal measure is positive relationship with inefficiency. However, on the contrary, 
1t may be argued that as the bank's capital ratio reaches the optimum level, the 
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bank's cost X -inefficiency will fall mainly because well capitalized banks may obtain 
elClemal finance at lower costs than do poor1y capitalized banks. Thus, at thiS po1nt, 
we may say that the impact is indetenninate and may be positive or negative. 

Asset Quality (A): This represents the bad loans' hypothesis. It is argued that 
tnefficiencies most often arise from bad loans due to bad management decisions. 
Therefore. consistent with this hypothesis, it is expected that bad loan problems 
exacerbate X -inefficiency. 

Bank Liquidity (UQ): This is also one of the perfonnance measures of the 
banking sector regulated by the Central Bank of Kenya. It is argued that when 
banks hold high liquidity. they do so at the opportunity cost of some investment 
options. which could generate high returns. Therefore, it is predicted that banks 
hqukiity positively influences cost X-inefficient. Further, banks keep a lot of cash 
reserves in their tills and at the central bank in a credit needy economy such as 
Kenya's. The only explanation for this is the inefficiency in the intennediation 
process of the banking sector. Otherwise it is hard to explain why banks have 
excess liquidity whereas there is need for this money in the economy. 

Bank Profit (PRT): This is part of the perfonnance measures of the banking sector 
computed by the Central Bank of Kenya. This is predicted to lead to an Increase in 
cost X-inefficiency. There is a positive relationship between profitability and market 
structure measures, such that highly profitable banks tend to consolidate the1r 
position in the market, even at the expense of cost efficiency. 

Bank size: According to microeconomic theory on scale economies, bank size 
(beyond a certain point) is negatively related to efficiency because b~gger banks, 
after crossing a certain threshold, may suffer from scale diseconomies due to the 
difficulties of managing a larger entity. However, since X-inefficiency is a 
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management quality (De Young, 1998) measure, it can be argued that large banks 
have the resources to attract high calibre personnel, who many deliver superior 
perfoonance and lower X-inefficiencies. This notwithstanding, larger banks 1n a 
highly concentrated market may be able to influence prices, such that they appear 
to be more efficient (Mester, 1996). The expectation, therefore, is that the variable 
may have a positive or negative coefficient depending on what is strongly drMng 
Kenyan banks. 

Market power (MKT). This variable represents the market power hypothesis This 
can be measured using loans and deposits equally weighted or assets share. The 
market power hypothesis predicts that when banks have greater market power, 
they offer less favourable terms to their customers in order to recoup abnormal 
profits (Berger and Hanan, 1989). There is limited evidence that banks operating 1n 
more concentrated markets are less efficient, supporting the qu1et life theory that 
inefficiency has been sustainable in banking because competition has not been 
robust (Berger and Hanan, 1997). The level of concentration is measured using the 
Herfindahi-Hirschman Index (HHI), which is computed by summing the squares of 
the market share of each firm in the industry within a specified market, thus: 

• 
filii = L (st): [26] 

·-· 
where sk. is the share (computed by using the percentage of turnover or assets, as 
appropriate) of firm i; n is the number of firms. The HHI scores range from 0 - for 
perfectJy competitive industry to 10,000 (1002

) for a pure monopoly. The expected 
apnori sign for market share variable will be positively related to X-inefficiency. 
According to the interpretation of the United States Department of Justice and 
Federal Trade Commission, who developed the index, any score above 1800 
represents a highly concentrated industry, which indicates the presence of 
oiJgopoly. 
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lluJtibank Holding Corporation (MBH): This represents the degree of foreign 
ownership of commercial banks in the local market. The banking sector has been 
undergoing reforms and privatization, though some banks still remaen government­
owned. Bank ownership matters when it comes to efficient operation of the bank. 
According to agency theory, there are potential confticls between bank managers 
and other stakeholders. Government-owned banks, especially in Kenya, may be 
inftuenced by political allegiances, and therefore may tend to be 1nefficeent. 
However, it is argued that with privatization and foreign bank ownership and 
penetration, there will be better corporate governance and, therefore, reduce X­
inefficiency. Therefore, it is predicted that MBH is inversely related to X­
inefficiency. 

Rnancial Uberalization Factors (R): It is evident that the Kenyan economy has 
been undergoing financial reforms. Whereas this is a macro variable, it is 
necessary for us to include this variable in the estimation of the equation. The 
proxy to be used for financial liberalization will be the real loan rate. The idea is 
that financial repression is often indicated by negative real rates, such that an 
increase in r (real rate) represents financial liberalization as a remedial policy for 
financial repression. The apriori sign for this variable is indeterminate from past 
studees. For instance, Berger and Humphrey (1997) conclude that conventional 
wisdom, which holds that deregulation always improves efficiency and productivity, 
may be incorrect. 

GOP 

In this study, we capture the average Income of bank customers measured by real 
per capita GOP. The variable represents general economic performance, or 
business cycle behaviour and, as such, the predicted impact on X-inefficiency is 
theoretically indeterminate. 
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We estimate Equation 27 in Chapter 4 (Methodology) using panel data regressiOn. 
Before estimation of the equation, all the diagnostic checking of the data as done. 
This Ulcludes the standard descriptive statistics, correlation and stationarity. Table 
6 7 6.8 and 6 .9 present the various diagnostics of the data. 

Table 6.7: Descriptive statistics for the variables to be estimated 

CAP Skewness -1 .7206 Kurtosis 8.5304 Autocorrelation 0.8669 
AQ Skewness -0.9916 Kurtosis 4.389 Autocorrelation 0.7614 
ua Skewness -0.4315 Kurtosis 8.623 Autocorrelation 0.7057 
PRT Skewness -0.3202 Kurtosis 2.8978 Autocorrelation 0.7322 
BSZE Skewness 0 .6002 Kurtosis 2.8517 Autocorrelation 0.9348 
MKT Skewness 0 .6144 Kurtosis 2.9189 Autocorrelation 0.9607 
UBH Skewness -0.3844 Kurtosis 3.3961 Autocorrelation 0.7088 
R Skewness -0.0227 Kurtosis 1.3859 Autocorrelation 0.955 
GOP Skewness 0 .3976 Kurtosis 2.3525 Autocorrelation 0.0248 

It is m portant for any researcher to check for skewness and kurtosis of the data to 
check out the distribution of the data, whiCh should be normal, and also check out 
for outliers. In this case, Table 6.7 above shows that all the variables have a 
normal distribution, with the exception of CAP. The data above shows great 
skewness, with many values greater than 0.2. In general, the data is fit for 
estimation. Autorcorrelation is absent as evidenced by the small coefficient values. 

A further analysis is done on the variables to check whether any two of the 
vanables are correlated. Table 6 .8 gives the correlation matrix. The finding is that 
most of the values are independent and lowly correlated, with the exception of size 
of the bank and mar1cet structure. The plausible explanation for this high correlation 
is that we estimate the bank size by using the asset base composition. Further, the 
mar1<et structure is arrived at by looking at the HHI and CR4 indices, which make 
use of assets. To correct for this, deposit or turnover may be used to compute the 
HHI and CR4. The same picture is portrayed of the mar1cet structure, so this does 
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not pose a problem The market power variable was measured With both the loans 
and deposits weighted and assets share, and assets share gave a better result. 

Table 6.8: Correlation matrix for estimation variables 

CAP BSZE AQ PRT IIBH UQ IIKT R GOP 
- - - - -CAP 1 0 .56561 0 .13067 0.09524 0 .1146 0.67525 0 58465 0 02798 -00477 - - - -BSZE 0.56561 1 0.12346 0.62087 0 .13436 0.31481 0 98043 020879 0 08703 - - - - - -

AO 0.13067 0.12346 1 o.41n7 0.04875 0.03861 0 08368 0 16815 0 08358 - - - -
PRT 0.09524 0.62087 0.41777 1 0.06758 0 .02323 05951 0 .16143 0 06604 

- -YBH 0.1146 0.13436 0..64875 0.06758 1 019135 oo8n 027498 0 01375 
- - - - -ua 0.67525 0 .31481 0 .03861 0.02323 0.19135 1 0 .28013 0.21932 0.06135 

- - - -
LtKT 0.51465 0.91043 O.o8368 0.5951 o.oan 0.28013 1 0.03819 0.00849 

- - - - -
R 0.02798 0 .20879 0.16815 0.16143 0 .27498 0.21932 0.03819 1 0.15679 

- - - -
..§QP -G.o.tn o .oa7o3 O.o8351 0.06604 0.01375 0.06135 0.00849 0.15679 - --

As is usual with time series variables, we require an analysis of data properties, 
especially the strength of the memory process or the level of integration to purify 
the empirical analysis and to conform to theoretical postulates. We summarize unit 
root tests in Table 6 .9. At log levels, the variables are all stationary, with market 
structure being weakly stationary. Eviews 6.0 is used to estimate the panel unit 
roots. The study makes use of Fisher-type tests using Augmented Dickey Fuller 
(AOF) and Phillips Perron (PP) tests (Maddala and Wu (1999) and Levin, Lin and 
Chu (2002) for the panel data. Common root Levin, Lin and Chu t• and PP confirm 
the ADF panel unit roots reported in table 6.9 below. Theoretically panel unit roots 
are simply multiple -series unit root tests that have been applied to panel data 
structures (where presence of cross-sections generates "multiple series· out of a 
single series). The observations are 400 with 9 cross sections units.The Levin, Un 
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at.t Chu (2002) test assumes there is a common unit root process so tha t PI is 
Ktenbcal across cross sections.24 

Table 6.9: Panel unit root tests ADF 

LagO lag 1 
CAP -3.626** -3.370* 
BSZE -3.167* -3.167* 
AQ -5.159** -5.239** 
PRT -5.162** -6.098** 
LC -4.283** -5.516** 

1 
ua -3.945** -4.219** 
MKT -2.339 -2 .318 
R -8.671** -7 .353** 
GOPA -10.52** -12.53** 1.-...C. -- -

han the 
This can clearty be seen from the values of the variables, which is greater t 
cribcal value at 1%, 5%** and 10%*, 25 except MKT. MKT is weakly stationa ry 

-
14 ()lba- Oldhods and the formulalioos are in E-views 6.0 program guide book II 
~ Cntical Values for unit root tests are: 1°.kt -3.49 

5°_kl -2.69 
10% -2 56 
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The hypothesized relationships are summarized below. 

; VarUble Proxy variable Hypothesized I 

I 

(Dependent variable) relationship 
definition 

CAP Core capital/ RWAS Positive/negative 
percentage - --AO NPLslgross loans, Positive e- percentage 
Liquid assets/total deposits, Positive 
percentage 
Profit before tax in Kenya Positive 

I shillings million in real 
tenns. f- --SZE Ratio of bank assets to total Positive/negative 

tm 
banking sector assets. 
Percentage 
Market concentration index, Positive 
% measured by HHI 

MBH Ratio of foreign bank assets negative 
to total banking sector 

T assets --Real lending/deposit Indeterminate 
interest rate 

GOP Economic growth, Indeterminate 
measured by real per capita 

~FF-1 
GOP 
lagged ineffici~mcy Positive '-----= --

These are then estimated using the panel regression and system GMM. Table 6.10 
below presents the results. 

For the panel model, Equation (25) in Chapter 4 of methodology is estimated. To 
choose between fixed effects model and random effects model, the Hausman 
Specification test was performed. Under the test, the null hypothesis is that the 
coefficients estimated by the efficient random effects estimator are the same as the 
ones estimated by the consistent fixed effects estimator. In this case, we find a 
Significant p-value, probability X2 less than 0.05. Therefore, we use fixed effects for 
the panel estimation. The GMM is also estimated to check whether past 
inefficiencies have any impact on the present X-inefficiencies. We make use of 
GMM estimator proposed by Arellano and Bond (1991) which is an extension of 
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Anderson Hsiao (1982)'s instrumental variables estimator and is more efficient 
because it avails additional moments of restnctions In th1s case, lagged values of 
the explanatory variables are not correlated wrth the first difference of error terms, 
the authors suggest that the lagged levels of independent and dependent vanables 
can be used as potential instruments to estimate the first differenced equation For 
GMM to be identified there must be at least as many instrumental variable as there 
are parameters to estimate. The instruments used are given in table 6.10 below 
The Sargan test is used to test the validity of instruments used. A rejection of the 
test mplies the Instruments used are valid. 

Table 6.10: Regression results 

t- t-
Coefficient statistic GMII value Instruments 

Constant 0.362 4.054 0 .216 1.98 CAP 0.018 2.164 0.1 1.876 CAP(-1) AQ 0.523 6.651 0.14 2 .16 AQ(-1) UQ 0.104 1.917 0.07 0.265 LIQ(-1) 
PRT 0.116 3.98 0.2 1.96 PRT(-1) SZE -0.422 -9.66 -0.892 -1.75 SZE(-1) UKT 0.089 1.644 0.68 0.591 
UBH -0.345 -15.8 -0.33 -3.05 MBH(-1) 
R 0.11 9.012 0.014 2.09 R(-1) 
GOP 0.036 1.167 0.01 1.66 GDP(-1) 
INEFF(-1) 0.19 1.86 INEFF(-2) 

Sargan test 
R-squared 0.789 (P-value) 4776 0.603 

AR (1) test 
AdjUSted R- value (p-
_squared 0.736 Value) -2.453 0.014* 

AR (2) test (p-
F-StatistJc 36.786 value) -0.94 0.347 

Probability (F-
statJstic) 0 

J!N Stabstic -- 0.433 ----

An ancrease in the ratio of core capital to risk weighted assets leads to an increase 
in cost X-inefficiency. This suggests that it may be true that banks are maintaining 
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high capital ratios relative to an optimal level, thereby erod1ng banks cost 
effjaeoaeS. Berger and Mester (1997) argue that banks do keep high cap1tal 
reseNeS at an opportunity cost of earning returns from investment. Both models 
estmated show a positive relationship and are Significant. This is particularly so for 
the large banks. Current capital requirement is also affected by past X 
IOOfficiencies. 

The asset quality variable that represents the bad loans hypothesis has a positive 
impact on cost X-1nefficiency. This implies that when banks lend to the public and 
the loans go bad, accumulation of these bad loans Increases the cost of running 
the bank. It is evident from the banking sector in Kenya that once a loan goes bad, 
it i~ very difficult to recover it. The court process is very slow and the whole 
process of debt collection is expensive. Problem loans, however, precede 
inefficiency when some weak management (and possibly some exogenous factors 
beyond the control of the bank management) have led to the deterioration of asset 
quality, high loan recovery costs. and consequently cost inefficiency. The 
coefficient is found to be positive and significant in the GMM and Panel. That is 
expected. 

Uqukiity 1s positively related to X-inefficiency, though statistically significant at 
10%. This finding suggests that banks in Kenya increase their liquidity position; 
they do so at the opportunity cost of expanding their loan portfolios and thus suffer 
cost inefficiency. Banks should rethink their strategies and develop new ideas on 
how to use the;r money in most cost efficient and productive way. 

Profitability too has a positive stattstically significant impact on cost X-inefficiency. 
One plausible explanation for this is that if the banking sector in Kenya is not 
competitive. banks may manipulate the prices in their favour and increase their 
profitability without necessarily reducing costs. This usually happens in an 
oltgopolistic market structure where top banks collude to gain certain profit 
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advantages. As discussed in Chapter 2, the market structure an the banking sector 
in Kenya is fairty concentrated. 

Bank size matters when it comes to X-inefficlency. The theoretical prediction of this 

re!abonship is negative and in this study. it is found to be so. Thas implies that 

medlJ.tn to larger banks tend to be closer to the efficient frontier than smaller 

banks. Further. they are more likely to achieve an optimal mix of 1nputs and 

outputs. The evidence is consistent with DeYoung (1998) that larger banks have 

the resources to attract high caliber personnel and thus attain lower X­

inefficiencies. The DEA results in the previous chapter confinn the findings. 

The results show that the market power hypothesis cannot be strongly supported 

It is statistically significant at 10% level. which is acceptable on a one tailed test 

and at least indicates weak support of the hypothesis. Therefore, we can conclude 

that 1n the Kenyan banking sector. it is indeed true that banks with greater market 

power may offer less favorable tenns to their customers in order to recoup 

abnormal profits. Big banks' interest rates are usually very high. The GMM 

coefficient for this variable is statistically insignificant, implying that past X­

tnefficiencies have to impact on ~e mat1<et structure. 

The variable for multi-bank holding company shows a negative relationship with X­

inefficiency at statistically significant t-statistic of 5% or higher. This has the 

llllpbcation that an increase in the degree of foreign bank ownership in Kenya has 

an effect, c r is associated with a reduction of cost X-inefficiencies. This result 

suggests that where the corporate governance structure of banks in Kenya is such 

that there IS substantial foreign ownership of banks, there is greater scrutiny of the 

management of the banks in order to mitigate agency-related problems and the 

pertment agency costs. thus enhancing performance and reducing X-inefficiency. 
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The financial liberalization variable shows that the impact on X-inefficiency IS 

posmve and statistically significant. This implies that financtal liberalization has 

~nCteased cost X-mefficiency. This finding is consistent wtth other studtes, which 

shaN that financial liberalization is assocaated with Increased X-inefficiency 1n the 

banking sector and vulnerability to financial crises (see for example Maher et al, 

1998 and Reinhart et al, 1998, Kiriq>atrick et al 2008). There are various schools of 

thought where financial liberalization IS meant to have created enormous 

improvements in the financial sector. The GOP vanable is not significant. 

What is evident is that past inefficiencies of the determinants affect currenUpresent 

behaviour of bank variables as shown in the GMM estimate. The coefficient of 

GMM estimate are smaller than those of panel regression and fair1y weakly 

SJgnificanl Past inefficiencies are carried on to the present period. 

6.3 Summary of Findings 

The objective of this chapter was to estimate the X-inefficiency and get the 

determinants of X-inefficiency of banks in Kenya. A translog cost function IS 

estimated, from which the X-inefficiency scores are predicted. Factors assumed to 

be affecting X-inefficiency are then regressed using two models for comparison 
purposes and for getting the feedback mechanisms. A set of macroeconomic and 

miCfoeccnomlc variables are used in the regression. 

While all the models show a good fit of R2
, not all the variables are statistically 

stgnificant, though they have the correct sign hypothesized in the study. The panel 

(fe) model gives the best estimates. The factors analyzed (MKT, AQ, CAP, SZE, 

UQ, PRT, MBH, R, GOP) have been found to aftect X-inefficiency as analyzed in 

the chapter. Other factors would have been considered given availability of data. 

Overall, these results suggest that these are the detenninants of X-inefficiency in 

the banking sector in Kenya. 
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This chapter presented the findings of the translog cost function, predicted X­
nefficiency in the models, and estimated regression results on factors affectmg X­
IOOfficiency in the banking sector in Kenya. It has highlighted the macroeconomic 
and microeconomic factors that have affected the technical efficiency of the 
banking industry. Having tackled the three objectives of the study. the next chapter 
concludes the findings of the study. 
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CHAPTER SEVEN: CONCLUSIONS AND RECOMMENDATIONS 

7.0 Conclusions 

This research examined efficiency and productivity gains in the banking Industry in 

Kenya. It covered three research issues, namely, whether the banking sector 1n 

Kenya has experienced any efficiency and productivity gains in the post 

liberalization period; whether there has been any managerial inefficaency; and the 

factors that determine the managerial inefficiencies (X-inefficiencies) 

By addressing these three research issues, this study provides empincal evidence 

from the Kenyan banking industry to supplement the existing body of knowledge tn 

effiaency and productivity as well as managenal efficiency. The study was 

presented 10 six main chapters, which followed the introductory Chapter One. 

Chapter Two presented the background to the banking sector, Chapter Three 

presented literature review on studies done in the banking sector in Kenya and 

other countries, and Chapter four gave the analytical framework and methodology 

used in the study whereas Chapters five and six gave the empirical evidence of the 

study Specifically, Chapter Five dealt wtth Objective One while Chapter Six dealt 

with Obiectives Two and Three. Chapter Seven concludes the study and gives 

instghts to some policy implications 

Thts study was motivated by the fact that though the banking sector is the largest 

component of the financial system in Kenya, occupying more than 80% of financial 

sector assets, there is not much quantitative titerature on the portfolio behaviour of 

this industry in the country to date. To investigate whether there were resource 

losses in commercial banks intennediation process, efficiency was measured using 

non-parametric Data Envelopment Analysis (OEA) to get respective banks' 

efficiency scotes. In the second dimension of efficiency analysis, X-ineffictency in 

the banking industry was analyzed using multi-product translog cost function and 

then panel and GMM to analyze the factors that drive it. The data used in 
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esttnation were from commercial banks' monthly returns accessed through Central 

Bank of Kenya and various Banking Surveys. 

Sectlon 7.1 summarizes the main conclusions about commercial banks efficiency 

status in the country. Section 7.2 summarizes X-mefficiency and its determinants. 

Section 7.3 presents policy implications and recommendations. Section 7 .4 g1ves 

linitations of the study and areas for further research. 

7.1 Commercial Banks Efficiency 

In this study, efficiency is studied in three main contexts: investigation of technical 

and scale efficiency, and X-inefficiency analysis. A general observation on 

estimated commercial banks efficiency scores is that banks in Kenya performed 

fairly well during the period. The· commercial banks' efficiency score was not less 

than 45% at any one point 

Overall, commercial banks were not fully technical and scale efficient during the 

study period. DEA estimates indicate that commeretal banks had a chance to enJoy 

economies of scale almost throughout the period. Existing banks could expand and 

new ones could join the industry without compromising profitability. According to 

DEA efficiency scores, commercial banks operated on the decreasing part of their 

average cost curves and this gave them room to expand. with increasing returns to 

scale. With regards to technical efficiency, the estimates suggest that banks could 

produce the same amount of outputs with approximately 44% fewer resources 

under constant returns to scale and 35% fewer resources under variable returns to 

~le assumption than they actually employed. 
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In termS of ownership and size. foreign banks are more efficsent than local banks 
In the local banks category, local-private banks are more efficaent than local-public 
banks Medium-sized banks are more efficient than large and small banks. It 1s 
further observed from the summary of slacks that inefficient use of labour and 
deposrts rather than under-utilization of foced assets in the intermediation process 
1s the cause of the inefficiency. The banking industry is technology-based and the 
results suggest a situation whereby workers in the banking sector are not fully 
utized. and commercial banks keep excess liquidity than is necessary for effic1ent 
service provision. The under-utilization of workers and production input leads to 
low output per worker. 

The results of OEA giving technical and scale efficiency are reinforced by the 
results of the managerial inefficiency. Banks that are more efficient technically and 
scale were found to have least managerial scores. For instance, foreign banks are 
more efficient than local banks in OEA results. and this is true in the case of X­
inefficiency. It goes hand in hand that a bank experiencing technical efficiency is 
v.ell managed by people with high skills. High X-inefficiency scores reflect poor 
managemenl 

The estimated total factor productivity indicates an improvement in the productivity 
in banks, emanating from technological change. The improvement was mainly 
experienced in larger and medium banks than the smaller banks. However, the 
improvements are reduced by inefficiencies in the banking sector, emanating from 
purely technical changes and scale inefficiencies. Banks with the greatest 
effiaency measures showed greatest technological improvements. In general. one 
can condude that: 

• The efficiency scores in the intennediation process suggest that banks may 
gain efficiency improvements from reforms in the long-term. 
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• The local-owned commercial banks recorded lower average efficsency 
scores than the foreign-owned commercial banks, 1nd1cat1ng that local 
public-owned commercial banks are the main contnbutor to low efficiency in 
Kenya. 

• Medium size commercial banks show higher average technical and scale 
efficiency scores in the intermediation. 

• Empirical investigation shows that commercial banks in Kenya ga1ned some 
productivity improvements during the 10 year period covered by the study 

1.2 X-4nefficiency 

One of the major concerns of the study was whether people in the banking sector 
reatly work as they should do. Overall, inefficiency term of the stochastic multi­
product translog cost function of commercial banks was significant, showing that 
banks experienced some X-tnefficiency during the period. The Wald specification 
tests suggest that the stochastic frontier equation explains variations in X­
inefficiency in Kenyan commercial banks. In spite of the fact that the overall X­
inefficiency in commercial banks was at less than 60% during the period, there 
were no significant improvements over time. The three major categones 
investigated in the DEA model were also analyzed in the context of X-inefficiency 

Among the basic questions of this study was what drives inefficiency in commercial 
banks? Both micro and macro factors were used to detennine variables affecting 
efficiency in the banking sector. The analysis of the detenninants of X-inefficiency 
shows that there was a positive relationship with variables such as profitability, 
cap1tal adequacy and liquidity, real interest rate, GOP, asset quality market 
structure, whereas variables such as size and multi-bank holding company were 
negatively related to X-inefficiency. GOP show weak significance in the models. 
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7.3 Policy Implications and Recommendations 

()ellelopment in the financial services sector is considered a pnme requirement for 
a country's economiC development (McKinnon 1973; Shaw 1973). Thus, as part of 
the development strategy, the Government of Kenya commenced regulatory 

refoons to the financial services sector in 1987. The refonns aimed to enhance the 
caprtal accumulation process by improving effictency and productivity of the 
finanaal services sector. Whereas the study did not seek to address the issue of 
the llllpact of the reforms on efficiency and productivity in the banking sector, it 
sought to address the issue of efficiency in the post-liberalization period. 

Following from empirical evidence and major conclusions drawn from the analysis 
of bank efficiency and factors determining it, one can draw the following policy 
implications: 

There is some inefficiency in the Kenyan banking sector and. therefore, the need 
for policies or rafonns geared towards filling the gap remaining to attain 1 00% 
effktency levels. Kenya is on the right path in tenns of refonns it is pursuing, which 
are atmed at enhancing efficiency in the financial sector. Thus, much effort is 
requued tn see the Implementation and fruition of the refonns. However, much 
effort should be put not to take refonns that would leave the banks exposed to 
lnlancial crises 

r rom the study, it is found that commercial banks' average cost curve were on the 
nse To circumvent this, policy ought to be directed towards enhancing competition 
10 th?. existing banks. Central Bank of K~nya should be engaged in the formulatton 
of sustamed financial policies that encourage competition 1n the banking sector. A 
competition policy or strategy should be put in place to ensure fatr competition, 
Pricing and profitability. Foreign banks are more efficient than local banks. Kenya's 
next policy option is to encourage banks to venture out of Kenya and provide 
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sefvtee5 in other countries. That way, we will be investing elsewhere and gett1ng 

returns from other countries. There eXIst a few large banks 1n Kenya that make 

very tugh profits and repatriate most of it to the mother bank's country abroad. The 

Foretgn owned banks in particular are Citibank, Barclays and Standard Chartered 

are known to repatriate their profits. 

Medium banks are more efficient as compared to large banks and small banks. 

The Kenyan budget 200712008 passed a motion for banks to increase their capital 

from the current Ksh 250 million to Ksh 1 billion by 2012. Some of the reasons for 

this motion were to increase the efficiency of the banks, adequately Insulate banks 

in the event of failure and, in line with Kenya Vision 2030 enlarge banks' capacity 

to lend. In this study, this motion is supported as small banks are found to be least 

efficient The small banks will now move to the category of medium, thus making a 

few more banks efficient. The other objectives will also be achieved because, as 

the banks capitalize, they can lend more and are insulated in the event of failure. 

The main source of inefficiency is technical rather than scale inefficiency. One of 

the main sources of technical inefficiency is labour. This has the implication of 

some banks having human resources that are not fully utilized. For such banks. if 

too many workers are employed, they should expand banking activities in case 

other inputs (resources) are available. If the problem is shirking, banks should 

provide incentive to motivate staff to increase their productivity or performance. 

The other option is to retrench some workers if a bank has enough activities to do 

at its most optimal capacity. 

In order to be able to exploit scale economies in the banking sector, banks should 

harness their under-utilized resources, including labour input and deposits that can 

be used in the production of new variety of products. That means that production of 

other non-traditional financial services in the banking industry should be 

encouraged. tt is noted that banks crave for more investment in treasury bills 
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tJecaliSe they have not ventured deeply enough to diVersity the1r investment 

opportunities. Product innovation has also an advantage of risk diversification and 

lhe(efore reducing losses and adding to banks' revenue perfonnance. Further, 

bankS experiencing DRS should downsize, while those expenencing IRS should 

expand their branch networks. 

Kenyan banks have been productive, with productivity emanating from technology 

change. Given that technology is the main driver to productivity in the banking 

sector, the Central Bank Superviseon Department should design practicable 

regulation for technological standards requirement. If banks operate with poor 

technology, they halt their productivity growth and eventually slow down the 

intermediation process. Efficient ways of transactions and records keeping. the use 

of modem tools, including computers and automated systems are a prerequisite for 

efficient banking. 

The improved autonomy given to boards of management under the 

commercialization process has led not only to improved efficiency, but also to 

reduction of the efficiency gap between stat~wned banks and privately-owned 

banks. The analysis of efficiency scores of different fonns of banks shows a stable 

trend in estimated efficiency. On the other hand, estimated MPis show that Kenyan 

banks have focused on improving productivity in the intennediation process. 

7.4 Umitations of Ule Study and Areas for further Research 

A number of faclors have limited the empirical analyses of this study. Accordingly, 

aU measures have been taken within the study to restrict any cause that may result 

in bias in the study due to the limitations explained below. 

Thts study is based on secondary data, mainly collected from banks' monthly 

returns and annual returns. Therefore, the data may be subject to measurement 
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and a!locatJon errors. which are common in traditional accountmg reports The 
study used non-parametric DEA to estimate proouctivity efficiency of banks in 

Kenya. Discriminatory power of OEA is mainly dependent on the sample stZe and 
lhe number of inputs and outputs considered In the efficiency assessment. fhe 
study makes use of two outputs and three inputs. If it were posssble to use more 
inputs and outputs, it would have been better. However, data availability would not 
allow this. 

It was difficult to get a sufficiently long series of banking data. The Central Bank of 

Kenya started receiving monthly returns from commercial banks in 1996, and laler 
on tn 2000 they changed the fonnat and location of the database. Therefore, the 
only available data from Central Bank was from 2000. The data before 2000 was 
got from banking survey (Oioo, 2007). A longer reliable series would have enabled 
us compare results from pre-liberalization and post-liberalization periods. lack of 
well organized data is a statisti~l problem for most developing countries. This 
limits good analytical studies to be carried out, thus making macroeconomsc policy 
decision process fairty weak. 

An area for further study is the challenge caused by adoption of new technology 
and innovations. This is a question that has not been resolved in this study. Bank 
supervisors at the Central Bank are challenged as they grapple with the issues of 
regulation and efficiency, as well as commercial banks perfonnance. Another area 
of study may be the efficiency of Central Bank itself. Central Bank is a regulator of 
banks and mscrofinance institutions. Its efficiency may be analyzed along the lines 
of regulation efficacy or its effectiveness sn implementation of monetary policy. The 
Central Bank has a role to play in promoting economic growth and, therefore, its 
exposition would be useful for perfonnance assessment and subsequently for 

monetary policy improvements. 
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Effic;lency, productivity, market structure and competition are some Important 
aspects of banking operations in a country. This study covered only efficiency and 

productivity. Accordingly, this study suggests future research should concentrate 

on several other areas related to banks' efficiency and productivity, as well as 

address the related issue of competitive conditions in Kenya. This may be 

dchieved using the same data set but by modifying the OEA and SF A models and 

1r1troduang the Conjecture Variations (CV) approach or the Lerner index Also, 
future work may undertake some refinements of the maJor methods used e g 
bootstrapping methods in OEA applications; or even the exploration of non 
11neanties tn further investigations of the detenninants of bank efficiency in Kenya 

(~peaficc.lly the bank regulation variable). 

Estimated efficiency scores using OEA for one country may not be compared with 

the estiroated efficiency scores for another country. Further, the estimated scores 
may not reflect the true efficiency level of the OMUs under review. Thus, this study 
suggests that measuring efficiency and productivity change using cross-country 

data may lead to a better understanding of the perfonnance of the banking tndustry 
1n Kenya. Such a study may provide information about comparable efficiency 

scores for banks in Kenya with other banks in the region. 

Sollle recent studies such as Drake et al (2006) suggest using a three-stage 
rroce1ure for estimating efficiency scores. These studies suggest decomposing 

the Impact uf environment effect from estimated effictency scores. However, this 
study has heen hased on the two-c.;tage procedures for investigatiny factors 

lnftut:ncinn the technical efficiency. Thus, it 1s proposed to conduct future research 

ue based on the three-stage procedure. 
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APPENDICES 

Appendix 1: Mergers and acquisitions in the banking sector, 1994-2006 - -------
~name 

f- 1 East African Bolding Society --

r-- 2 ABN AMRO Bank 
3 Habib A.G. Zurich -. T~IRai1C8Ud --

- s-~ Utwchant Bank Ud 

1- 7 Giro Bank Ud 
r- a Guanian Bank Ud 

9 Nationai Sal* ol Kenya Ud.. 

10 Bat-clays Sal* ol Kenya Ud 

11 l<eny<~ Commen::ial Bank 

'12 Standard Charlefed Bank (K) 
ltd 

11ergets Mel Acqulaitions 

llelgedwlth 

Akba Baric Ud 

CihankNA 
Habib Africa Bank ltd 
T rananalionaJ BaM Ud 
~Banlclld 

To fonft 

r-eAiis Bank::-:;:-;;ld~----

Citilanlc N.A ____ _ 

HOIIbl> Bank A.G Zurich 

-31 10 2005 

30 112005-

30111999 

Commen:ial Bank ol Africa CommetciaiBat* ol Aliica- 26 01 1996 Ud Ud 

Commcwoo Bank Lid Gil-o Comme«:iaa Bank Ud ~ 11 1998-Fnt National F1nance Bank GuaTdian Bank Ud --- 24 11 1998 Ud 

Kenya National Caplal Colp. N<lltional Bank ol Kenya Ud ry.-05 1999 

Kenya Commefcial Ftnanee Kenya Comrnen:ial Bank Ud 21 03 200t Company 

Slandafd Cha!Wed Ftnandal standatd Chalfoefed BaM (K) 17. 1 IT 999-SeMces Ud t-n+:National,....,-;.--:-:1,.-nd..,..ustrial......,...,.,..-,-.,Cfi::--edl=--:::Bank:--:c--+-:African:-::-. --,Uef~-cantie~=-=a:-anking--:-:-. --1 N::oi;-::;C:-;Bank;;--~Ud:-;-·-----~ 1997 ltd Corpofation 
1-- t 4 Di4lmond Trust Bank (K) Ud Premiet Sallinga and Frnanoe Diamond Trust Bank (K) Ud Ud 
1-15 ~ Bank Ud Paramount Bank Ud PatamOOill l.JnHenal Bank 11 01 2000 '1& ~"ion Bank Ud ----~f-Soulhem:---:;--.c:::-f-edil=-Banking.-::-:-;~. ::::--+Soothem===-cnd Banldng to1T2 2001 CofpCnbon Ud Coc"pofabon ltd ~7 ~Bank (K) Ud 
~a GUiders Inlet. Bank Ud 

. - f-S1anbic Finance (K) ltd Stanbic Bank Keny<~ Ud OS 0 f1996 Guardian Banlc Ud ---t-;Goard" ian Bank Ud- -- 03121999 t9 Ken Baroda Finance Ud-- Bank o1 Bowoda (I<) ltd Bank o1 Baroda (K) w OD 2.1994 20- F-trs.t American Bank Ud Commer~ Bank ol Africa Commercial Bank ol AfriCa- 01 07 2005 ltd Ud - ---'------=- --.,..-::--:---:-~-________ ...__ ___ _, Source: Bank Supervision Speaal Report, Central Bank of Kenya 

-----
Con~ from To [)Me --

National Industrial Credit Nilbonal ~Credit Ud BanklJ.d 28 091995 Soolhem Credit BaAdng Soothem Credit Fenance Ud Colp. Ud 26 091995 
Vldona Finance t.. ltd Vidona CommeR:ial Bank Ud 11.01.1996 
~ flnallO& Ud cnanemouse Bank Lid 01 .01.1~ 
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) ! cay F1Mnce Ltd Cltv Ftnance Bi11nk Ud 23 03 1995 

' Con~ FIRilnCe Ud Afncan 8anluna Cow Ud 08 12 1994 
1 MUBai*Ud EABS Billnk Ud 3UO 2005 

..!- Oedil FN1nC8 CorpoiiiDon Ltd CFCBankUd 2903 1995 

' Cledit Kenya FiRance Ud Qedlt Bank Ud 30 11.1994 
Development Bank ol Kenya 

JL Del I ,I!Mnt FiRance Co Ud ~- 2009 1996 
II Damond Trust Compan~ Ud Diamond Trust Bank Ud ,-!~.J 1.1994 

Equalorial Commercial Bank 
12 Fnanoe Co. Ud Ud ----- 23 06.1995 
ll EQuiy 8UIIdm Society EauhBankUd 28 12-2004 
14 Fillllilv Finance Bul6dincl SocietY F IW1liiY Bank ltd 0105.2007 
15 fdeity Ftnanoe Lid FldeWv Commefaal Bank Ud 0703.1999 

. ..!!.._ FNnce lnatilllfJon d Mb Ud FINABankUd 1301.199L 
17 ~ FNnoe Co. Ud ~melena~ Bank Ud 08.12.1994 

lnvealment and Uolfgages IB IINeslmellb and .. ..._ Ud 8ankUd 27 03.1996 
~ K-RepUd K-Reo Bank Ud 24 03.1999 Soun:e: Bank SupeiVISIOO Special Reporl. Central Bank of Kenya 

.. 

Appendix 2: Chronological refonns in Kenya 
I Period Financial SectM Developments 
Ui6:19=c70::----~ --196_ 9_: -First--time--, the __ gov_ emmen ___ t _in_tli_odi_ 1Ced __ shor __ t-tenn- debt--in- strume--n-ts-. - I 

1971-1975 

treasuy bils, ~ were meant to mobilize funds to finance short-teml 
needs of the govemmenl 

• Minimum liquid asset -deposit ratio was 12.5°/• Conwnetdal banks were 
supposed to maintain this ratio. 

• 1970: lntec-est on special deposits account reduced from 3 .5% to 3% This 
was done 1o increase incentives for comrnetciat banks to expand credit 
adivillea and reduce their reliance on W'lt~est earned 

·-------------:----...,------- ----1971: NBFis wefe instructed to reduce lheir lending for finandng imported 

• 

~ dUf'ables by specalied amounts. 

Ftflhef', the Goverrvneot reslrided credit by requlfWlg comme((:ial banks to 
deposit 5% of !heir deposllllabillbeS 11 cash {cash rabo) in addctlon to the 
liquidity rabo requ~tement put in pUtc.e in 1969. 

-.- 1972: Commercial banks wete instructed by CBK to increase their lending lOd; private &edOf' by a maximum of 12% for the year 

r-;- 1973: The fir$! oi shock due lo the Nab-Israeli wat 
• Csi<reslnded banks lending to foreign conlroled compani6S to no fOO(e than 60% of their capital If at least 50% of the equity was owned by Kenyan 

nabonals 
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1!71-14 

1tiS.!l 

• 1974: lbe=---nwwnum----=-· -:-. --1eqi- lidlt-. - Y requirements ~~ 15%, wNc:tt was ea1t1ef 
reslrided to CIOfllfnet'cial banks, was eldended to cover NBfls lnt«est on deposits, loans and redlscomtlng rates were rewoed upwards 

1!!!-Growth in domestic aedit was limited to 21% 
The reslndJon on local borrowing by lofe.gn controlled companees mposed Ill 1973 was removed in order to enc:ourage lllduslrializ.a. 
1971: The discotriing rate was raised from s•.4to 7.5%. 
Folowing these measures, the banks' liquidity ~ became tight, neces&itaelng SIX months later a lowering of the liquidity rabo back to 15°/e 
The cash ratio of -4% was re-vnposed on commercial banks 
1112: 1be rnaJCIRlURl intelest ra&e for bank loans was reduced from 16°/e to 15% During the year, the government maintained a delabonary monetary policy in Older lo conlaln the high 11\ftaboo recorded en 1982. 

• The govemment also restrained Ita expenditure, which reduced the need to borrow from the banking system and lhefe was a general slow down In monetary expansion. 

• ~ The refoons, in the Sessional Paper No.1 of 1986 include the following; 
• New governmeot debt instruments, which introduced Treasury Bonds of one. two and five...year mahriles intended mainly for monetary poltcy management. 6% cash ratio was re-M'lpOsed. 

• lending rates for short-leon securities, commeraal banks' tlffle deposit rates and maximum &ending rate were adjusted upwards. This was partly a move 1o narrow the ddfe~eobal in Interest rates between commerdal banks and NBfls and partly to widen the spcead between minimum depoSit rates and maximum lending rales, With a vteW to encouraging commeraal banks to lend at longer lerms. 

• 1119: FSAP credit is app~oved. In the same year, aedlt becomes effectJve and shifts to indirect monetaly tools initiated. 
• As a step lowalds hannonizJng Interest rates across the 1nsbtuttons, minimum saving depose( rate for commercial banks and NBfls is raised by O.MC. and the l1\alllmUOl lending rate for loans and advances not eiCCeedmg three years rose to 15 5•;. 
• The Banking Ad. of 1968 is revtsed to strengthen the CBK in Its role 

• ~Interest rates were reviewed and adjusted upwards. • The requilemef!t that ceiAings on loan lflle(est rate tndude all lending related charges and fees as removed and inatitubons can set thew" lending rates 1o reled curfent market condtbons. 
• CBK rates were raised by 2.9 peroeotage pocnts, except fof the discount rates for Treasury Oils, which tnereaSed by 1.9 pe«:entage points. • Commercial barb interest rates on saw\9S deposits, loans and advances (less than 3 years) wefe raised by 1.0 percentage points and 1.5 perariage points, respectively 
• In November 1989, Thill rale is fully liberalized. 
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1953-2001 

e.xd\ange shortage. 
In July 1991, the goYe(MleiW deeontmMed llfllerest rates, which was a big step lowaf'ds fulllber.lilaation of the finanaaJ sector. 

• 1992 minimum capilal asset ratio rose from 5.5% to 7 5%. • CBK 
• The CBK prepares prudential guidelines to encourage self reg~llaa.on 

Secondaly rnaftlet for foreign exchange ceroficates (forex-Cs) es established. 
• R&-tntrodudion of cash rabo set at 6".4. 
• Retention schemes are introduced aHowiog 1 00% retenlloo of foretgn exchange earnings from traditional exports 

• 1993: Ltonelafy authorities pursued tight rnooet.a.y policy with a view to­reducing the growth rate of money and credit to rates suffiaent to support economic growth at a modest increase Ill genetal price level. Use was made of direct and indirect lll5truments of monet.a1y contr~ On the dW'ect con~s. CBK issued guidelines on the growth of Net DomestJc Assets (NOA) of commeiCial banks with penalty placed on defaukers. The lll<Wect inalruments Wlduded the use of Open Market Opef'ations in order to mop up excess liquidity 10 the wake of the 1992 geneta1 elections. 
• The rediscounting of government securitJes at the CBK was also resttided • Cash ratio ot COftlllle(cial banks, which remained at 6% since 1986. was increased to 1-4•.4. 

• 1H4: The CBK streamlined the oondlbons and tenns for re-discounting Treasuy bik and overnight loans to COftlllle(aal banks. Treasury btlls that quaified for re-discounting were to have been he&d for not less than 75% of their life to matuity. 

• Overnight loans to commenlal bar*s coukt onty be secured through T reasuy bills that had been held for at least 50% of their life. 

• 

• 

• 

• 

• 

• 

• 

• 

• 

Commen:ial bank cash ratio was raised to 20% Ill March 1994 and reduced to 18% in September the same year. 

Uquidity ratio for commerc:aa1 banks is maintained at 5% and NBFis at 100k • allhe prevailing commemal bank cash ratio requirement 
OMO sale ot treasury bills is restricted to at least 0.5% below the weekJy ave.age tend« rate. 

1995: CBK broadened instruments of monetary policy and participants in the money madtet. Fwms lisaed 10 the Nairobi Slod( Exchange (NSE) were aMowed to issue commerCial paper. 
~cial banks are required to obsefve foreign exchange expoStKe limit of 20% of the paid up capta1 plus unimpaired rese.ves. 
Newly converted NBFis are required lo obsefve half of the 18% mandatory cash ratio. 

Foreign«s permitted to Invest in the local money rna.tcet and partiapation in the OMO operations window was enlarged to iodude members of the general pubaec. 

The CBK started paying interest at 5% on all cash held by commercial 
banks and NBFis at the Cenltal Bank 
Revision ot liquidity requrementa fucea banks and NBFis requirement at 25% and morlgage finance institutions at 20% 
Commercial banks allowed to exdude financial inslitubons depoSits from 
cash ratio base 
Commen:ial banks are hencebth requ~red to &ubmlt monthly breakdown of government and parastal!As deposits logethe! with monthly stabstic returns. ---------~---~-------~~~~=x======~~~~~~~~~~==~==~ 
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-------. -- ---• The CBK laonches a new lleasury bill that serves as a bel and a cheque and confonns to the magnebc tnk chatacter recognltJoo (MICR) • Cash ratio requremeot remans at 18% 

• 

• 

• 

• 

• 

I e 

• 

• 

• 

• 

• 

• 

• 
• 
• 

1996: To encourage Independent decision on quotabon wheo purchastOg treasury bells lhe CBK starts dlsplaytng OMO rate on the Reuter aaeeo. 

Repun;hase Agreements {REPOs} were llllloduced as an alternative instrument in the money rnat1tet. especially by the CBK to alter the r~e levels. 

60 and 270 days Treasury Bills were disoonbnued wtWe the 30, 90 and 180 days Treasuty bib wel"e rep&aced with 28, 91 and 182 days Treasuty bells 

Conditions for CBK lending lo commercial banks were re&axed Hl 1996 . T reaaury bills were accepled as colalefal for either borrOWing or discounting regardless for ttww time matunty. 

Lornba£d bontMing Facility for commercial banks was entroduced This facility allowed banks to borrow up to 5% of their patd up capttal, interest was set at 4% above the TreaslJIY bil rate. 
Repos eldended to aM banks after the pilot of setected banks in 23'd September 1996. 

~ Donor funds of Enhanced Structural Adjustment Faallty (ESAF) fund from the IMF stopped. 

In April1997, lhe Central Bank of Kenya (Amendmeot) Ad. 1996 became law. The amendment granted more autonomy to the bank and essenllally to ensure lhat lhe task of managing money suppfy in the economy was 
separated from that of spending. In accordance with Section -48 of the /l.d, CBK is required to issue monetaty policy statements containing pollaes and means of which the bank intends to achieve the policy targets, reasons for adopting such monetary poiiQeS. 
The Central Bank of Kenya (Arnendmefl() Act 1996 also limits government borrowing from CBK. 
Liquidity ratio reduced from 25% to 20% . 
Bank introduced a two way REPO with COfTVl'lef"aal banks to smoothen liQUidity management, thus limiting the need tor frequent resort to inter­bank borrOWing 

1998: All banking licenses are to expire by 31ot December. The bcense lo cover both the head office and branches banks, NBFis, building soaelles and mecrofioance c:ompani8S to streamline liCensing procedul'es 
The banking sector expenenced tUfbuleooe as some bar*s developed liquidity problems due to ~t. The Banking Ad. was amended to deal wilh the problem of non-perlonnlng loans. 
FNe commercial banlui Cllf'e placed under CBK's statuloly management. 
Two commeraal bat*s merge . 
The government indlaled a sy&temabc Wllhdl'awal of Bearer Certificates of Deposits (COs) as deposit and borrOWing instn.ments. This insllument was prone to misuse, as it was one of the causes of lhe turbulence 1n the banking sector 

• Cash ratio is lowered gradually lo 12".4 from 15% 

• 

• 

1999: Gazette notice is aasued foalowlng the 1998 CBK Amendment Act giving the Ministry of Finance powers to prescnbe RlOfl8tafy penalties. Poticies employed to manage ltqtadlty in lhe banking sector lllduded restraint in monetary policy 1n a ttvee-pronged approach. 
Loans 1o directors are f\My approved by the board of director-s on the same terms as the borrowers fullY secured by , .......,......,. assets and 

193 



• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

• 

. . 
• 

• 

• 

• 

reported to CBK witNn 7days Of app(Oval, lending Is onty conCeuionaty for house loans and cars 
lllree out of the five banks under st.atufofv management are SIIC'X:eSsUty restructured and one as re-opened 
CBK organazes a seminar for bank directors With the obfectjve of enhancing oorpoolle governance 
Banks adopt the International Accounbng Standards (lAS) by imp&ementingtAS30 
The Banking Ad is amended, where capital and capetal r~ements are 
adop4ed in line with the Baa&e Capital Accord and International supeMSOfY 
pradlces on measurement of capital adequacy. Goldeknes and regi.MalJons were also reviSed and issued 
Cash ratio as reduced to 12% .. om 15% in June 1998, to 14% 10 Juty 1998 
and 13% in Seplember 1999 with eftect from 31"' December. 
Minimum capital is increased for the banks and NBFis to Ksh 200 million 
and Ksh 150 million, respedively, and expected to lflCtease to Ksh 500 
mlllon and Ksh 375 miWon by 2002, aimed at strengthening the captta1 base 
Bearer oeftiiciMes of deposal obsented to be volatile and beeng abused as 
avenue5 for money laundenng and other malpradlces are phased out by 
31"' Oeoember 1999. 
Ounng lhe 199811999 banks and NBFis are encouraged to use the VSAT serw-.es to ~ eftidency in convnurncation. 

~ Another bank ~ under CBK's slatJJtory management is re­
opened. 

One more of the banks undef statulory management is re-opened. Two 
instibAions continue to remain under statutory management. 
The Deposit Protection Fund Board (OPFB) places one bank institutJon 
under liqllldalion. 
Two NBFis merge with their parent banks and one converts tnlo a 
commercial bank. The number of NBFis subsequenlty reduces to len 
The OPFB plaCes Reiance Bank and FOitiMle Finance that were under 
saahJlory management under liquidation. 
Tight monetary poticy was pui"SUed using OMO 10 Treaauy bells, discount 
and overnight lending by CBK as a lender of last resort. 
The stab.Jtory cash ratio was reduced from 12% to 10% In October 2000 to 
encourage commen:ial banks to towel interest rates especially on loans 
Minimum core captta1 for banks and mortgage finance companees are 
increased from Ksh 200 million to Ksh 500 mill100 white that of non-bank 
financiaA lflStitutions are r.used from Ksh 150 million to Ksh 375 mlll100 The 
increments Wll be instituted gradually up to 2005 
Foretgn exchange exposure is set at 20% of core capital of lnsbtuliOfls. 
Moreover, the forex exposure Is redefined to take Into aocount off balance 
sheet items denominated 10 foretgn currency. 

The CBK maintained tight moneta1y policy for the fifth year usJng OMO 
including REPOs, reseNe ratio, discount facilities 
The Central Bank of Kenya (Amendment Act), 2000 populat1y referred to as 
the "Oonde Bill" was passed in July and subseqllefltty assented en August 
2001 
The effects of Withholding donor funds en ear1y 2001, was fell during the 
year as this aeated a big finanCing gap, which was financed though 
domestic aedil TN& affeded demand for private sector aedll that tel by 
5.9%. 
The Banldng Ad ta amended to allow sharing of 10fonnaaon among banldng 
~ and also WICh CBK. The Ad w ror diversificatJon of 
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• 

• 

~ and security requirements by mortgage finance COO\parlies Bud«ing sociebes are required to be memb«s of the OPFB 1n order to protect sma1 depositors 

The Building SocieOes Ad is amended to h811'1l00W! it w.th the Bankaog Ad IMth the objedlve of aeating a level plaVUl!J field fot banks and bulldln9 societies. 

2002: Liquidity leve!s still above the minimum 20% &tanding at -46% • It was proposed that the 8anloog Ad Sedton 3 (1) of the Banldng Ad be amended to alow investment banks licensed by the Capttal Matket Authonty (CMA) to use the tenn ·bank·. 
• 2003: 
• Financial Sedor Assessment programme carried out by IMF and World Bank in Kenya 
• The cash ratio for commercial banks was reduced to 6% from 12% Liquidity ratio increased to "9".4. 
• 2004: Uquidily ratio reduced from "9% to "2% 
• CBK started Risk based supeNiSJOO to the convnerdal banks w.th a vtew to proactively detect threats to finanaal slabiltty. 
• The commdtee issued the Basel II Caplal Adequacy Accofd, which 1n addibon to aedlt and mat1let risk also incorporates the operatiOnal nsk U1at banks face. The aooord whose overardling obfec:;tlve 1s to foster global finanaal system stabitrty is effective from the beginning of 2007 in G 1 0 eotdnes. 
• ~Proceeds of Crime and Money Laundering Prevention 8dl was approved for publication by the Cabinet in January 2005, presented 1n Parliament in Februaly 2006 and May 2007 and is awaiting fulther deliberations by pattiament. 
• CBK ISsued revised prudential guidelines to the banking sector November 2005 to be elfedive 1• January 2006. 
• December 2005 al Forex Bureaus are instruded to cease dealing 1n t~ llan&ten; and third party dleques with lnvnediate effect • The CBK fonnutated nsk management guidelenes to guide banks on the minimum requirements for risk managemeot framewof1ls. • 2006: The Mic:rofinance Bdl is published by Attorney General in July 2006 and a. eb&eq. ten1ty tabled in Pat1eatneflt The Act was assented to by the President 1n Oecembef 2006. 
• The Finance Aq was enacted in December 2006 
• The president assented 1o the Banking (A.mendmeot) Ad 2006 effectively enacbng It into law . .Among the amendments included the Ultroductton of the •1n Oupkam" Rule. 
• A draft SACCO Bi1 was fonnulated and was approved by Cabinet in December 2006. The SACCO Bdt proposes the establishment of the SACCO Societies Regulatoty Authority, whose mandate Will be to register, license, regulate and supefVise SACCO societies • It is a requilemenl that shareholdens with fn()(e than 5% shareholdlng 1n an institution should not participate in Its management Of' serve as an Execubve Ow~. 
• 2007: ()pefational supeMSotY powen; of licensang, revocation of licenses, opening and dosing of places of business and statutory management ceded ft-om the Minister of Fenance to the Central Bank of Kenya In May 2007. 

~: Monthly Economic Reviews. Quarterly statistical bulletin and annual Reports vanous ISSues. Central Bank of Kenya 
Kenya Monetary Policy Statements (Bi-annual), Vanous ISSUes 6:ooomJc SutVey and Annual budget speech vanous issues, Government of Kenya 
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Appendix 3: Summary of efficiency scores 

Yur CRSTE 

1997 1 0.638 __ .Jl!44 t---0;;_85=.;7_ 
t----·-----l--....!1.:.HI=.+---~2-1---~0~65:!..-J. __ JU1L 0894 
r-------------~-....!1~~~ 3 012 __QJ8 t---~o~~~ 

2000 .. 0. 7-43 .JL!!. 0 88.4 ..!!!_ 
2001 5 0.667 _Q_!!!_ --~0.;...;;.9_;;;:29"'--l ..!!!__ 

1-----------~---=200=:2:::_j- _.!_ ___ 0::;.:•.;::_87:...::8'4 - 0 921 0 953 .!!.__ 
t------------~--=200=3~ - --'2~------'-1-f - 1 1 -

-------=--1-2004 3 0.932 0 942 0 989 
lfS 

r-----------r----=~==~----~·4----~0~~~3~2~ --~0~95.;::_1~--~0~98~.~ 
ZOOi s 0.805 -· ...QR __ _;0;;..;..982='--1-.::.:II'S::_ -~~~~-----~-....!1~--;;_'~----~6~----~0~.~~+--- ~ 0758 ~ 
1991 7 0 ~ 0 509 0.758 drs 

r---------------+---~'~~~ ---~8~---~0~-·~~~~-- 0595 0763 drs 

2000 -~9~---~0~-~~~-----~0~6~9~3-~----~0~~~2~~drs~ 
2001 10 0 763 0 832 0 916 dts 
~ ____ :..,:6~----~0~.863~~----~0:...::94~1~----~0~.9~1~7~~ 
~3 ----'-7~---_;;;:o~.M~2 -~----:...:o~~~-~----~o~.9~7~5....!n~-
2004 8 0.731 0 737 1--~0=-99=>2=-+~drs=-. 
~ 9 0 151 0 168 0.898 drs 
ZOOi 10 0.592 0 592 0 999 

--Scale RTS VRSTE 

roa.--~~~~~;;_~~n.t~~~~=---+--~'~~~=7~----~t~1~--~o~ . ..a~1 +-----_;;;:o_;•~26~---.;::_o.;::_94~1~~:...:d.::.:~=- . 
1991 12 0.3 0.311 0.965 drs_ ~ 

t- tttt 13 0.395 0.396 0999 
-------------4---=2000~4 _____ ~t-4• ----~0._4_97-+------o-•_~-+-----o~._99_;7_1 n 

2001 15 0.3-4 0.344 0.983 diS 

2002 11 0.592 0 633 0.936 dis 
200l 12 0.693 0 71_5-t----'--'0"".96_ 9-t-.;.;..;...dfs 

~ -------------~---=2004~~~--~1~34---~0~.~~~~---_.;::_0~5~7~1 _ _ 0~._98~1-r~df_s_ 
-------+--_;~~~------1~· ...... ---~0~.6~~~------0_66~1 ~-~0:..,:.99~1~drs~ 

ZOOi 15 0.711 0.79 0.899 drs ~ll&Mk 
~ . -- - --~-~1=99~7~----~1.:.64----~0~.5~---_.;::_0~77~8=-+----0:::..:·.;::_6<4~2=-+~drs~ 
r-------------+---'~"'==~------1~7~--~o~.•~1~9-~---~o;;_•:...:5=2t----~o=-9=2~7-r~~:...:•-

t~ 18 0.-486 0.-494 098-4 n 
2000 19 0.50 -- ~ 0.78 dts 
2001 20 0.715 0 8M 0.809 drs ---~+-----~~~----~~r---~~=-~~ 
2002 16 0.581 0 692 0.839 drs 

2003 17 • - ---- -'-1 t--- 1 1 -~-------------·----+---~~-!--- ~ 
2004 18 0.723 0 73 0 991 drs ------------------+----~~·-- - __;~~~--~~-+---
~ 19 0 6-41 0 653 0.981 drs t----·---------+------'-- t-- 2 --0 0 597 0 606 0 985 d _____ --------1---.::::moe=-t rs 

~=0..~~-------4----~'"~7~---~2~1~---~0~688~,_-- 0769 ..._ ____ o~.894~~~n~ 
tiN 22 0 ..... 3 0.529 0.837 n -----------------l---~~ --- -~1-----~~-~--
11H 23 0 397 0..... 0_893 II'S 

r- -----------+-----2000~. c- _ _ 2_• t---___!o:::.35=9+ ----....!o:.....a.:.=1_1 ____ ~o:...:8=95~--'irs=--t 
r---------------~l----~~~1~~---~25~----~0~.~·7~6~----~0~.~~2~--- ~ IDL_ 

2002 ----~2~1 ·-----'o_80<4 __ ~--~o~~96<4~., ____ ~o~.8~3:.:::.3_r~";;__ 
!---··-----------+---_;200=.;;_ll -- 22 0 708 ~ 1-----'0=.898~-1-'irs~ 
t-- 2004 - 23 0 65 0 725 0 896 II$ 

2005 24 0.601 0 6M l---~0:::.8::.;7;..;:9+.::;:irs::;._, ---~----+----'..;...,. 1-- - I- - -----t -
........, 25 0603 065-4 0 923 n --------lf-- -=- ='-f -- ~-___;;;:.:· :;.;:;.;;.. t-
1M7 - ~ 0.171_1--- 0 -424 1----=0::..-406=- 1-.::::drs;:;.._ 
1HI 27 0322 0 !»22 0616 ~ ------~--~~~ ---~~---~=~~ ---_.;::_;..;:=~~----~~~~~ 
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I 1ttt 28 0 .363 0 .517 0 702 ~ 
2000 29 0 .528 0833 0634 ~ 
2001 30 -- -0503 0 .738 ~ ~ 
2002 26 0694 0724 096 ~ 
200l 27 

~ 

0647 0669 0967 ...!!.._ 
2004 28 0651 06n 0961 ~ 

~--~ 29 0849 0929 0914_ dl's 
2001 30 0827 096 0862 d.!!_ 

c.ddi6ed&IM 1917 31 0.-424 0-471 0 901 ~ 
1911 32 1 1 1 I~ 
1ttt 33 0.657 0 .701 0938 ~ 
2000 3-4 0.3-43 - 0358 0957 d.!!_ 
2001 35 0.255 0263 _Q_967 !fa 

I 2002 31 0.367 0<404 0908 Ira -
200l 32 0.38 0413 0 .921 If'S 

2004 33 0.375 0 .429 08/5 Ira 
2005 3-4 0.667 0 719 0 928 _!!!..__ --
2001 35 0.562 0 .592 095 ..,.!S • 

C8A 1tt7 36 0.-468 0 .-486 0963 drs -
1ttl 37 0.-413 0 .425 0971 ~ 
1ttt 38 0.39 0.4 __w_4 drs _ 
2000 39 0.37-4 0383 0977 ~ 
2001 -40 0.456 046 0991 drs 
2002 36 0.53-4 0 .592 0901 dl_!_ 

2003 37 o.n2 0889 0868 dl5 

2004 38 0.63 0 .684 0 921 dfa 
2005 39 0713 0785 0908 ~ .. -40 0.-49 06 0816 diS 

CilibMI NA 1tt7 41 0386 0413 0934 dfs 
1tll 42 0.3-48 0 .364 0956 dt's _ -
1ttt .u 0_283 0309 0916 drs 
2800 44 0.-418 0552 0.758 drs ----
2001 45 0.515 0808 0637 drs -· -
2002 -41 0.555 0707 0 784 dt's _ -
2003 42 0.595 0736 0807 drs ·-
2004 43 0.453 0549 0 825 drs 
2005 44 0.576 on 0747 drs 

2001 45 0.546 0 .729 074~- _5!!!_ 
cas.. Bank 1tt7 46 0.-401 0636 063 drs 

1ttl -47 0.151 1 -~ IrS 

1tH 48 0.172 1 0172 IrS ·-
2000 49 0.306 0.319 - ~ J!!_ 

r-- 2001 50 0.187 0 .199 0941 _!!__ 

1-- 2002 46 0 .6 0 761 0789 Irs 

2003 47 0.698 0738 0945 liS 

2004 48 0.591 0611 0966 irs 

:-- 2005 49 0.565 0 581 0971 r-!!-
- 2001 50 0 .453 0478 0948 __!!!__ 

CFc 1tt7 51 0.299 0 .327 0914 J(S 

1ttl 52 0.41 0415 0988 dni 

1tH 53 0.456 0496 0921 ~ 
2000 54 0.421 0462 0 911 ~ 
2001 55 0.253 0 .382 0664 diS 

:--- 2002 51 0.515 0 591 - _Q_!71._ drs _ - 2001 52 0.661 0722 - 0915 dfl 

'-· 2004 53 095 I 095 drs 
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2005 .2i_f-- ~ 0 9-45 ~ ~ -20M 55 0787 ~989 0 796 ~ I ~~~diP Bank 1M7 56 023-4 0365 ~ dfs 
1111 57 0 419 0665 0629 ~ 11tt 58 0_369 0648 ~ ~ 2000 59 0392 0 765 

--~ ~ 2001 60 0_321 0824 ~ d.!!_ -2002 56 0_585 O.twt 0~ d.!!_ --200l . R_ l- 0.655 0978 067 diS 
2004 58 0.735 1 r- ~ dB -2005 59 0.601 0958 .J!.lli ~ 2006 60 0.639 

- _!._ --~ dl!_ a.llcllnc:b 1tt7 6 1 0.3-49 0 .9-48 0.368 df.L -1tM G2 0.604 0623 0.97 If.!.._ 
11tt 63 0.556 0602 0922 .!!__ 
2000 64 0.586 0619 0946 If.!_ 
2001 65 0616 0705 0874 wa 
2002 6 1 0.9-49 0965 o.sa. dB 
200l 62 1 1 1 -

0987 -2004 63 0.978 099 dfs 
2005 64 1 1 1 ---2006 65 1 1 1 :__ 

~ANne:. Bank 1M7 66 0636 0.693 0 9 17 Irs 
1111 67 1 1 __!_ ---1ttl 68 1 1 1 -2000 69 1 1 1 -2001 70 1 1 1 

~ 

2002 66 1 1 1 --
200l 67 0.709 1 0 .709 1rs 
2004 68 0.681 096 0709 .J!:L_ 
2005 69 0..713 1 0 713 ~ 2001 70 0.558 1 0558 Irs 

lw., AG z.u..td-1 1H7 71 o.n6 0896 0865 I.!!_ 
1-- 1111 72 0.979 1 0979 Irs -

1ttl 73 0_762 0823 0927 wa _ 
21000 74 0_606 0661 ~ .!!.__ 
2001 75 0.626 0696 0.9 ~ 2002 7 1 0.738 0817 0.903 . .!!_ 
2003 72 1 1 1 " -- -2004 73 o.n9 0 .801 0972 If!.._ 
2005 74 0.864 0869 0994 ~-
2806 75 0831 0844 0985 dB -~a.. 1H7 76 0.558 0616 0906 ws_ 
1111 77 0163 0167 0976 lfS 

1Ht 78 0.178 018 0989 !!..__ -
2000 79 0.275 0 287 0959 n 
2001 80 0158 0168 0.939 Its --2002 76 0393 0403 0976 ,...!!.__ r--
2003 77 --~ 03-42 0995 drs 
2004 78 0.322 0 .325 0991 drs 
2005 79 0.449 0 459 09n drs 
2001 80 0.382 0 .389 0982 drs ~eon-raal 

~ 1tt7 81 0.213 0221 0962 drs 
1111 82 052 0525 0991 1(1 

1Ht 83 0.467 0 478 0976 trs 
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2GOO 64 0509 0 511 0995 ..!:!_ 2001 85 0462 0 545 r- 0&49 dis 2002 81 0654 0747 0876 IrS 2003 82 0.587 0642 0914 irs 2004 83 0.614 0655 0938 IrS 2005 64 0536 0556 0963 ~ 2006 85 0593 0609 0973 ..!!_ sa.urd~ ... 1H7 86 0 ..... 2 0~!!_ 0906 ~-1- 1991 87 OS.. ill_9_ 0 849 drs _ -1tt9 88 0 55-4 0659 084 drs 2GOO 89 0 ....... 0575 on2 drs 2001 90 1 1 1 -- - -2002 86 0.822 0989 0831 dts 
2001 87 0846 1 0846 drs 2004 88 0.782 0 .932 0838 drs -2005 89 0.65 0 875 0 743 drs 2006 90 0.715 0983 0727 dis KCB 1H7 91 0.62 0677 0915 drs 
1991 92 0.299 0 741 0403 drs 
1tt9 93 0.368 1 0368 drs . 2GOO 94 0.425 1 0.425 ~ -2001 9!» 0.411 096 0.428 drs 
2002 91 0.603 0 .739 0816 drs 
2003 92 0.715 0873 0.819 drs 
2004 93 0622 0833 0.747 drs 
2005 94 0.576 0811 0 71 drs 
2006 95 0.527 0787 067 drs l~ 1t97 96 0.365 0 818 0.446 drs 
1991 97 0.485 0 .552 0878 drs 
1tt9 98 0.485 0552 0.878 dts 
2GOO 99 0.485 0552 0.878 drs 
2001 100 0.485 0552 0.878 drs 
2002 96 0 ..... 7 0 515 0 .869 Irs 
2003 97 0.513 0552 0.93 If$ 

2004 98 0.506 0536 094-4 IrS 
2005 99 0503 0532 0.9-46 II$ 
2006 100 0.491 0 .511 0.961 its .... e.tBo~N 1H7 101 0.356 ....QE.! 0956 drs 

r-- 1t91 102 0.324 0 328 0.988 drs 
11tt 103 0.309 033 0939 drs 
2000 104 029 0 291 0996 IrS 
2001 105 0.345 0 .... 2 078 drs 
2002 101 0 531 0 .539 0985 irs t-

102 0.498 05 0.998 IrS 2003 
2004 103 0.425 0426 0997 irs 
2005 104 0462 0463 0998 IrS 
2006 105 0.531 0533 0996 dts r.ac 1tt7 106 0.322 0 4 0805 drs r---
1991 107 O.J8.4 0505 

·-
0 761 drs 

1tt9 108 0387 05 o.m drs 
2000 109 0.337 0 .435 o.ns drs 
2001 110 0.409 ~ 0 817 drs 

r- 2002 106 0.687 0733 0938 drs 
r--. 2001 107 0672 0693 0.97 dr5 

108 0.708 0 .751 0942 drs 2004 
t---

0719 0769 0.934 drs 2005 109 
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1-. - 21001 110 056!» 0586 0964 ~ 
()riengt Cc It 1 cUI 
a.. _ 1!!!_ Ill 0441 0513 0859 ~ 
--

1HI 112 0395 0412 0959 ~ 11H 113 0551 0578 0~ en 2000 114 0368 038 ~ ...c!!_ -- 2001 11~ 0 .923 094 0982 ..!!!!__ -2002 111 1 1 1 -- - - ---- 2003 112 0925 093 ~ J!!L. - - -2004 - 113 0701 I - ___QJQ_1 ..!!__ -- 2005 !1!.. 074 0 747 0 991 ch - -21001 - !!!.. 0 .475 _ 04?!._ 2..m... ~ -~ 1H7 -- t16 1 I __!_ -- - -- 1HI 111 0 .344 om 0972 d!!_ -- 1Ht ___ 118 0 431 0448 0 .961 drs -- 2000 119 0.474 0.!_ 0947 drs ---- 2001 120 0 421 0.43 0.979 en _ -2002 116 0 .553 0556 0995 ch - 2003 ......!!I. 0565 -~9 0.959 = --- 2004 118 0 .461 
-f- 0463 0995 -- 2005 - 119 0459 0472 0973 drs 20M - 120 0.531 0 575 0924 dra 

r - - - -
~c..ditea.. 1H7 121 0.465 0 479 0971 drs _ 1HI 122 0 .371 0401 0926 n ---

1ttt 123 0.408 0447 0.912 irs -
2000 124 0285 0295 0.966 its 

---
2001 125 0.375 0 514 0.729 n 

- -
-2002 121 0.425 0 529 0.803 irs 

r- 2003 122 0.507 058 0.874 IrS __ 
1- 2004 123 0.514 0 57 0902 if's 2005 124 0.498 0548 0 .91 n 
t- - - 20M 125 0.531 0 .596 0.891 .!!!._ -Prmea..nk 1H7 126 0.178 0198 0.896 drs 1HI 127 0.306 0 .35l 0865 n 
f- - -

1ttt 128 0 .319 Oll 0967 n ---
2000 129 0281 0288 o.9n n 

f-----

2001 0.3 ~ 0.98 its 
130 r- - - -

2002 126 0496 0 549 0904 n -
2003 127 0.684 0751 0.911 r!L-

--
2004 128 0.626 ~ 0.966 n ---
2005 -·~ 0599 0648 0.925 lis 
2006 130 0.586 0606 0967 drs Prme c~ and CnNit -

~ 1H7 131 0373 .Q.EL 0989 drs -
1HI 132 o .3n 0342 0986 drs -· 

- -11M 133 o3n 0342 0986 dts 
t--- -2000 134 0399 0427 0935 dts -- -2001 135 0537 0675 - 0795 dts -

2002 131 1 1 1 -r- -
2003 132 1 1 1 ---
2004 133 1 1 1 

~rs 
- - --2005 ~ 0 .971 0984 0.987 

2001 135 1 1 1 -P~U~ -
~- 1H7 136 0.37 0491 0.754 drs - - . 1HI 137 0704 1 0.704 n ._ 1Ht 138 1 1 1 -
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2000 139 -~ - J!.§!. ~ I-!!_ 2001 140 ~ 0408 0998 - .!!_ 2002 136 0406 072 0564 I.!!_ 
-200l 137 0 .<461 0791 OSSJ 

I~ 20e4 138 04:W 0637 0682 
~ 

2005 ..!!_ 1- 139 0795 I 0 795 .!!.__ - -- 2001 --~ 0656 _Q.rn_ 0 892 
I~ 

- -I-* &Ink 1M7 141 .Ql!!._ ~ ossa - - I.!!_ - 1tM 142 ~ 0395 0802 ~ -- 1Mt 143 0362 0453 08 ~ -1- 2000 1« 0333 0392 0~ ~ 
. -- 200!._ 145 0.385 0.527 

- -..Ql!1 ~ - -2002 141 ~ 0652 ~ ~ - ---- 200l 142 073 0803 0909 dts - ------ 2004 143 0747 0792 09« ~ 2005 1« - 0729 0 .766 ~ ~ ~ 2001 145 0 .796 0.88 ~ d.!!_ -~lbnk 1tt7 1<46 0 .397 0.559 071 ~ - -1911 147 0 514 0.537 0957 II'S 

r-· -
-~ 1Mt 148 0455 0 .47 0966 liS 2000 149 0412 0421 0979 liS 2001 150 0416 0 .422 _ 0986 II!__ 2002 1<46 0 .519 0 .548 ____Q_!£ 115 - -2003 147 0 .489 0 501 ~ .!!!_ -2004 148 OS 0.502 0997 liS 

I ~ 

-r-- 2005 149 - 0 .384 0.388 0987 .... -NiltiorYI BaNI. 
2001 150 0.391 0.391 __ 1 --1M7 151 0389 0.395 - ~ ....!!!._ 1911 152 0373 0613 0609 drs 

-
1HI 153 0.368 0.781 0 471 dfs 

-~ 

r;;-2000 154 0.657 0884 - 0743 
-· 

2001 155 0.856 1 0856 drs 
r-- -2002 151 0.953 0957 0995 lis -2003 152 o.9!L - 0.911 - _L 
-

2004 153 0.821 0.826 0994 ch 2005 154 1 1 1 - - -2001 155 1 1 _ 1_ -- -~ 1M7 156 0.867 1 0867 dts - --- . --1911 157 0.495 0.502 0.986 IrS ----
0958 

1Mt 158 0.465 0.485 ....!!.!_ 
- --

2000 159 0468 0479 09TI .!!.._ 
---

-2001 160 0508 0525 0968 n 
r- - -2002 156 ~ 0 .745 0806 n - -2003 157 o.n1 0799 0 911 _I!!_ 
- - -2004 158 0.657 0.684 0961 If.!_ 

- ------ - -2005 159 0.5<46 0.609 0897 lrl 
-~--- -2001 160 0603 0607 0994 Irs - -~of~ 1M7 161 0488 0.506 0965 IrS -1111 162 0732 0.82 0894 If'S - 1Mt 163 0684 073 . 0937 If'S - -1- 2000 164 0.647 0.683 0947 h ---

- 2001 165 0619 0657 0942 IrS 
-

2002 161 1 1 1 -- - -2003 162 0.835 0.97 01161 drs -2004 163 0.933 0.972 096 drs - 2005 164 0 .889 0.919 0.967 drs 
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165 
________ I_ -------~1 ----

1117 166 0663 0619 0962 ...!!_ 

r ---..-------t---'~;.;::=.;:;;:;.. __ ---"-16""7'- ____ 0_4 __ 25-+-------~- _____ o_4"""25-.. ...!!._ 

- --------+----__;,;-,.-~ o :w1 ___ o_saa _____ o.;...;.s..;;.9 .• ....!L. 
----------t---...;;2000~- - 169 0 .337 0 42!) 0 792 ...!!._ 

20CU _ gg_ ___ 0-'.3--.3_1 0 356 

----------~---200_2_, - ~ ___ 0_._51_8-t -

2003 - ~~~~ 0.56 
------------_,r-_;.;::~~~~-----~uo--b---~0~~~7~ __ 1 

------+--~~~~-----'69---1 _____ o_4 __ ~-+ _ o~ 

2001 - 11_0-t----0_4_7~ - ~ 

0 518 II'S 

056 II'S 
_____ o_,s.;..-_' If!_ 

0508 ~ 
0 476 If'S 

----------+----1"-'-7~ - __;1;...;.7-'-1 +-----'0'-".32=5; 0 3:i6 0 912 If!_ 
_ _ _ _____ _,r-_...;1;.;::111.;;:..;:;,.-t----=172 0 568 0..!.!!_ 0 925 n 

t-----------r-----1_111_ ; 113 0 452 ___ 0_4_7_4_, ____ 0_95_ 3_, __ dl_s 

--------------;--~2000~~---~17...;4~----...:0~40~7 r-- 0425 ----~0~.958~; n 
----- - ----t--_...;;200:.:;.;;.1.o_1 __ 1_75_ t-___ o_.505-'--t _ 0 543 0 .93 dts 

1--------------t----=200=~2 111 0663 -- _Qli!_ 0 857 if!__ 

2003 172 0 603 0 704 0.857 liS 
---------~· -:=---~ 173 0.644 0 706 0.912 Irs 

zoos n 4 o ~ o 585 o.932 -;;; ----------------+-----; t·------; -----~--~--~----
--- -----------;--~2001~ .--- _1_7~5-~------0~.~~-t-----0~5~78~-----=0...;:9~7~7-r~"~ 
EABS &mat 11t7 176 0.501 ___ o~5_13--... ___ o.-..;;.9 7'-'8'-t--..;;cn.:.:;__

1 --------~----1-'-ltl"--~ 1n o 26 _0~26-.7-t·----0~9.;..74-+""".,...;;;s_1 1111 178 0.272 - 0 278 0 98 liS 

2000 179 0.239 0 242 0.984 Irs ------------------t------l -------~------, ---------ll-------r---
0.256 . 0 296 0 864 drs 

r 

2001 180 

0.673 ~ j----___;0;_;966=.;;;; -'lts"""--
2003 1 n o 588 o 599 o.982 ~rs 

~ - 1..:..78, _ __ .::,.0 ..;;.6..;..1 +---....;0~646"-=-t------'0"".94~5'-t-"'II'S...o__ 
2005 179 o.ns o 849 o 914 drs 

2001 180 0 652 0.708 0 922 drs 

1117 181 0376 0«4 0 846 dni 

1ttl 182 0.156 0 174 0.896 IrS 

1ttt 183 0.182 0308 0591 n 

_ ----------;----=2000~'-l ___ 1...;.84_ l·---0:.:·..:..18=2=-+----~0-:308=.-f---..::0:.:.:.59:;.:;....;1-l--"-j(S::_. 
2001 185 0.182 0 308 0 591 1($ --------------r--~-; 

r------------t----200_ 2 _ -""18;...;1_ 1 ___ -'o"".4..;.;2""7-l 1 o 427 ifs 

2003 182 0.424 0 649 0.654 ins -------------_,r----- - --~~r--~~~r---
~ 183 0 413 t-----0"-60--.1_, 0.688 It$ -------------1---~~,_--~~~-
2005 184 0 595 0 736 0 809 Its ----------- ---+----; 

-----------;-----~--.... ___ 1~85--~-----0_53-4~; _____ 0 __ 664 __ T-____ 0_804 __ ;-ks ___ t 
flnil lbnt 1111 186 0096 ....Q..!Q!_ oan n 

1~ ___ 1_8_7-r _____ 0_72 __ 3, _ 0743 r-----0_.9_7_2-r_ws_ 

1111 188 0.693 0 712 0 974 lfS 
--------'---;- -

2000 189 o 605 '"'0._6~1-3-t----o=--=-986::- 1 -n __ 
2001 ....;1.;.90, _____ 0 ...;;.65--. --~ - 0.976 I(S 

200l ___ 1~8;..;.7-t-----0_.80_3"1 _ 0 866 t---"-0..;.9_28-"--t- """'s- l 
~ 188 0.802 -- 0 808 0 992 I(S 

2005 189 0 495 - 0 503 0.984 II'S - - ---------+-----"~'-1 

2001 190 0.468 0 473 0.989 ...!!!._ - --- - -ll-------~ - - -t----------j-- --·- I 

Gi~ 1117 191 - 0569 -9.§!_ 098 .!!! _ 

_ -----~1--..;,;1~=-t---1"":9'='2+--o::-::-49'":::2-J__ ~ o 986 n I 
-----------+--~1-=+----'1-::':9..;:.3; 0 ~3 0 ~9 0.988 :- I 
----------------L--;;;;:2010o=...L- ----'1-"94-'- .._ ____ 0_5_f_4~ ___ ..;;0...;;5_2..;_1...._ ____ ...;;0_.988___.;;_,_aLJ 
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2001 195 --- o.a2 0487 0989 .,. ·-
2002 1!!._ 0502 0 .715 - 064/ n 200l 192 - - 0568 0 .796 - .Q.1.14 liS 2004 193 0607 - 0836 - Ot~ ~~~ 2005 194 0595 0824 O!ll_ .J!!_ --
ZIOOi 195 0556 0691 0804 Ira - - -~Bank 1"7 196 046-4 - 0467 - 0994 .. ~ 1MI 197 -- 0825 08-46 _ 09/5 lfS 

- -11M 198 ___ ___!_ _!_ 1 -- - -2000 199 0536 0538 099/ lf5 -2001 200 0495 0 514 0963 drs 
-

2002 196 0592 0617 ·- ~ n - -200l _ ____!!I_ 0662 0682 0969 ..!!.._ 
- -2004 198 0676 069 .Q..!!_ IrS 

- - --2005 199 0 719 0122 0996 IrS 
-- - -- 2GOI 200 0714 0 715 0998 IrS 

t-

meiM\ 0.511~7 O.UOOI0226 0 .171401015 '-::- - ---- ·---Source DEAP 2. 1 

Appendix 4: Suml114lry of input slacks 
,..._ 

lnput SIKks 2002-2006 

1 2 3 ~- ·--·-

1 0 3 .516 0 -
t- · 2 0 0 0 

f--.l 0 8.4n 0 

r---· 4 0 28925 0 
5 0 49.35 _ o 
6 608.48 53767 0 
7 752.80-4 0 0 - -_ _.!_ 0 0 933.546 
9 0 0 .212 _ 1925 

10 0 0 0 - -
11 0 0 190 322 -
E_ 0 0 132.652 --
13 990055 0 0 -
14 2869.963 0 0 
15 2960.137 0 1042.275 -

1- ..!~ 0 23.338 222.246 

1L 0 0 0 -
:-. 18 _Q_ 0 136739 

19 0 0 240.094 -
- ~ 0 0 224 913 --

1- 21 0 184&2 0 
22 0 4 .311 0 -

1- 23 .Jt 0 0 --
.2! 0 0 0 - ;---

25 0 9.064 0 
26 3361 999 440234 __ _Q_ 

-- 2f 9667 969 669377 0 
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f - 28 - 11CW845 ~ 0 

_ ~ _ 1004~.!.. ~2 1 an o 

- ~r-- ~56 1030126 0 

-..lLr- o 50976 o 

.R 0 -~ 0 

~~ - Q_ _. 9-4.33 _ _Q_ 

_,_-"l-4--+- 0 156 78 -- _JL 

1------"1""23::...4..:.;36~ - _Q_ ,_ ~- 0 

36 o _ J!.. 0 --
~ -- 0 0 0 
38 1457 848 

39 6934.557 

-40 5736863 

-----'0~- JL 
i------...;0-t - __!!._ 

----~b-~~~~------0~~ 0 

- 41 _;;0-t----~0 850 002 

--- ~~-- 0 t------"-0 ~ 157 

43 938.783 0 929 597 

44 0 0 2453 899 

---- 4_5~------0~------~0~--30~1~5~.~~~ 
-46 0 0 0 

4 7 0 0 0 

0 ___ ~ _ --=o:-1 _
____ _:o,._+-----~ 

-----•~g~r-----~o~---~o~~------~ 0 

!X) 0 0 0 
51 0 213.129 624604 

378.378 - _g_ r- ----=0=-+-----=0:..1----=.:..=~ 
- ~ 1- - .Q_ t----__;;;0-+--- __Q_ 

1118 84 

2161 128 
r--- 24 0 t---=1-=-033=.048;;;;...:.::'-+----'-'-=-~ 
---- ~~-- -----=0~~~-=-~=-~38~2~-=~~~, 

1------"56-=-+- 1095 0 11'-+----'1'-"9-"-=22.7'-96~ 0 

57 2383.161 800 372 0 

__ --~~ ___ o~------o~--- __ o 
__ 59 :::.~ _____ ..... o ,_ ____ o 

- 4 73 434 

---- ~60~------ :::.04-------~0 0 

r----~ _________ o~~---=6~L~64~1 _ __..!!_ 

0 

62723 
. ___ .:::62==--+----o"-1-----...;;o-t---------=-i 

_ 63 0 0 

--_§4-1----· Q 1----------0 0 

,._ 65 0 0 .-iL 
-~t----0=--- 0 0 

1 
___ §.!_ _ 0 1----0- 0 

l-- 68 0 0 12.667 

- ~~ 0 0 0 

70 0 0 -·- 0 

- l.L,_ 182 443 0 0 

__ _g_ r- o 1--------=oc., ____ ---"o-t 

-- 7_1_1-- _.;;2..:;.15;;:;.886.....-;;;_t----..;;..0 0 

___ ~ ___ -~o=-~------~o_, _______ ...;;o-t 

~ f-- - _Q f--- 0 0 

_ 76 L. ___ --.;o~--~;;;....:.•59'-" ._ ___ -'o_. 
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n - 0 

78 
t--- 0 

79 0 

80 !L 
81 501~ 

82 5S2 &41 

_.R 725933 

M 88033 

85 847 573 

86 3961 ••a 
87 

f-- 0 

88 6827 652 

~ --- 0 

~ ____ o 

0 

_ __Q_ 

3597 ·-
2884 

- 0 

0 

..Q_ 
0 

0 

238 823 

0 ---
155 22/ 

0 

0 

. 

11a s..a 

160 0..3 

uw l<t7 
____ o_ 

0 
__ _Q_ 

0 

0 

- 0 
0 

0 

1648836 

t....aJt94 

91 9478 325 19-t7.818 0 

~9~2,__69~·~·~0~2~7+-~'848~·~92~·~ 0 

93 0 1673 28 524.982 

9-t 0 1966615 868571 

~ 261 09 1895.-467 0 

96 0 l<t.271 • 0 

97 0 31.318 0 

96 0 70.36 0 

99 0 125.3-t 0 

100 0 182 665 0 

~-----'0'-1----~0 0 

102 0 0 1----.!!_ 
103 0 0 0 

1~r--- 0 0 0 

I~ 0 0 9-t 965 

106 .Q_ 0 1307.224 

--'-10""'1-+-___ o~·--- o 1259.863 

_1~08~~~2~81~1=.528 0 698187 

109 -4649 391 t- 0 804 42 

11 0 4868 093 0 596 002 

..!.1!_1--- 0 0 0 

~1~12~-----~0 --- -~0~ ___ 7_3_.~966~ 
--"1...;._13~---"""'o _ o o 

114 0 0 

115 r-- 0 0 

116 733.231 0 

111 166 385 0 

132929 

1595 

0 

0 

tta . .;;.o+-___ o;;...
1 
__ ..::;23_1_088~-1 

11!_~-469 -- 0 --- 0 

120 7505 9.R_ 0 , _ __:::8~10::.....;.;164~1 
121 0 16 219 0 

122 0 10983 0 

tn 0 12.397 0 

~ _Q_ 7392 0 

125 -'--·- 0 17.811 0 
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f- ~ - _Q_ - 0 0 

1- ..ill... - ID 962 JL 0 

1-
123 ~ - 0 0 
129 871 68S 0 0 
130 10/4 468 0 0 

1-
131 0 0 0 --132 0 0 0 -

- 133 0 0 0 

t-
13.4 ~ 0 0 
135 0 0 0 
136 0 5 105 0 
137 0 2 827 0 

- 133 0 0 0 

r- 139 0 0 0 

- 140 0 0 0 

t- 141 908 387 0 0 

t- 142 407 831 0 411.961 

t-
143 2241 108 0 .C51 .018 

1-- 14-4 3997 058 0 371.796 

r- 145 5636 507 0 1059.745 
146 0 0 0 
147 0 0 0 

- 148 0 0 0 

1- 149 0 3993 0 

-~ 0 0 0 

r- 151 5413 /84 137.323 JL 
1- _!B 3242 637 143997 0 
r- _ 153 3316 584 62004 0 

154 0 0 0 

1- 155 0 0 0 

r---~ 54.4~ 0 0 

- 1!>7 0 0 0 

- 158 0 17.926 0 

t- 159 23724.4 r--- --0 _Q_ 

- 1~ 
---~ 

0 6 1 367 0 

t-
161 0 0 - 0 

r ~ 
162 0 0 1846 731 
163 0 0 0 -

r- 164 JL 0 0 ,_ 16!» 0 0 0 

-- 166 0 0 0 

- 167 0 0 0 

- 168 0 0 0 

- 169 30465 205<42 0 

t- 110 429 303 28625 0 

- 171 0 0 0 

--172 169848 0 0 

1- 173 0 0 0 

!7• 0 --- 0 0 
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175 133 278 --,... 0 0 
176 0 0 0 

_ ...1[!_ 0 0 0 

- ~ - _Q_ 0 0 
179 f- 1585.812 0 0 -

f - ~ 637 782 0 !!... -181 0 0 Q_ t- - - -182 0 9.176 0 --~ 

-~ 0 10657 0 
-~ 0 0 0 --185 0 0 0 r--· 
f- 186 1- 932039 0 0 

t--
187 606.873 0 0 

- 188 875496 0 _Q_ t-189 0 0 _ _Q_ r---
190 0 0 _Q_ t-·-- --- -191 1103.267 23.995 0 
192 905.241 0629 0 -

~-~ - till.!! 0 0 
194 1195.375 9.215 __Q_ 
195 80949 0 0 
196 0 0 0 
197 0 0 0 
198 - 0 

-
0 0 

199 0 0 0 
200 - 0 0 __Q_ 

~ 124.441 
Source: DEAP 2.1 

101.713 10.651 

Appendix 5: Summary of X-inefficiency Scores 
~ veir - r....,--

Tn.w:M.ed GM..u- r-~ ,_... ,_.,...., 
dlsUibution 

B8K 1997 0.1914 0 5106 01622 0 .1571 
KCB 1997 1.-4689 15836 1.1154 1 1001 
sm 1997 0.0281 02733 00795 0086 
COOP 1997 1.8037 1 4366 09249 o·9Sil tr.Fc-- 1997 0 .5719 04644 0.1714 0 1392 
em 1997 0.4726 04468 01412 0 1334 
C8A 1997 15524 1 «82 09809 09653 
N8K 1997 16961 11025 05534 06211 'Hie- 1997 0.5103 03876 01092 0115 
~c 1997 0.9361 05922 02092 01932 
landM 1997 1288-4 0 8561 04419 0 381 
DTRST 1997 1.0968 06196 0.2066 02076 
Boa 1997 02955 03028 00676 00926 
PfWE 1997 1.1998 06247 02002 0 2103 

~F~NA- 1997 05952 o3n4 01021 0112 - -
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IWPRl -,~---1997 ~-08927 --o-4952- ' ~ · 0Ts27 - 0 1503 1 
f-tr 1997 1 1736 06461 01834 02229 

EABS 1997 1 1268 07537 03362 02995 
sa 1997 0 J6.46 03-«3 0 0942 01032 
ABC 1997 05808 03457 00899 0 1032 
HABAG 1997 0 5171 06003 01918 0 1983 
KREP 1997 07800 o.cns 0126 0144 
~6 1997 09075 04419 0124 0 1311 

Gl.JU) 1997 06698 O.lUC 00823 0098 
SCRD 1997 1 1013 0~2 01275 0 1471 'Vie--t-

1997 09905 05339 01646 01662 
CHASE 1997 09374 0~1 01375 01382 
EOliAT 1997 07774 04687 01558 0141 
PCPl1.. 1997 10485 0~ 01966 0 11101 
CONSO 1997 08181 05763 02356 0 1856 
t.EB 1997 10425 0 .7646 03332 0 J0.48 
oevr 1997 1.1597 06553 03383 02279 
HABIB 1997 0.4417 03821 00997 01135 
~ 1997 01587 0.1092 00402 00484 

TRANS 1997 1 2402 06687 02681 02362 
ADLTY 1997 06885 0 .2685 00672 00845 
PARU 1997 0.4604 02851 00768 00892 
ORNT 1997 0.992 05638 0 16« 0 1788 
DliW 1997 10317 0 .3112 00866 00955 
CITFIN 1997 07342 02019 0.053 00703 
881( 1998 01528 0.4754 01655 01436 
KC8 1998 00859 0 4094 0.0967 0 1217 
SlD 1998 00178 0 .2316 00621 00766 

COOP 1998 0.7063 0 .5708 01798 01829 
CfC 1998 04616 0356 0.1361 01062 
em 1998 0 591 054 01624 01692 

C8A 1998 06446 06151 02235 02058 

t.BK 1998 1 6109 1 0508 04716 05689 
-NIC 1998 05176 03939 01215 01168 

STNBIC 1998 07006 0 353 00791 01053 

landM 1998 1 1679 0 .7374 02939 0 2841 

OTRST 1998 09242 0 .6717 02769 02386 
r-806 1998 01858 0 .1987 00583 00691 

~ 1998 1.07 0 .4685 0 143 01403 

'Fi4A 1998 05463 03321 00921 01 

~ 1998 ono1 0361 00928 01074 

~ 1998 1 1736 06461 01937 02229 

EABS 1998 1 0183 0 .6271 0 .189 02122 

BOt 1998 02954 0 .2693 00666 0085 

ABC 1998 06017 036119 00918 01094 

l.w!AG 1998 04n8 0 .5307 01603 01653 

KREP 1998 07899 0 .4775 01149 01 .. 

GIRO 1998 08278 0359 01027 01066 
- - - - -
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-Gtm - 1998 ---03282 
0 .1202 - oom- -

005tll rscm- r-- 1998 0986 0353 00944 0105 ~ 1998 08798 0 .. 762 0 1188 0 .1<435 
CHASE 1998 08107 0278 00682 00865 
E<lUAT 1998 0 7-40ft 0 .. 278 01375 o12n-
PCPn 1998 11W85 0 5&4<4 0.227 01801 t--coHso 1998 00051 00391 001-45 00256 'LiEn 1998 10383 07598 032n OJOT 
OEVT 1998 09006 0 .. 2. 01381 0 .1256 iHA&a 1998 0 <4313 03903 0082<4 0 .1159 
CROIT 1998 0.5786 0 .. 103 01388 0 .1217 rnw.s 1998 t tnt 05856 0 2133 0 1897 t-mrv 1998 0.82<4 03009 0.056 00918 'PARJ:i• 1998 0 . .c6().4 02851 O.On7 00892 roo.rr 1998 07258 02929 0067 00902 
OUBAJ 1998 10073 02&49 0.06<47 oo892 r-crmp;;- 1998 OT.W2 0 2019 0.0511 00703 
B8K 1999 005<42 03327 00836 0 1005-
KC8 1999 0.1062 0387<4 00992 0115-4 
sm 1999 0.02&4 02 .. 5 0.0557 0079if 
COOP 1999 06857 0557 01666 01764 
CFC 1999 0.5&47 0 .. 329 0.1 ....... 0 1288 
em 1999 0.7 .. 23 0585 0.1713 0 1902 
CBA 1999 05608 0<4881 0.1 .. 0 1 .. 8 
N8K 1999 1.6115 0646 0.2398 0 .2232 
NIC 1999 0 ... 537 03132 0.0823 00956 
S1lelc 1999 07203 0 3071 0 0711 00939 
liiiC&I 1999 10825 0618<4 0.1988 0 2081 
DTRST 1999 o ...... 0 <4099 012 0 1217 
808 1999 0 157 .. 0 16« 0.0382 0 0615 
PRa.E 1999 1.07 0 .. 39 0.1151 01306 
ANA 1999 0.5346 0 2915 00752 00902 
ILFRL. 1999 07 ..... 2 0 3101 0.0835 0 09-46 

~HJ:- 1999 0.8871 0-4665 01199 0.1399 
EA8S 1999 0.9257 05083 0.1392 0.1558 
BOt 1999 ooon 0 1511 00.....5 00586 fABc- 1999 0.5525 02709 00782 00853 
~IABAG 1999 o ..... 03655 00818 0109 1(nEP- 1999 0.7899 o•n5 01229 014<4 
GIRO 1999 08322 0 3232 00762 00976 
GURD 1999 0.6618 0 22 .. 5 0.0603 007-49 
SCRD ·1-- ·999 1.01-4 03636 0.105 0108 t"VjC - 1999 06856 0 3<412 0.09<43 0.1025 
CHAsE 1999 1 .. 03<4 0 5-413 0.2037 0.1701 

ryQUAT 1999 0.9156 05732 0 20<4 0 184<4 
PCPn. 1999 0.9&4 0 ..... 12 0.135.( 0 1318 
CONSO 1999 0.037 0067 0.029 00363 

t"iEe 1999 0&411 05125 0.1392 01578 - _ ._ 

209 



OfVT - 1999 on5 o:w:ii" 0045.4 01028 
HABIB 1999 03335 02677 00663 00847 
CRDIT 1999 04n5 02717 0070-4 00856 rmANs 1999 07907 02303 00657 0076 t-;:D_yy 1999 04527 0 191 00627 00675 ~ARLI 1999 02506 01324 0 ().4.41 00542 t-ORHT 1999 09188 009 01205 01305 r-IXIW 1999 10073 02149 00628 o0892 

r-CrrFJN 1999 073-42 0 2019 00575 o0703 
881( 2000 04201 0 6155 01486 0 2063 
KC8 2000 01873 04233 00925 01258 sm 2000 0003-4 0 10-49 00307 0 0-474 
COOP 2000 06881 04999 0 t 198 0 t5t7 rc.:c-- 2000 08513 06319 0-2155 0 2189 
em 2000 0.6641 0 530t 01523 .01647 
CBA 2000 0.6545 0 .5&57 0.1744 01905 
NBK 2000 1 3163 01528 0.0401 00595 
NIC 2000 06237 04428 01236 01322 
snmtc 2000 06071 0 .397 0 tO.. 01176 
lancl.l 2000 09811 0 542 0199 01702 
DlRST 2000 0.618 05562 01909 01767 
BOB 2000 0.3121 01708 0.0679 00853 
PRJUE 2000 10971 04967 0 15<1 1 01511 
ANA 2000 04742 02857 00831 00888 
IFRl 2000 01on 03039 oosn 0 (»31 
HF 2000 06319 03493 00875 0 10-41 
EA8S 2000 10628 05556 01688 01763 
801 2000 0.4536 0 .451 01021 01349 
A8C 2000 0.5991 0.2973 0.0799 00915 
~IABAG 2000 06156 05768 01751 01863 
KREP 2000 0.7899 04n5 01305 0144 
GIRO 2000 09871 0 3818 01028 0113 
GliiD 2000 0.7362 0 .2483 00696 00803 
SCRD 2000 0.4373 0 .1219 OG463 00514 
VIC 2000 0.801).4 0.3444 00959 01034 
CHASE 2000 1.1431 0 .5&55 0 2118 01907 
EOUAT 2000 0 5713 02698 00684 00853 

t-PCPn. 2000 0.9799 0 .3447 0 1014 01035 
CONSO 2000 0.8467 04094 00826 01216 
LIED 2000 0 8951 0566 01978 0 18t4 

t-=-
2000 0.0139 00506 0026 00304 DeVT 

HABIB 2000 0.4816 0 4371 01098 0.1301 
CROfT 2000 0508 0 2751 00757 00864 
TRANS 2000 1 6122 04963 0.1504 01509 
'FlOl'iY 2000 0.821 02664 005&2 00843 
tfiARiA 2000 0.6782 0 .2184 O.Os.&3 00737 
toRHT 2000 0.9813 0 .2723 00941 0084 
1-bUBAI 2000 1.0073 0 .2849 0.068 00892 - '- - - -
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aTFIN - .- - 2000- -0~~2 - 0.2019- ~ 

005 1-4 00703 
BBK 2001 0.3135 0 .5-45 1 0 1221 0 1715 
KC8 2001 0.2786 0 .-4923 0127. 01-498 
SID 2001 00294 0 .3568 0098 01066 
COOP 2001 0.7892 0 .4878 01-487 0 147 CFC 2001 0.9192 07202 0.3191 0 .2711 em 2001 0.2355 0.~1 00899 01042 
C8A 2001 0.5732 0.5865 0 .195 01909 I-N!31< 

2001 0.0761 0 .1185 00321 00509 
NIC 2001 0.5267 0 .4098 0.102. 0 .1218 
STNB!C 2001 07439 0 .501 01331 0.1523 
landU 2001 0.837-4 0 5188 0.1681 0. 1602 
DTRST 2001 0.7268 0 .54-45 0. 1599 0. 1713 
BOB 2001 0.3782 0 .352. 00784 0. 1053 
PRIUE 2001 0.815-4 0 .4396 012-42 0. 1309 
F'.NA. 2001 0.5785 0 .3033 0.0768 0.093 
liFRL 2001 0 .765 0.~97 0.1005 0.1046 
HF 2001 0.6593 0 .2898 00787 00893 
EABS 2001 0.8581 0 .3576 0 .093 0 .1069 
801 2001 o . .cas5 0.4~ 01086 0 .1362 
ABC 2001 0.5466 0.3~2 00886 01006 
HABAG 2001 0.7381 0.6799 0.2174 0.2 .... 9 
KREP 2001 0.7483 0.3138 0.0726 0.0955 
GIRO 2001 1.0873 Q3731 0 .1063 01106 
GURD 2001 0.8252 0.~57 00836 0.1036 
SCRD 2001 1.3795 0 .8357 0 .4033 03637 w; 2001 0 .6512 0 .2886 00785 0.0896 
OlA.SE 2001 OJ1222 0.3901 0.112 0.116 
EOUAT 2001 0.5504 0.~11 ooa.... 0.1026 
PCP1l. 2001 1.2118 0 .57S. 0.2286 0.1876 
CON SO 2001 1.01...- 0 .7Q9.C o.u~ 0.2634 
LEB 2001 0.9376 0 .613 0.2228 0 .2052 
OEVT 2001 0.0879 0 .0983 0.0373 0 .0456 
HABIB 2001 0.-4211 0 .• 395 0.098 0.131 
CROfT 2001 0.4385 0 .3006 0.07 0 .0923 
TRANS 2001 1.0036 0 .5165 01372 0 .1588 
ROllY 2001 0.6827 0.2555 0.0726 0 .0819 
PARU 2001 0.8413 0 .3682 0.0879 0 .1096 
ORNT 2001 0.8598 0 .1738 0 .057. 0 .0627 
DUBAI 2001 1.3761 o.a.... 0.2302 0.2219 
CITFlN 2001 0.7664 0 .17-47 0.0479 0 .06-43 
B8l< 2002 0.1709 o . ...- 0102 0 .1311 
I<CB 2002 0 .-466 0 .5-426 0.1529 0 .1699 
SlD 2002 0.0537 0 .393 0.0939 0 .1165 
COOP 2002 0.6256 0.451 0.1213 0 .1342 
CFC 2002 o.n..a 0.6056 0.1865 0.2005 
em 2002 0.3357 0 .4172 0.1028 0.1238 
C8A 2002 0.6385 0 .5935 01927 0.1943 -- - -
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-- - 03979- 0 2107 " - 00718 
.. 2002 00541 
NIC 2002 04922 03902 01022 0116 

~-"snac 2002 09559 0.6758 022n 02404 
~-......... 2002 on1s 046&5 01167 0 141 
t-()lRST 2002 05n3 0~76 0 .1111 0 1181 
f-808 2002 03413 03628 00923 0 1081 
t--Pru&E 2002 08387 0435 01168 01'294 1-riHA 2002 04447 0.2969 00764 0'0915 
ILF'Rl 2002 08S41 o_..uoa 01008 0~ TF 2002 04986 0..2033 00617 o070t ms 2002 o8n5 0 .3138 00784 00956 
BOt 2002 03937 0.4284 0.11..C9 01278 

I-ABC 2002 05718 0_3005 00868 00923 
HA8AG 2002 06635 0.6278 01989 0 21J.4 
~<REP 2002 09127 0.3801 00878 0 1129 
GIRO 2002 1 059 o.3ns 0.1066 0 1119 
GURD 2002 06013 0..296 0.0792 00914 
SCRO 2002 0.9738 0 ..c307 0 1136 01279 
V1C 2002 0613 0-3381 00796 0 1019 
CHASE 2002 06786 02736 oon1 0.0862 

reOUAT 2002 0.5823 0 .3342 00866 01009 
~ 2002 0.5328 0 .2921 00973 00905 

CON SO 2002 1.3615 0 .7894 0.3245 03222 
&.lED 2002 08218 0.5735 01752 0185 
OfVT 2002 0.4902 0 .2257 00791 00752 
HABIB 2002 0451 0.41J.C 0 .096 0123 
CROff 2002 03859 0_2668 00643 00846 
TRANS 2002 0.8942 0 .4578 00889 0 1371 
Fll.TY 2002 0.70 0.2782 oos..a 00871 
PARU 2002 1.2791 O . .t082 01109 0 1212 ,_ORNT 

2002 05256 019 00525 00674 
ouw 2002 12825 0 ..... 86 01216 0 1J.4 
crrRN 2002 06105 0.1683 0 0..21 0 .0628 
B8K 2003 008 0.3898 00791 01154 
KCB 2003 00525 0.275 00686 00863 rsm 2003 0.0183 Q284 00709 00883 
~ 2003 1.5914 0.8256 04809 03525 

CFC 2003 03929 0.3788 0091 0 112..C 
em 2003 0.4112 0 .5099 0.121 0.1564 
~· 2003 0439 04S.... 01355 01502 
ttiiK 2003 04773 02J.C 00693 oon 
NIC 2003 0 5918 0 .-4095 00954 0 1217 

STHBIC 2003 OS..36 0.5471 01907 0 1712 
ttandu 2003 0.3155 0 .2881 0 .0645 0089..c 
OTRST 2003 03597 02272 00592 00756 
I-BOB 2003 0.5857 0.6388 02281 02197 

PRJUE 2003 0.5185 O.JJ6.4 00965 01013 
F1NA 2003 0.3879 026 00711 0083 _.__ --- -- --
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-- 2003 - 085.47 0 <4678 0 1-405 ~ URL. 0 1317 
1'¥ 2003 0 .3716 0 .1708 00565 0063 """'- 2003 0 82-4.5 03628 00792 01082 
EABS 

f-801 2003 0.<4135 0 .<41&5 0 1251 01248 t-ASC 2003 0 4166 02299 00618 0 0761 
fiA.BAG 2003 0 418 0 .<4322 01023 0.1289 
KREP 2003 07966 03406 00958 01023 
GIRO 2003 07852 02672 00679 0 08<45 
GURO 2003 0 5351 0235 0 0716 o.on4 
SCRO 2003 07316 0.3396 0 ()94..4 01019 
VIC 2003 0.8909 0 J86.4 0.1119 0 115 
CtiASE 2003 0.632<4 0.2645 0.069-4 0 08<42 
EOUAT 2003 0.7318 03085 00863 0 ()94..4 
PCPTl. 2003 0.5197 0 .3308 01086 01 
CONSO 2003 2.058 0.7398 0 .<426 0.28.48 
UEB 2003 0.933 05<426 0. 1573 01706 
DEVT 2003 0.2809 0 .205 0065<4 00708 
HABIB 2003 0.367<4 0.3376 0.0811 0.1017 
CRDCT 2003 0.42:W 0-2<41<4 00601 0.0789 
TRANS 2003 1.1589 0 .636<4 0.2021 0 .2179 
FIDLTY 2003 0.6669 0 .2179 0.0676 0.0736 
PARU 2003 1.0529 0 .3107 0.0825 0 ()9.49 
ORNT 2003 1.08:w 0-2207 0.0609 007 .... 
DliW 2003 1.2515 0<4117 0.1182 01226 
CITFlN 2003 1.0071 03748 0.0935 0 .1121 
881( 200.. 0 .2175 0 .<483 0.1<418 0.1451 

\ 

KC8 2()().C 0.1052 0 3072 o.on 0.0938 
STD 2()().C 0.0305 0-2514 0.0664 00807 
COOP 2004 0.8187 05562 0_2266 0.1755 
Cf'C 2004 0..2987 0 .<4033 0.0969 0 .1193 
em 200.. 0 .9094 0 .762 0.3509 0 3019 
C8A. 200.. 06623 0.5711 0.1966 0 .1825 
NBK 2004 0 .5052 0 .2527 0.0722 0 .0812 
NJC 20().4 0.7<4 O . ..C595 0.1387 o.tln 
STNBIC 200.. 1.0827 057n 0.2128 0.186 ....... 200.. 0 .3-484 0 .2588 0.0618 0.0826 
DlRST 200.. 0.7975 O . .oC089 0.1106 0 .1213 
BOB 200.. 0.2624 0 .2652 0.0669 0 08<42 
PRioE 2()().C 0.4967 0 .2653 007<48 0 .08<41 
FlNA 200<4 O . ..C118 0 .2718 0.078 0 .0856 
li.tPRL 200<4 0.8967 O . .oC821 0.13..c6 0 .1457 
HF 200<4 0.6017 O.:W82 0.0906 0.1045 
~ 2004 0 70..C2 0 .2795 0.0631 0 .0875 
801 200.. O . ..C562 O . ..C212 01359 0.1255 

Asc 200.. 0<4605 0_2182 0.0669 00735 
HABAG 200<4 0.4SO..C 0_2757 0.0786 0 086<4 
KREP 200-4 0 .8608 0 .3S:W 0.0969 0.1055 
GIRO 200-4 0.7&41 -- 0 .2<402 0.0568 0 .078<4 
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- - 2004 0559 0 2196 00749 -CUID 
0074 

sam 2004 07297 0 3-413 00737 01023 
VIC 2004 09754 03836 0126 0 1142-
aiASE- 2004 07127 0.2437 0 O&C3 00885 
EOUAT 2004 05986 0 .2173 00619 oons 
PCP1t 2004 04762 02782 00832 00873-
~CONSO 2004 I 3135 0664 02473 02322 'Ur:a 20().4 I 1779 06271 02773 0 213 rDEVT 2004 06578 03909 01173 01163 
HABIB 2Q0.4 01904 01719 0.0388 0 063.c t-CROO 2004 0.-4608 0 210.C 0 O.C9 0072 
TRANS 2004 1 1967 0 .6812 02262 02455 

AOl.TY 2004 07326 0 1906 0 O.C93 00676 'PAAM 2004 1 1528 03-473 0.093-4 0 IO.C2 
ORNT 2004 1.1054 0 .210.C 00687 oon 
DUIW 2004 1 2331 0 .3182 0092 00968 
CfTFJN 2004 13183 05302 0159 01663 
BBK 2005 0.332 0 .5789 0.15 01865 
KCB 2005 01453 0 3812 0.0926 0 1131 
STO 2005 00125 02456 0 0581 00797 
COOP 2005 0.0923 02286 00702 00758 
CFC 2005 0.3-49 0538 0.159 0168 

r-Cill 2005 0 .2933 0 ... 317 0.1037 0128.4 
CBA 2005 0.3718 0 .3759 00893 01115 
~NBK 2005 01866 01468 00376 00577 

tiC 2005 0.5113 0 .368 00927 01095 
sn&c 2005 1 2 .. 55 07438 03987 02879 
~ 2005 03763 02868 0.0802 00891 
OTRST 2005 05573 03388 0.07-43 0 1017 
BOB 2005 0 1898 0232 00708 00767 
PRIE 2005 06133 03366 00933 0 1012 
ANA 2005 0 S.C1 0537 01496 0 1674 
ILFRl 2005 11255 01269 0.2995 02757 r.rF- 2005 2. .. 2.58&3 20.C58 2 1114 
EA8S 2005 04622 02815 00795 00879 
801 2005 03339 0.3289 0.0886 00995 

'ABc 2005 069n 0.3346 00994 01006 
HA8AG 2005 0-462 0 .3945 01115 01173 
KREP 2005 I 0765 054 01634 01685 
GIRO 2005 08255 0288.4 00915 00892 
GURO 2005 06076 02502 00785 00808 

tscRo- 2005 on82 0.3927 0.1036 01163 
t-VIC 2005 1 2015 0585 02385 01905 

C. lASE 2005 on42 0.2929 00701 00907 
te"OUAT 2005 0.71-48 03317 00959 01002 
t-PCPn 2005 0 5541 03375 01014 01016 
r CONSO 2005 06065 018.4-4 00513 0.0659 

LtEB 2005 1.0311 06031 01994 01999 . - - - - - -
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1-oofT- ,- 2005 --0-9174 06795 0301 0 2434. 
t iASIB 2005 0 2516 02466 00547 008 

..-c~ 2005 05618 0 2281 00551 00758 
TRANS ·-t- 2005 09«2 0-4653 0 1146 014 
FIX. TV 2005 0864 0 .299 00679 - 0"'0918 

PAAU 2005 08793 01476 00.18 - 00579 
f--ORHT 2005 1 5318 0 .5003 01389 0 15.43-
1-()(AIAJ 2005 1.3472 03325 01239 01005 
CITFIN 2005 1.2031 0 ... 32 0 1338 01329 
881( 2006 00151 0 3195 00739 00968 
KC8 2000 02206 0466 01058 01398 

1-STD 2006 00074 02062 0 .0504 00709 
COOP 2006 0.0364 0 .2242 0.0638 00748 
CFC 2006 0 3481 0 .5647 0.1926 01802 

'em 2006 0 .357 0 .5043 0 1233 01542 rca.. 2006 05885 05645 0 1618 01799 
f-NDK 2006 00172 0 1121 00342 00.93 

NIC 2006 0 .6936 0 .5014 01~ 01531 
ts'nm.c 2006 10224 07265 03793 0.27•9 
rr-~ 2006 0.1997 0 .2381 0 .057 0.078 
DlRST 2006 0.2496 0.2608 00673 00831 
BOO 2006 0 1118 0.2253 00522 0 0752 
PRaE 2006 0.&486 0 .4126 0 10.5 01225 
FINA 2006 08806 0 .5517 0.1795 0.174 
IFRl 2006 1.0941 07341 0 2891 0..2811 

r--HF 2006 o.n.s 0.3-435 00828 01031 
EA8S 2006 0.62-48 0 .3873 00976 0 115 
801 2006 01871 02366 00588 o.ona 
A8C 2006 05335 0 .2836 00698 00882 
IWlAG 2006 0-4613 0 38.41 0.0831 01143 
KAEP- 2006 1.2089 0.6136 0 1871 0..204 

f-GIRO 2006 07393 0 3185 0085 0.0966 
~ 2006 0.-488 02313 0054 0.0766 

SCRD 2006 0.7371 0 .3588 00989 01068 
VIC 2006 1.1007 0 .5206 01636 0.1611 

t-CIIASE 1---
2006 07537 0 .3426 00971 01027 

F~ 2006 1.3767 0527 01814 0164 
PCPTI. 2006 07802 0.54 01867 01689 
CON SO 2006 0.6982 0 2-488 00719 0.0801 
:.tea - 2006 0.9425 047-46 0. 122 0 14~ 

Devr 2006 07817 04315 01246 0. 1287 
lv.BIB 2006 02795 02~ 0 0551 00795 

rcRDfT 2006 0.567 .. 02627 oon1 00836 
TRANS 2006 11628 0.6397 02067 0.2201 
ROllY 2006 08509 03027 00765 0.0926 

t-PARU 2006 1.4972 0.3821 01537 0 11.C 
ORHT 2006 13223 06269 0 .2t31 0 2134 

r-OUBAI 2006 1.3214 03363 01223 0.1015 - - - - -- _ ._ -
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l CSTF1N 1- 20061~ 1 1o39 1 - o •288 0.1 ~- o 12s2 l 
Source. Lmdep ver 8.0 
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Appendix 6: Summary of studies done 

~ --,PokYIMue:----r~~;;;;.;;:;W.J::a:h-----l'l:~npe::-::~lbl::----~lt711M-1t~ts-~­
dko'Ued 

1-B.ur, Seifofd and 
Siems ( ' 994) 

'Favero and Pap! 
(1995) 

Elyasiani and 
Yeldan ( 1995) 

-

8efgu A. N and De 
Y0111g (1997) 

NoiAas (1997) 

t-~ et a1 (1998) -

ln&ennediaion 

llefegutation 

·~ 

Problem loan5 and lnlermeciation appfoadl 
C05t elhciency 

ProdOC.tiviy ~ ln&ennedia&n 

~- Production 
policy ~$sues 

~ny and - - - tfieitormanoe - Production approach 
Stoibeck( 1998) evaluatiOns 
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~(U\Iing 
and lme), &about. 
capUI 

Ful~ eQ&MVOiient 
employees, Ylaly, 
j)(emMs and bed 
asset~, other non 
inWest expenses, 
lotalln&efest 
8llpef\Se$ and 
purchase funds 
labour (numbet of 
employees), Qpltal 
(book villue ot fixed 
asset~ and 
Pfemises), loanable 
funds. and net 
funds from other 
banks (and finanaal 
~ 
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Cilllpltll, small 
denominabon tme 
and Ulllngs 

deposits, and 
~d\ased funds 
T elef hoots, 
operating 
~.~ 
alze, economjc 

status ot the area, 
~adlvity 

SaAaly expensea, 
premises and bed 
assets, other non­
lllWes.t expenses, 
in&efest 
AI 

Realeaa.&eloMS. 
GOmmefall and 
lnduatNI~. 
other loana and 
lniiU(ment 

'"TQi;j loan$, total 
depoU.s and 
ntmbef ol 
br.ilnches 

Loans to other 
banks and non 
flnanaal 
lllllllubona, 

lllVeStrnM and 
sacurcy and non­
lfltelest lllCOme 

Investment real 
8$Ute loans, 
oommetclal and 
lnduatnalloans, 
and oiNt loans 
ComrnefcQ!Joans, 
ru estat.e loans. 
llllnUCbon 
depoaits and tee­
based InCOme 

Liquid assets, 
lollm and 
advanoes, and 
~ 

Demand~. 
real esta1e loans, 
oommetC:ial and 
lnduslly loans and 
lnstamenta loans 

Ulan (direc:( -­
lndiroa, 
COinmen:l;ll and 
equity), depoaO 
(chedung, UWlj)S 
and depoi. 
c:ettkales), 
avwage numbef ol 
a<x:ounUpel 

CUI&omet, 
wstomer 
&atillaaJon 

Noa. oeposit, 



(1999) 

UlM(1999) /b ~ metgei'S and ·~ defegulabon 

---(2001) Dial \Ching ·~ (dillafent-~~ c.ombwlllon ol enpot~ 
has been UMd) 

-- """[)ft,egulabon (1997) Us« cost 

Sa.l!l ve(200t)- Productive lnAennedi.ation 
eftiaency ~on 
lelorms 

and Girafdone 
Perlonnance ____ 

lnl.ennedialion 
) companson 

' Yolinero and RAWiew on input- .Aiernatill8 (da<lelent 
(2002) ~ speaficabon$ ~) 

and Dolecy Yedlodo&ogy 
·~ 2l -Doletyand Yedlodo&ogy UodeiA. 

(1002) 

UodefB 

UodeiC 

p asW (2002)--- Cross countly Value~ 

and Uolyneux C;uu 
( 2003) 

-~ Ia 
( 200la) 

YiARaOOns 

Closs country lnlienneciltion 

Detegul.atioo ~ 

elCpei\Se5 depoU inWest 
,...,.. . no. loan, 
loen.,..utr.Jte 
ttanudlon volume 
and MMCe Valldy 

Slal N.mbel, Net loans, net '-
depola, lnlerelt IRIMest lllCOine 
expenses and non · Mld non riefest 
IRIMelt expenses encome 
Physical CApital, Securities, real 
Yboot, purchased estAJUtloans, 
funds, demand comrnetaal and 
de9ollls. othef lnduUnalloalu. 
de9ollls. COfe lnSWrnenls ~. 
depowls, and lol<llloanl (Dollat 
loaMb6e funds valoe) 
lOoiN value} -tn~erea expense~ lniMestfevenue 
and non-tn&oetesl andnon~est 
expense revenue 
Nelwcwth, Deposits, net 
bolT~. plaits, advallcu, 
opetadng norHr*west 
expenses, numbet lnCOfne nerest 
ol empfoyee$, apiud 
number ol banks 
Labour costs. TWo! loans al'd -

=~ 
other eam~ng 
usets 

Numbefol Operating . ' -
II'ICOfne, 

employees, fixed deposits and loans 
assets and deooslb 
Oeposils and fixed loal\s and risk -
assets assets 
lniMest~ Interest income -
and operating and othef tnCOme 
expenses loans 
Oeposaa and fixed 
assets RISk wel{)hted 
Deposits and fixed usets 
auets 

-Pflf'SOMel loa~\, deposa, 
upenses, and ottl«e<AfNOQ 
~ auets 
operabng cosb 
(With envlfonmental 
and ri5k varial:l6ea) 
T Wol ~ and lot.ll TWo! loans~ 
QJMome{and ou-- earnings 
~declolb assets 
l...abow. loanable Short tenn loans-:-
funds, and cap;toll loog.wm loans, 

othel eartWlg.S 
auets and risk 
adjusted off-
balance lheet 
ac::tMlles - -· - --- - laboul (number ol Short~ loans:-

sa. (2003) Oelegulation lrMnneciale 
Value-added approadl Ulme ~loans. 

employees), capUI other eamlllgS 
(book value ol fixed auets Short~ 
usets). banking loans, long-leml 
fund$. Labour, loan&, olhet 
capUI and funds ~·assets 

and tUk ad!uslad 
~sheet 
ac::tMaes T o.tosa A.usina ~ lnlenneciation approach ·- laboul funding Loans and other 
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(2003) bank 

problem-

Uooottvereh (2004)- ProduGtMlv 
mprowements 

ellciency -
the 
and 

II\ 

eftidenc;y in 
banks 

-"iciency 
bianks and 

'*'dows 

~t) Restricted 
(2) tJnreMriaed 

lnMmlodiMon t~pprOiiCh 

lntelmedialloo 

~ 

lnMnnediaion 

~ 

and phyaicM ~ 
Samea.ab<MI 

Gen.niand 
~ 
~bed 
asaeb, relM and 
wtlOieule~ 
and l!!obtem loans 
l..aboor. ~and 
depoaU 

T ot.l depods, 
labour and bed 
useb 

Tot.IMMls, Net 
operating 

upenaea, No "' 
~ 
ToUI depo6ib, !WI 
OWinead oxpenaes 

Appendix 7: Small banks X~nefficiency scores 
r-

1---- 1997 1998 1999 2000 2001 2002 
1-GURD 69.8 5 .13 749 803 10 36 9 14 
SCRO 74 .7 1 10.5 108 514 36 37 12.79 

f-~ 76.62 14 4 10.25 10 34 8.96 10.19 
CHASE 73.82 8 .65 17.01 19 07 11.6 862 
EOUA)'_ 74 .1 12 7 18.44 8.53 10.26 10.09 --·-fCPTL 7801 18 1318 10.35 18 76 9 .0 5 
~ONSO 78.56 2 .56 363 12.16 2634 32.22 

UEB 90.48 301 15 78 18.14 20.52 18 5 DEVT __ 8279 12 .6 10.28 3.04 4.56 7.52 -- t--HABIB 71 .35 116 8.47 13 01 13.1 12 .3 -CRDT 64.84 122 8.56 864 9.23 8.46 
_TRANS 8362 19 7.6 15.09 15.88 13.7 1 
f iDLTY 6845 918 6 .75 843 8 .19 8 .71 
p~ 68.92 8 92 542 7 .37 10.96 12 .12 --OR_N.!._ 77.38 9 .02 13.05 8.4 6.27 6 .74 
DUBAI 69 55 892 892 892 22 19 13 4 l CtTIFIN ._§7 .03 !---7 03 703 7.03 6.43 6 28 Sourr..e: U"ldep vor 8.0 

Appendix 8: Names of the bank 

_, 
_1 

- l 

IA.uonvm 

1? TQ_ 

Full ....... 

BAAClAYS BANK 

KENYA COIAERCW.. BANK 
ST.AHOARO CHARTERED BANK 
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2003 2004 

~4 7.4 
10.19 10 23 

11.5 11.42 

t-
8.42 8.85 
9.44 7 35 

10 t- - 8.73 
2848 rl-322 
1706 21 .3 

7.08 11 .63 
1017 6 .34 

7.89 7.2 ---21.79 24.55 
736 6 76 r-
9.49 1042 
7.44 7.2 

12.26 9.68 --11 21 16.63 

UlrlllnQS 
L.oM.s. oiMI 
-~. and non 
IUidltional aaMt~ 
T cUI loin and bills 
dlloouNed. liquid 
...UandcMNII 
~and 
odlef InCOme 

Loans and liquid 
HMtl, 
~othet 
income 
T cUIIo.ana, 
ln<:OI1le 

Not opet.tlng 
lfiQlllle, OemiiAd 
deposb. Net 
difect aedU 
Totalumlng -
assets 

2006l AVG --=1 2005 
808 7 66 14.083 

11 63 1o68 19.304 
1905 1611 18.879 

9.07 1027 17.538 - --
10 02 16 4 17.735 --1016 16 89 19.314 
6 .59 8.01 22 177 -

1999 14 .34 26621 I 
24 .34 12.87 17667 

8 7.95 16.228 
7 .58 8.36 14 293 t- - --

14 22.01 23122 
9.18 9.26 14.227 - -·-579 11.4 15.081 1-- -

15.43 21 .34 17 277 --10.05 10 15 17.404 ------13.29 12 82 15.478 



_ !_ _COOP --- COOPt:AA TIVE BANK 
_ ___t. _Cf-£_ -- CREDfT FINANCE BANK 
_. __!_ CHI CIT18ANKNA 
__ !__ C8A --- Coaa.tERCW.. BANK OF AFRJC;:A 

~ N8K NA~ BANK OF KENV~ -
9 NtC ~BANK-- -
~ STNBC STANBIC BANK 

·~-- --__ .u... l&U -- INVESTUENT AHil YORTGAGE 

- !1._ ~TRST -- OlAMON() TRUST BANK 
n _800 BANK Of' BAAOOA -

- 1!_. ~PRIUE -- PRIWEBAN< ----
15 FINA FINASAHK -- -- --
16 ~ u»eRW... BANK - -__ !7 Hf- HOUSING FINANCE -- -18 EA8S EAST AFRICA 8Uil.DING SOCIETY - -- --19 -- 801 BANK Of' lNO&A 
20 A8C AFRICA BAHK1HG COAPORA TION --
21 IIABAG HA8I8 AG BANK --

r- -- 22 KREP K-REPBANK --_ _E. GfiO GtRO BAK 
24 GURO GUROIAN BANK - --
25 SCRO SOUTHERN CRBlfT 8AHK 
26 VIC VICTORIA BANK --
27 CHASt CHASE BANK -
28 EOUAT EQUATORiAL BANK --- -- ---

1- 29 PcPU PRJaE CAPITAl. ANO CREDIT BANK 
30 CONSO CONSOL.JilATED BANK --
3 1 ME8 a.wxJlE EAST BANK --- --___ E._ OEVT OEVEl.Ofl'Y:HT BANK 

- -~ IIABI8 HA8I8 BAHK 

34 CROIT CREOITBANK -- -
1-- 35 TRANS TRAHSMA TONAL BANK 

-~ FlOLTV -- FIOEUTY BANK 
37 ~ PARMIOUNT UNIVERSAl. 8AHK ----
38 ORIENT ORIENTAL BANK --
~ ~ -- OU8A.IBANK --

- 40 CITYANAHCe .__9!!. FINANCE BANK 
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