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Abstract
In today’s complex IT environments, managing security is made more challenging 

as businesses expand and extend to a broader consumer base. The enterprise 

security infrastructure has become populated with diverse technologies installed 

across heterogeneous systems. This has resulted in pressure on businesses to 

understand the need for information security, the choices that you have to 

implement and maintain the right information security strategy for the organisation. 

Quoting what Walter Wriston, the former chairman of Citicorp, said some years 

back:” Information about money is just as important as money itself.” It 

underscores the importance of information and the need to guard this information 

from unauthorized access.

This study aims at determining the Security posture of the banks in Kenya that are 

in normal operations as per the Central Bank of Kenya regulations. Out of a total of 

44 banks, only 30 responded to the questionnaires. This is due to the fact that the 

study is focused on Security, an area considered very sensitive in the Banking

domain.

The study had two objectives namely:

1. To identify various approaches by the management towards security 

implementation in comparison to the Best practices of Computer 

security.

2. To establish the level of Computer Security Vulnerability in the 

Banking Sector in Kenya.
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To satisfy the above objectives, data was collected using questionnaires and 

analysed using various statistical tools including descriptive statistics and factor

analysis.

The findings of the study indicate that most of the Banks have made averagely 

Kshs. 109.84 Million as investment in Information Technology. However, most of 

the Banks do not have an Information Technology professional at the executive 

Board level.

Iam pleased to present to you the results of a Survey on Computer Security 

Vulnerability at 30 medium and large banks in Kenya.lt is my hope that this survey 

will provide valuable insight on the extent of Security Vulnerability and the level 

of security awareness in the Kenyan banking institutions and assist the 

managements’ in the betterment of implementing the Best practices of Computer 

Security.
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Chapter 1

INTRODUCTION
.1 Background of the Study

omputers today are very important, and even integral to all aspects of the 

ctivities and operations of organisations and even individuals. As we become 

ritically dependent upon computer information system, we recognize that 

•omputers and computer-related problems must be understood and managed, the 

:ame as any other resource.

his study will focus on implementation of security in the Kenyan Banking 

industry, as a reliable system is perceived to carry the elements of confidentiality, 

integrity and availability of information (CoBiT, 2000). The study tries to establish 

the level of awareness in terms of security with different players in the industry. As 

Banks continue investing more and more in the applications and architectures that 

suit their business /corporate strategies, the issue of security is downplayed by 

many as it is assumed that this is automatically addressed by the software and 

hardware vendors. This dates back to the days of Mainframe environments where 

threats /attacks were unheard off. The system users especially in the Banking sector 

perceived that a system once installed is immune to security threats that can 

compromise the vital information or make it malfunction.

Security protects an information system from unauthorized attempts to access 

information or interfere with its operation. According to a study conducted by the 

Systems security Study Committee (SSSC) in 1991,their findings show that 

organisations rate their security needs in terms of confidentiality, integrity and 

Availability. However, Accountability is another important factor to be 

incorporated. The definitions of the above terms in brief are as follows:
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Confidentiality : Information is disclosed only to users Authorised to access it 

[ ntegrity : Information is modified only by users who have the right to do

so, and only intended ways.

Accountability : Users are accountable for their security relevant actions 

Availability : Use of the system cannot be maliciously denied to authorised 

users.

According to, Mwondi (2002), he underscores the importance of Security 

Awareness by suggesting that companies should create a culture that enables 

managements to constantly make employees aware of the risks facing the IT 

installations they work with. He concedes that a good security policy will form a 

good foundation for implementing the best practices of System Security. Orina 

(2002) highlights that electronic security is much like securing any business 

premises. There are locks on the doors to prevent unauthorized entry, checks to 

ensure that correspondence remains safely filed away from prying eyes, and 

systems to prevent goods or money from leaving without proper authorization. Just 

to emphasize on the importance of Computer security, the President of the United 

States Of America recognised the danger of “information warfare”-attacks against 

the basic information infrastructure of the country and he issued an executive order 

on July 15,1996 which stated in part:

“Certain infrastructures are so vital that their incapacity or destruction would have 

a debilitating impact on the defense or economic security of the United States. 

These critical infrastructures include telecommunications, electrical power systems, 

gas and oil storage and transportation, banking and finance, transportation, water 

supply systems, emergency services and continuity of government. Threats to these 

critical infrastructures fall into two categories: Physical threats to tangible property 

and threats called cyber threats of electronic, radio frequency, or computer-based
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attacks on the information or communications components that control critical 

infrastructures”(Fighting Computer Crime, pg.2).

Thus it is an open secret that System Security is a concern to governments and any 

organisation that needs to embrace the new technology in terms of doing business 

that will propel it to market leadership.



1.2 Statement of the Problem

The Banking Industry has been at the forefront of change fueled by 

technology. It wasn’t that long ago that we first experienced the convenience 

of drive-up teller windows, or first used an ATM, or signed up for electronic 

deposit of our paychecks. Certainly many banking customers in the 

developed world have enjoyed the convenience of supermarket banking, and 

many have enjoyed the convenience of phone banking and the more 

extensive home banking. Internet banking is a very natural “next” step for 

the banking industry to take along the e-commerce path, and the banks that 

are thinking and acting on today’s reality will survive and prosper tomorrow 

(Stafford 2002).

Unlike the mainframe environment that was much a closed environment, the 

Internet was designed to be open and approachable, with control and trust 

resting with the users. With the digital nature of the Internet, there are no 

physical or geographic locations or boundaries. This means that traditional 

or time-honored physical security is no longer much relevant in an 

environment with no boundaries. In the early days of Computer systems 

development some sense of security was derived from the fact that a great 

deal of specialized knowledge and expensive equipment were required to 

penetrate computer systems (Wilk, 1983). However, this is not the same in 

today’s rapidly advancing technological world. We can no longer use 

technical complexity to shield organisations’ computer systems from 

manipulation of unauthorized access. On the contrary, new technology 

enabled Automated teller Machines/Cash Dispensers and Electronic funds 

Transfer transactions coupled with a low probability of discovery, capture, 

conviction and punishment promise to make computer systems more 

vulnerable. According to Wilk (1983), sophisticated adversaries are
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constantly performing their own risk analysis of the Computer Systems, 

probing for soft spots, weaknesses and operational vulnerabilities, which 

they can convert into great opportunities. Considering Wilk’s statement in 

1983,the attacks then were far fetched/remote and thus the ball game has 

now changed over a period of time. With easily accessible tools and 

education material on the Internet, a casual guest has ability to launch a 

fairly sophisticated attack with minimum effort/skill on their part. In a recent 

security workshop in Nairobi [May, 2002], Patrick Evans of Symantec group 

talked widely of the new kinds of blended threats.

Fraud, theft, hacking and breaches of confidentiality and Data integrity are 

potential hazards that face Computer systems in the Banking environment. It 

is hard to believe that five years ago almost none of us were on the Internet, 

but today many of us would feel that our lives had been disrupted if our 

Internet Service provider went down, even a few hours. In most of the 

developed world like Europe and America, it is simply not an option for a 

business and especially financial services system, to go back to serving its 

customers the old fashioned way should their computers go out. Press 

reporting of security breaches over the net, such as hacking and theft details, 

has been widespread and many system flaws that result into fraud are never 

reported.

Our increased reliance on computers and other technology raise a new set of 

security needs. With the increased publicity of system flaws and other 

security breaches, it raises a question in our minds whether the assumption 

that the computer solutions in the Banking sector are security foolproof. A 

study by Richu (1989), on the security considerations for computer based 

financial information systems in Kenya, found that most of the risks 

perceived by the management of commercial banks and financial institutions
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were of a physical nature e.g. fire, power surges and floods. Other risks were 

not given sufficient considerations. The study also found that the major 

threat facing computerized systems was the Company’s own employees. The 

study concluded that the computer security systems were not adequate, and 

that most of the managers were unaware of the major potential risks their 

computerized systems faced.

As the technology continue shaping up business models and especially in 

Kenya where Technology has been utilized as a strategic tool in providing 

competitive edge to the rest of the competition, the Banks have not been left 

behind in embracing the new technology into their corporate network 

infrastructures. The study by Richu done over 10 years ago cut across the 

financial sector and a lot has changed in the world of Information 

Technology in terms of advancement, security threats, availability of free 

education material and tools from the Internet

The trend by banks in moving from predominantly Mainframe environments, 

which were closed systems towards Risk and Internet technologies such as 

Internet banking, Telephone Banking, Automated call centres and other 

delivery channels such as ATMs etc in order to satisfy customer expectations 

in terms of delivery of services means more exposure to risks. Considering 

the accelerated growth of Information Technology that has already been 

incorporated in the Banks Computer Systems, there has not been a 

commensurate or equivalent awareness and investment in Computer 

Security. Therefore, there exists a definite gap between the Information 

Technology solutions acquired and implemented in the Banks, and the level 

of Security put in place to secure or protect those systems.This study will 

mainly focus on the Computer security Vulnerability in the Banking sector 

in Kenya.
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1.3 Objectives of the Study

The objectives of this study are: -

1. To identify various approaches by the management towards security

implementation in comparison to the Best practices of Computer

security.

2. To establish the level of vulnerability of the Computer Systems.

1.4 Importance of the Study

1. This study will assist in establishing the level of awareness in 

the Kenyan banking industry about computer security as 

articulated by the Best Practices.

2. The study will also provide an analysis of what the people in the 

banking industry perceive to be a threat to information and how 

they manage the risk.

3. The study will bring to the forefront the security loopholes that 

surround computer systems in the banking industry and enforce 

the need to implement the Best Practices of security as 

documented under BS 7799 or CoBiT security standards.

4. The study will provide the management of the Banks with an 

objective assessment of its information security posture.

5. The study will assist the government with formulating 

legislature that concerns Data Protection and computer security

6. The study is also expected to form a basis for further research in 

the area of Computer security in the banking sector.
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Chapter 2

LITERATURE REVIEW

IA Introduction

\ s  Computers become more pervasive in every field of human activity, the security 

) f  information stored on them becomes a societal concern. Increasingly, computers 

ire used to store data that may be considered sensitive (e.g. Health Information, 

Customer Information etc). Unauthorized access to such data renders the 

individuals and firms about whom data is stored vulnerable to embarrassment, 

discrimination and even extortion. Likewise, the custodians of the private data are 

exposed to greater risk of legal suits and even fallout from the customers because 

:nf lack of confidence. Secondly, computers are often embedded in the operation of 

mechanical and electrical equipment (e.g. telephone switches, traffic control 

systems etc), whose malfunction due to hardware or Software failure poses serious 

threats to public safety. Finally the potential for abuse has multiplied significantly 

i n a networked environment wherein physical proximity to a computer is no longer 

a requirement for operating the computer-all that is needed is a connection to the 

machine over some combination of public and private networks (Amit Das, 1997). 

There has been a tendency to believe that information held within a computer 

installation is to some extent naturally secure by virtue of its great mass and by the 

peculiar nature of the media upon which it is stored. Evans (1994) notes that this 

may have been true of the past when knowledge of computers was restricted and 

when computers were few and far between. The rapid growth of knowledge about 

computers, their proliferation and the development of freely available software 

packages make this belief no longer true.
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-tom of the cutting edge of technology, innovations in communications, computers 

ind software command the attention of leading financial institutions. Advanced 

echnology provides a unique opportunity for Banks to leapfrog the competition by 

providing efficient ways for quality delivery, product differentiation and product

;osting.

[ lowever, the implementation of information technology in the banking industry is 

today uneven (Chorafas, 1998). Although most private financial networks share a 

common set of technical design characteristics such as transmission, signaling, 

synchronization, regulatory restrictions etc-each has its own competitive 

advantages or disadvantages that depend on the way it is:

> Designed

> Implemented

> Used and

> Maintained

A bank’s private network exists for the benefit of a large class of customers, not to 

mention its own organisation for which timely, error free and leading edge 

information is vital. Customers with large and growing real-time information needs 

want to deal with a bank possessing a highly efficient banking network, able to 

ensure quality of service, security, timeliness, bandwidth as well as offering 

reliable networked financial services.

In this age of connectivity, customers are getting extremely tech-savvy and 

demanding. Every day they are exposed to a glut of information. In such scenarios, 

banks are forced to get more customer focused, improve customer service and offer 

innovative products to meet the requirement of their customers. Dr. Dimitris N. 

Chorafas (1998) explains that successful banks need applications that can address 

the key issues of this exciting e-age. For this
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> One must invest in a platform that can offer innovative products to meet all 

the requirements of customers

> Enable the interface with multiple delivery channels in an integrated manner 

to ensure 24x7x365 service levels across channels

> Be agile enough to respond to any market requirement and competition 

quickly

> Inter-operate with other business applications on a real-time basis

> Embrace new generation architecture, safeguard IT investments and 

empower employees in becoming knowledge workers

> Allow banks to take full advantage of the e-commerce revolution

> Be complete in design and functionality rich

> Have sophisticated multi-level security to minimize the risks of 

unauthorized use of data and illegal access (Finacle Newsletter, 2002).

Unfortunately, application vendors develop their systems with the primary purpose 

o f meeting the customers’ requirements, security being considered the last area of 

concern/ priority. The users on the other hand measure the affectability of a system 

by establishing how easy it is to manipulate, user-friendly screen, and availability 

without assessing the security aspects of the system. Thus a good system to the 

vendor is what can satisfy the end user processing/transaction requirements while a 

good system to the end user is how user friendly it is and whether it can address 

their day-to- day operations. Banks that used to operate legacy systems were not 

prone to security threats as the new systems that have come in to replace which are 

very vulnerable to threats. This made most of the users within the Banking industry 

who still operate within the mainframe environments to assume the security aspect 

of systems and imagined that any system was above any kind of threat or attack. 

This is not anymore where computers operated in standalone environments. In 

1950s, 1960s and 1970s the computer was the centre of the IT universe. Since the 

1980s,however, the network has become a Christmas tree and computers hang on it
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like ornaments. This has increased the probability of attacks/threats (Chorafas,

1998).

C onsidering the stages of evolution IT has undergone over the years, it is foolhardy 

to assume that the systems in operation are security proof and all the data is safe. 

According to Jenkins (1998), security measures cannot assure 100% protection 

against all threats. However, the process of evaluating system vulnerabilities and 

threats facing it coupled with the methods used to mitigate the risks provides a 

generalized conceptual understanding of how in-depth the management and the 

organisation at large is aware about Computer security.

2.1.1 Critical Evaluation -  The IT Security Challenge

Much attention has been paid recently to companies and organizations under fire 

from external and internal hacks and plagued by new waves of viruses, e-mail 

worms and Distributed Denial-of-Service (DDoS) attacks. This focus is warranted 

as viruses like the much-discussed “I Love You” bug and worms such as 

“sadmind/IIS” have meant crashes, downtime and data leaks. But what can 

companies and their IT administrators do to truly shore up their systems’ defenses 

and strengthen their networks’ security? What steps should be taken to build a 

robust network, maintain an efficiently administered system and establish 

enforceable security policies for all users? The best steps can be identified and 

taken only when organizations acknowledge and understand the real threats, the 

real risks and the real solutions of IT security [Blake 2001].
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2.1.2 The Real Threats

There are three real threats that every company should be aware of and address: 

“ Hackers”, “Insiders” and “Spies” says [Scott Blake, 2001].

“Hackers”, although they receive the most attention and carry a rebel mystique, are 

the least of your worries when it comes to securing your network. Hackers can use 

their skills towards their ends, which may range from trivial to political in scope. 

By undermining the security of a web server, they may access any legitimate 

organisation's web page and change its contents. Similar attacks are occurring with 

increasing regularity, and before and after versions of web pages, which have been 

attacked, are available for viewing online [2600,1997]. In some cases, the hackers 

have squandered their opportunity to effect change or promote any political view. 

One such case is that of the hacked CIA’s home page, which was modified to 

include a link to a “naked women”. In other cases, effective use has been made by 

the hacking of the Republic of Indonesia’s web page, which was modified on more 

than one occasion to include anti-Indonesian, Pro East Timor propaganda. Basic 

security measures such as vulnerability assessment software like Symantec 

Enterprise Security Manager (which will scan networks for possible security risks 

and alert IT administrators so that they can close up those holes) scanning tools and 

updated password programs will keep hackers out and your information safely in.

A much more tangible threat comes from company “Insiders”. Disgruntled current 

employees and former workers are often the most dangerous security threats and 

account for up to 75 percent of all security breaches, according to FBI statistics. 

The Computer Security Institute [iQ Magazine, 2002] estimates that between 60 

percent and 80 percent of network misuse comes from within the enterprise. Even 

the normal employee who is adventurous or have curiosity, when presented with 

open systems can be tempted. Employees may already have access to a company’s
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network and, most likely, know the network fairly well. This combination of access 

and knowledge can spell disaster when placed in the wrong hands. In order to 

diminish the threat of “Insiders”, organizations should establish strict security 

policies and develop internal processes to enforce those policies. Deployment of 

Security appliances like internal Firewalls (e.g. Velociraptor), firewall software 

like Cisco Pix, Intrusion Detection Systems & enterprise Security Managers will 

keep a check on security violations of the system, whether internal or external.

Finally, “Spies” pose a veritable threat to an organization’s IT infrastructure. 

Whether these often-paid sleuths looking for company secrets and information 

come from a competitor’s ranks or from elsewhere, they are often armed with 

plenty of time and resources to study your network. Again, established and 

enforced security policies can help to lessen this threat. Vulnerability assessment 

software and administration tools can help IT administrators to shore up a 

network’s defenses by alerting your IT department when there are potential holes 

and security risks present in your network and informing them about how to close 

these gaps. By knowing if these holes exist and where they are, IT administrators 

can prevent “Spies” from gaining access to the network.

2.1.3 The Real Risks

There are various real risks that IT administrators should be aware of when 

securing and administering their networks: “Passwords”, “Known Software 

Flaws”, “Inattention to Security”, “Content Management” and “Access 

Control”(Blake, 2001).

’Passwords” are, in many cases, the first and last line of defense. Often, passwords 

are not changed frequently, are shared between users on a common desktop 

computer or are displayed in easy-to-see places such as on the computer itself.
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I hese habits, while perhaps more convenient on a day-to-day basis, create more 

security threats and attack risks for IT administrators. Network administration 

software and security management products are available (e.g. Lopht) that will scan 

all passwords for common words or easy-to-break codes, identify inactive log-on 

and alert IT administrators as to which passwords have not been updated. These 

software programs can act as another layer of password security insurance and can 

keep possible security holes closed.

“Known Software Flaws” are perhaps the most preventable security risks and those 

often overlooked by organizations in their quest to strengthen their networks. Each 

year security teams, security institutes and software companies issue hundreds of 

alerts and patches for these known flaws. According to St Bernard Software Inc. of 

San Diego, USA, Microsoft constantly releases patches for Microsoft Windows 

XP/NT/2000,Terminal Servers, IIS, SQL Server, Exchange, Internet Explorer, 

Media Player, Netmeeting, Office and Outlook. These patches primarily focus on 

Security Vulnerability & system Stability. If the patches are not implemented well, 

these could cause the system to suffer vulnerability and instability. Security holes 

in software have a negative impact on your business. With one breach of your 

systems, a malicious intruder can change your web site content, dump critical files, 

destroy and steal customer data etc. These events result in downtime and affect the 

bottom line.

While the alerts raise awareness for IT administrators, they also raise red flags for 

hackers and people who will then use the identified vulnerabilities to access 

networks. Consequently, patches must be applied to correct bugs, flaws and 

security holes. Additionally, patches must be updated and 11 administrators should 

be constantly scanning their systems for unpatched flaws. Software programs are 

available that will continuously scan a network for these flaws, alert IT 

administrators if there are patches needed and actually direct them to the patch or
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further information, for example UpdateEXPERT Software from St Bernard

company in USA.

The third real risk as outlined by Scott Blake [2001] is a “General Inattention to 

Security”. While it's hard to imagine that any organization or IT administrator 

could ignore security, it’s not hard to understand why security may not be the most 

pressing issue. In a time of e-age when continual “uptime” is essential and 

“downtime” can mean losses of millions of dollars, IT administrators are often 

focused on keeping systems running. IT administrators that focus on security can 

help to increase this “uptime” as a safer system will be more secure when up 

against hackers, viruses and bugs. Again, software programs that continuously scan 

systems or that automate queries and automatically generate reports can help IT 

administrators by cutting down on the time it takes to tend to system security.

The fourth risk is” Content Management”. Many system administrators pay 

attention to the security of the Core system giving little consideration about how 

the outputs of those systems are stored and managed, a typical example would be 

an output fro a banking system, which is ported into an excel spreadsheet ready to 

be transmitted as an Electronic File Transfer (EFT ) file. There are no security 

measures incorporated in this kind of auxiliary applications that users sometimes 

use to make their work easy.

The fifth risk is “Access Control” to corporate data. A number of systems in the 

Banking industry are not certified CoBiT or BS 7799 systems and thus several 

system loopholes in terms of security are ignored. A user might have access to 

several different data views, of which some areas might not be relevant to their 

day-to-day operations. This is made possible from the system’s poor or inefficient 

system security policy. An example is a Manager of a unit, who is given upper 

most rights almost comparable to the system administrator. Thus the managers can
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be able to have a view of several screens without violating any security. This is 

dangerous for that manager who may want to be adventurous or a want to cause 

some damage to the organisation’s data or may be sale it out to those interested in 

the information.

2.1.4 The Real Solutions

The real solutions for organizations and IT administrators that address the threats 

and risks outlined above are categorized into four [Blake, 2001]. Many of these 

solutions have been mentioned in the course of explaining these threats and risks. 

The four real solutions are: “Security Policy”, “Firewalls”, “Constant Assessment” 

and “Making System Administrators Responsible for Security”. Also, according to 

an article on Network security in the IQ Cisco Magazine [2002], it identifies the 

following as solutions to threats and attacks. These are Access Control, Firewall, 

Encryption, Intrusion Detection and Network Scanning. Analyzing from the two 

sources of information on solutions to the threats and attacks, we can outline the 

following as the controls that will mitigate the threats and attacks of a system.

1. “Security Policy” is necessary and can aid in an organization's cost/benefit 

analysis. When security policies are set and enforced, a plan is created of which 

everyone is aware and to which everyone is expected to adhere. Effective 

security policies spell out requirements, policies and ramifications. 

Additionally, the strongest security policies are constantly re-evaluated and 

measured against in order to gauge their success.

2. Firewalls

The second real solution is “Firewalls”. “Firewalls”, while inefficient when 

used alone, are a very important first step to overall system security. When 

used wisely, firewalls systems are put in place in order to provide a barrier
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between an organization’s internal information and files and external Internet 

users. Firewalls help to keep company information protected internally and 

to block external data and materials that may be harmful to the IT 

infrastructure.

3. Constant assessment

“Constant Assessment” is the third of the real solutions and overlaps onto 

many of the other solutions. Only organizations that constantly assess, 

analyze and then administer their IT infrastructures can set benchmarks for 

security, monitor security progress and determine security success. For 

example, Network scanning conducts detailed analysis of network activities 

to identify potential vulnerabilities.

4. Access Control

Access Control validates the user’s identity and determines entitlement to 

information and applications based on user profiles. Authorization and 

privilege management depend on directories that include user process, and 

object security attributes based on security policies and business rules. 

Authentication methods range from simple password systems to biometric 

devices that scan physical characteristics such as fingerprints.

5. Encryption

Encryption ensures that messages cannot be intercepted or read by anyone 

but the intended recipient. As more information travels over public networks, 

the need for encrypting the information becomes more important. Companies
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can implement encryption at both the network and application-to-application

layers.

6. Intrusion Detection

Intrusion Detection analyses network activity, detects security breaches, and 

sends alarms to administrators across the network. By monitoring network 

and transaction activity, companies can detect attacks at different levels.

7. Accountability

Finally, Making System Administrators Responsible for Security allows 

organizations to empower their IT professionals to protect the infrastructures 

they administer. These organizations should be certain to also provide the 

time, training and resources necessary to allow system administrators to be 

effective system security officers.

Major Studies

The nature of Threats and attacks are ever changing due to rapid technological 

changes, globalization and the relaxation ol trade barriers, which are among the 

factors that give opportunities for new, and more sophisticated computer system 

threats and attacks. Some security threats include viruses, Trojan horse programs, 

vandalism, Data interception, social engineering etc. according to the iQ Magazine 

[2002], attacks come in three basic forms namely reconnaissance attacks, access 

attacks and denial of service attacks. According to a Fraud survey report by KPM(i 

[2002], the following valuable points can be noted: -
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68% ot respondents indicated that employees were the major source of their frauds 

and accounted for the largest financial loss. This clearly supports the argument that 

most of the security breaches are done better by insiders.

70% of respondents indicated that they have written policy documents containing 

guidelines about acceptable ethical behaviour; however, only 18% of these 

respondents have an ethics officer or committee designated to deal with ethical 

issues in the company. This implies that no proper mechanisms are put in place to 

I enforce enacted policies.

> Financial services had the highest cases of fraud. This implies that they 

are real targets.

> The report also indicates that out of the frauds discovered, only 3% were 

detected through IT system controls. This shows that very few security 

breaches are detected via the IT system controls, thus many go 

undetected.

A Little over a year ago, i.e. on October 1,2001, the SANS Institute and the 

National Infrastructure Protection Center (NIPC) released a document that 

summarized the Ten Most Critical Internet Security Vulnerabilities. The document 

mentions that the majority of successful attacks on computer systems via the 

Internet can be traced on exploitation of security flaws. It gives an example ol the 

solar sunrise pentagon hacking incident and the easy and rapid spread of the code 

red and NIMDA worms as a result of unpatched software. An example of a 

\ ulnerability discovered by the institute is the default installs of operating systems 

and applications. Most software, including operating systems and applications, 

comes with installation scripts or installation programs. The goal of these 

installation programs is to get the systems installed as quickly as possible, with the 

most useful functions enabled, with the least amount of work being performed by



the administrator. To accomplish this goal, the scripts typically install more 

components than most users need. The vendor philosophy is that it is better to 

enable functions that are not needed, than to maker the user install additional 

tunctions when they are needed. This approach, although convenient for the user, 

creates many of the most dangerous security vulnerabilities because users do not 

actively maintain and patch software components they don’t use. Furthermore, 

many users realise what is actually installed, leaving dangerous samples on a 

system simply because users do not know they are there. Those unpatched services 

provide paths for attackers to take over computers.

According to SANS Institute resources, operating systems default installations 

nearly always include extraneous services and corresponding open ports. Attackers 

break into systems via these ports. In most cases the fewer ports you have open, the 

fewer the avenues an attacker can use to compromise your network. For 

applications, default installations usually include unneeded sample scripts .One of 

the most serious vulnerabilities with web servers is sample scripts. Attackers use 

these scripts to compromise the system or gain information about it. In most cases, 

the system administrator whose system is compromised did not realise that the 

sample scripts were installed. Sample scripts are a problem because they usually do 

not go through the same quality control process as other software. In fact they are 

shockingly poorly written in many cases. Error checking is often forgotten and the 

sample scripts offer a fertile ground for buffer overflow attacks. According to 

another example from the Computer Incident Advisory Capability described in 

their information bulletin, they indicate that some vulnerability in hardware 

firewalls may allow attacks to go undetected and thus unrecorded. Ihese can only 

be sorted out by applying the required software patch. According to CIAC, 

circumvented Intrusion Detection Systems can impair virus infection 

investigations.
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Wilk [1993] argues that the increasing use of computers by commercial,

1 government and law enforcement organisations has resulted in large concentrations 

of data and assets in a system, which has become the favourite target of dissident 

groups. The computer has occasionally been a target for anti-establishment rebels 

& anti-war protesters and rampaging students. The height of this activity was felt 

during 1970 when the U.S Army Mathematics Research centre at the University of 

Wisconsin was bombed, resulting in massive destruction and loss of data estimated 

at 7.5 Million Dollar loss. Data that had been collected over a 20 year period and 

represented 1.3 million man hours of effort was also irretrievably lost [Wilk, 1993]. 

A similar terrorist attack happened in Kenya in August 1998 and severely damaged 

the Computer infrastructure of Cooperative Bank of Kenya.

Errors and Omissions are a threat to data and system integrity. These errors are 

caused not only by data entry clerks processing hundreds of transactions per day, 

but also by all types of users who create and edit data. Many programs, especially 

those designed by users for personal computers, lack quality control measures. 

Users, data entry clerks, system operators, and programmers frequently make errors 

that contribute directly or indirectly to security problems. A long-term survey of 

computer related economic losses conducted by Robert Courtney, a computer 

security consultant and former member of the Computer System Security and 

Privacy Advisory Board, found that sixty five percent of losses to organisations 

were the result of errors and omissions [Gaithersburg, 1992]. Errors attributed to 

installations and maintenance can cause security problems too. An audit by the 

United States President’s Council for Integrity and Efficiency (PCIE) in 1988 

found that every one of the ten-mainframe computer sites studied had installation 

and maintenance errors that introduced significant security vulnerabilities [PCIE, 

1988].
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A 1993 Information Week/Emest and Young study found that ninety percent of 

Chief Information Officers viewed employees “who do not need to know” 

information as threats [Violino, 1993]. Computer fraud and theft is largely the 

work of insiders. Since insiders have both access to and familiarity with the 

installed systems, including the overall design and architecture, authorised system 

users are in a better position to commit crimes. In the late eighties, a clerk in one of 

the large Kenyan Banks defrauded customers by debiting each client in the system 

with a 50-cent and crediting an anonymous account by the same every time when 

the end of day was being performed. Although the debits from the customer’s 

accounts looked negligible, the overall net effect was large in terms of money lost.

Employee sabotage is a great threat especially for those leaving an organisation due 

to downsizing or /and sacking. They might cause the most damage, mischief or 

sabotage. According to Sprouse [1992], the downsizing of organisations in both the 

pubic and private sectors has created a group of individuals with organizational 

knowledge, who may retain potential system access. Sprouse [1992], in sabotage in 

the American Workplace, reported that the motivation for sabotage could range 

from altruism to revenge. As long as people feel cheated, bored, harassed, 

endangered, or betrayed at work, sabotage will be used as a direct method of 

achieving job satisfaction, the kind that never has to get the bosses’ approval.

Malicious Code is another form of threat that has been studied and found harmful 

to Computer Systems. They include viruses, Worms, Trojan Horses, Logic Bombs 

and other uninvited software. Studies show that they can attack a wider range of 

different platforms. A 1993 study of viruses found that while the number of known 

viruses is increasing exponentially, the number of virus incidents is not [Kephart, 

1993]. The study concluded that viruses are becoming more prevalent, but only 

“gradually”. The rate of PC-DOS virus incidents in medium to large North 

American businesses appears to be approximately one percent per 1000 PCs per
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quarter; the number of infected machines is perhaps 3 or 4 times this figure if we 

assume that most such businesses are at least weakly protected against viruses 

[Kephart, 1993].

In the book written by Parker [1998], Fighting Computer Crime, he narrates several 

occurrences where there have been computer abuse and misuse, impacting 

negatively to the security of the system. The following examples will constitute 

experiences due to system vulnerabilities.

2.2.1 Software Flaws:

I: A flawed System for Protecting the Transfer of Funds

In the 1980’s, British Banks proposed a new Security measure 

for Electronic Funds Transfers. The measure, called the 

Standard Test Key (STK), treated monetary values only as 

series of three-digit groups-which resulted in major problems. 

The Banks planned to use the technique to check the 

authenticity and integrity of messages that authorised the 

transfer of money from one bank to another. In these messages, 

the sending bank would replace each unit of information, such 

as the name of a bank, the date, and the amount of money to be 

transferred, with a code number obtained from a codebook. The 

bank’s computer would sum these numbers to yield a number- 

called the Test Key-that it placed at the end of the message. Any 

error in transmission or change in the message after it left the 

sending bank would produce a different The Key, which would
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warn the receiving bank not to act until the discrepancy was 

resolved.

Designed to reduce the number of codes that the banks had to 

keep track of, the STK system used standardized (and easily 

obtainable) tables of four -digit code numbers for the words 

that were transmitted. Since monetary amounts usually 

exceeded four digits, they needed to be broken up into three -  

digit groups. For example, if Bank A had an account at Bank B 

and instructed Bank B to transfer sums totaling $ 191,975 from 

that account to three other accounts in Bank B, the total would 

have been coded by checking the STK tables for the code for 

191 (5580) and 975 (5359). Adding the two code numbers, 

would produce a sum of 10,939,which, with other code 

numbers, would yield the STK. Unfortunately, the same STK 

would result from transfer of $975,191,an amount created by 

transposing the first and the last three digits. An enterprising 

criminal would tap into the transmission line and send an 

additional message to transfer the surplus $783,216-the 

difference between $975,191 and $ 191,975-to an account that 

the thief had set up under a fictitious name at Bank B, the STK 

would be unchanged, and the bank would remain unsuspecting 

until it reconciled its account withy the sending bank-but 

presumably long after the thief had emptied and closed her 

account. The thief would not need to know what amounts were 

being transferred. With the transmissions between the banks 

routed through her computer, she could simply program it to 

calculate whatever additional amounts would result in the same 

code numbers as those in the genuine messages. Fortunately, the
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banks dropped the STK idea and introduced the encrypted 

message authentication codes (MAC).

II: The Millennium Bug/Problem

Before year 2000, the date fields representing years had a 

capacity of only two digits in most computer programs. In the 

year 2000,computers interpreted going from 99(1999) to 00 

(2000) as going from 1999 to 1900.The program occurred in 

applications that relied heavily on dates such as amortization, 

planning and budget systems.

2.2.2 Negligence and Recklessness

The ethics. Crime and Loss considerations of a software theft.

A small software company fired a programmer but neglected to cancel 

her authorization to access files on the company’s computers. 

Following her termination, the programmer spent many hours 

downloading proprietary software from the company’s computers over 

telephone lines into a her home PC. Her intent, which she later 

admitted, was to use the software to start her own company. She had 

written and participated in developing much of the software and felt 

that she had some proprietary rights to it.To protect the software at the 

ethics level, the stakeholders needed to consider the various parties’ 

understanding about the proprietary rights to the software produced by 

the employees and possessed by the company. These rights should 

have been documented in employee contracts with informed consent 

clearly spelt out in written policies. The company may have also been
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negligent in tempting the perpetrator to act by failing to cancel her 

authority to use the computers.

2.2.3 Failure to segregate duties and /or impose dual controls at the 
top management

Collusion in a Big Bank Fraud.

On February 5,1995, Reuters News Service reported,” BANK 

WORKERS STEAL 1,630 MILLION YEN, CLEANUP ON A 

MAJOR BANK CRIME.” According to the story, three conspirators 

used personal computer money transfer system at a Tokyo bank to 

successfully transfer 140 Million yen to an account in another bank 

using a settlement system operated by personal computers, then 

withdraw the money on the same day. The following day, the thieves 

sent a total of 1,490 million yen in three unauthorized transfers from 

the accounts of various companies with the same intent.One of the 

people involved in the thefts was an employee of the Tokyo bank’s 

system department. Another was an employee of a software house 

who had worked for the bank under contract as an onsite system 

development engineer. The third was the president of the software 

house, allegedly associated with the Japanese organized crime 

activities.The SRI-Tokyo staff discovered that the thieves used a “one 

time” transfer application that was intended for occasional funds 

transfers, this type of funds transfer service requires four passwords; 

one for the company that wishes to transfer the money; one which is 

assigned by the bank for the intended recipient of the money; one for 

the fund’s transfer service; and one that is defined for each transfer 

transaction. According to newspaper accounts, the first three 

passwords are stored on the host computer in the bank in encrypted
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form. The staff of the systems department is able to obtain those 

passwords, but only with the “top manager’s approval.” The bank 

confirms the transfer by letter to the customer who initiated it on the 

following day, whether the transfer occurred or not.This crime is 

probably attributable to a combination of security lapses including 

failure to segregate responsibilities, a failure to properly monitor 

contract employees and a failure top strictly maintain password 

security.

2.2.4 Compromised password

In a European company, a funds transfer clerk secretly observed his 

associate’s private password as he typed it on the keyboard. The clerk, 

using his own and his associate’s passwords, attempted to fraudulently 

transfer over $ 50 million to his accomplice’s account in Lausanne.A 

bank clerk in Lausanne noticed the large transfer amount and called 

headquarters to confirm the transaction. He was arrested.

2.2.5 Unsecured Audit Logs 

A small Business Crime.

Joe was the one and only computer programmer and operator in small 

savings bank in California. He came in to work early one morning, ran 

the computer for the equivalent of an entire banking day in about 

twenty minutes, and engaged in only one transaction, moving $40,000 

from a stranger’s account into his girlfriend’s account. He then 

removed the electronic and printed reports and audit log and turned 

the computer’s clock back to the correct day. Unfortunately for him, 

the stranger inquired about her account before the girlfriend could 

withdraw the money, and Joe was caught.
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Spoofing is generally defined as any type of deceptive impersonation. 

Computer Internet spoofing consists of sending messages with 

disguised return addresses through networks to make it difficult, or 

impossible to trace the original source. IP spoofing changes the 

Internet Protocol source address to accomplish the same goal. Web 

spoofing is a relatively new crime method that is more dangerous, and 

more difficult to detect, than IP spoofing.Ric Steinberger offers the 

following description of a web spoofing attack, which involves 

establishing a malicious web server, then deceiving web users into 

entering a web site using the malicious web server as an intermediary. 

When Web browser users visit a web site, they usually type something 

similar to the following web site address: www.company.com.lt is 

easy, however, to make a mistake and accidentally type 

www.cOmpany.com, using a zero instead of “o”.

If cOmpany.com actually exists, a perpetrator can set up his web site to 

mimic the real www.company.com site. And he can keep this bogus 

site inserted between unsuspecting browser users and the “genuine” 

sites that they visit. If a user requests a secure web connection, the 

perpetrator’s web site can set one up-but between the user site and the 

desired genuine site that the user wishes to visit. If web users have 

their browsers configured to trust certificate authorities (which is often 

the default state for browsers)„establishing what they perceive as a 

“secure” web connection does not defeat the spoofing web server.

2.2.6 A web spoofing example
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In April 1980 a man calling himself Marvin Goldstein (not his real 

name) opened a cheque account with Maryland financial organisation 

with a cash deposit of $15,000.0ne week later, Goldstein returned to 

the branch and withdrew $14,000 from his account, reducing his 

balance to $ 1,000.His account then remained dormant until May 

6,when he deposited a cheque for $ 880,000 at a second branch 

located a few blocks from the branch where he had opened the 

account. The cheque was then processed in the usual manner with no 

special safeguards.Banks are generally not notified when cheque 

deposited with them are paid by the payer bank. The large volume of 

cheque in the banking system would make such a notification system 

expensive and unwieldy. If payment is refused, however, the payer 

bank must notify the depository bank refusal promptly. In order to 

protect themselves against uncollectable cheques, banks commonly 

estimate the amount of time the cheque is likely to spend in the 

collection system before reaching the payer bank and place a hold on 

the deposited cheque for that length of time. After that time has 

passed, the depository bank assumes that the cheque had cleared.

In this case, however, Goldstein had printed a faulty Magnetic Ink 

Character Recognition number on the cheque, cleverly designed to 

slow down the processing time. As a result, the cheque did not reach 

the payer bank until eight days after its deposit at Union trust, well 

after automatic hold had been lifted. Meanwhile, Goldstein was 

allowed to transfer by wire $ 660,9000 to the account of a Maryland 

coin dealer and had disappeared with $ 660,000 worth of coins before 

the financial organisation was notified that the cheque was fraudulent. 

Goldstein was never caught.

2.2.7 An Electronic Cheque Handling Swindle
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The above studies indicate that installed systems are not perfect in themselves and 

security measures have to be undertaken when implementing the Banking systems. 

Thus a benchmark for minimum-security configuration depending with the 

complexity of the banking systems in respective institutions must be addressed and 

incorporated in the networks in order to protect information from threats and 

attacks.

Summary

2.3.1 Seven Essential foundation elements.

The goal of information technology security is to enable an organisation to meet all 

of its mission/business objectives by implementing systems with due care 

consideration of IT-related risks to the organisation, its partners and customers. The 

proposed framework model of security is referred to as the “MOT” framework 

model. The “MOT “ which stands for Management, Operational & Technical 

security, provides a baseline that will be used to address the seven essential 

elements of security that are mentioned above. The “MOT” model proposed 

formulates the standard due care of security implementation in organisations with a 

purpose of satisfying the seven essential foundation elements of security.

If any of them is omitted, information security is deficient in protecting the 

business. I will demonstrate by use of examples on how the seven elements 

constitute the framework of Computer Security in the banking Industry.
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1. C o n f i d e n t i a l i t y  (o f  d a t a  an d  s y s t e m  in fo r m a t io n )

Confidentiality is the requirement that private or confidential information not be 

disclosed to unauthorized individuals. Confidentiality protection applies to data in 

storage, during processing and while in transit.For many organisations, 

confidentiality is frequently behind availability and integrity in terms of 

i mportance. Yet for some systems and for specific types of data in most systems 

(e.g. authenticators), confidentiality is extremely important.

Example:

There exists an online Customer Database Management System that generates 

reports about the current status of the Customer Balances in their Accounts. These 

reports not only represent corporate information that must be protected from 

release outside the company, but also contain Customers valued information. In 

order to preserve Information privacy, it may be appropriate to restrict the access to 

such reports, even within the company, to those who have a legitimate reason to be 

looking at those reports.

2. Integrity

The information must be protected from unauthorized, unanticipated, or 

unintentional modification. Integrity has two facets:

> Data Integrity-the property that data has not been altered in an 

unauthorized manner while in storage, during processing or while in 

transit. This also covers authenticity of the information i.e. a third party 

must be able to verify that the content of a message has not been changed 

in transit & Non-repudiation-The origin or the receipt of a specific 

message must be verifiable by a third party
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^  System Integrity-the quality that a system has when performing the 

intended function in an unimpaired manner, free from unauthorized 

manipulation.

Example:

An intruder can prevent an authorized user from referring to or modifying 

information, even though the intruder may not be able to refer to or 

modify the information. Causing a system "crash," disrupting a 

scheduling algorithm, or firing a bullet into a computer are examples of 

denial of use. This is a form of sabotage.

3. Availability

The information technology resource (system or data) must be available on a 

timely basis to meet mission requirements or to avoid substantial losses. 

Availability also includes ensuring that resources are used only for intended 

purposes. Availability is a requirement intended to assure that the systems work 

promptly and service is not denied to authorised users. This objective protects 

against:

> Intentional or accidental attempts to either:

o Perform unauthorized deletion of data 

o Otherwise cause a denial of service or data

> Attempts to use system or data for unauthorized purposes.

Availability is frequently an organisation’s foremost security objective
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Example:

A rejected contract programmer, intent on sabotage, removed the name of a data 

file from the file directories in a credit union’s computer. Users of the Computer 

and the data file no longer had the file available to them because the computer 

operating system recognizes the existence of information available for users only if 

it is named in the file directories. The credit union was shut down for two weeks 

while another programmer was able. The perpetrator was eventually convicted of 

computer crime.

4. Utility

In this case, an employee routinely encrypted the only copy of valuable information 

stored in his organisation’s computer, then accidentally erased the encryption key. 

The usefulness of the information was lost and could be restored only through 

successful cryptanalysis.

To preserve utility of information, the management require mandatory backup 

copies of all critical information, and control the use of powerful protective 

mechanisms such as cryptography. Management should require security walk

through tests during application development to limit unresponsive forms ol 

information. It should minimize the adverse effects of security information use, and 

control the types of activities that enable unauthorized persons to reduce the 

usefulness of information.

The loss of utility can vary in severity. The worst-case scenario would be the total 

loss of usefulness of the information with no possibility of recovery. Less severe 

cases may range from a partially useful state with the potential tor full restoration 

of usefulness at moderate cost.
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5. A c c o u n t a b i l i t y

Information Security accountability and responsibility must be clearly defined and 

acknowledged. The roles and actions of everyone who has access to information 

must be clearly defined, identified and authenticated at a level commensurate with 

the sensitivity and criticality of the information they are accessing. The relationship 

between all parties, processes and information must be clearly defined, documented 

and acknowledged by all parties. All parties must have responsibilities for which 

they are held accountable.

Example:

Irregular Network Traffic

An institution’s security officer was having difficulty in locating anomalous packet 

traffic on his network. When the systems administrator checked through an 

installed network management system, he determined that a client was running a 

modem. Seems the manager of that lone department wanted a “better” internet 

connection so he routed his employees through pop ISP, all without firewall 

protection, allowing external packets into the companies secure environment.

6. Assurance (that the other five objectives have been adequately met)

Assurance is the basis for confidence that the security measures, Managerial, 

operational and Technical, work as intended to protect the system and the 

information in process. The other five security objectives (Confidentiality, 

Integrity, Availability, Accountability & Utility) have been adequately met by a 

specific implementation when:
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> Required functionality is present and correctly implemented

> There is sufficient protection against unintentional errors (by users or 

software), and

There is sufficient resistance to intentional penetration or by-pass.

7. Culture of the Organisation

It does not matter whether the organisation has put the best controls to mitigate any 

kind of threat or attack to the systems, whether intentional or unintentional, if not 

much has been done to cultivate proper organisation culture towards security. 

Recent leaking of vital organisation information to unauthorized persons/public by 

a staff member in a local Bank is a leaving case (Nation, 2001). This dwells much 

on culture of the staff. Thus there must exist a culture that supports security 

awareness, policies that people can refer to and understand, and specific procedures 

that people can follow.

In summary, unless an organisation has the overall infrastructure in place that 

satisfies the seven elements, then they cannot maintain any level of Computer

Security.
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I he diagram below shows the interdependencies of the security elements. 

Achieving one objective without consideration of others is seldom possible.

Confidentiality
A

Integrity

Availability

Confidentiality Integrity Utility

Accountability

Confidentiality Integrity

<c Assurance

I
Organisation Culture

The Figure 2.1 shows the following dependencies:

Confidentiality is dependent on Integrity, in that if the integrity of the system is 

lost, then there is no longer a reasonable expectation that the confidentiality 

mechanisms are still valid.
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Integrity is dependent on Confidentiality, in that if the confidentiality of certain 

information is lost (e.g., the superuser password), then the integrity mechanisms are 

likely to be by-passed.

Confidentiality, Integrity and Availability are dependent on Utility in that:

> The loss of availability or authenticity of the encryption key would affect the 

availability of the owners information, i.e. although the information in this 

scenario is available, it is not in the form that is useful.

> However, the use of the encryption Utility will greatly improve the integrity, 

authenticity and confidentiality of information.

Availability and Accountability are dependent on Confidentiality and Integrity, in

that:

> If confidentiality is lost for certain information (e.g., superuser password), 

the mechanisms implementing these objectives are easily by-passable; and

> If system integrity is lost, then confidence in the validity of the mechanisms 

implementing these objectives is also lost.

All of these objectives are interdependent with Assurance. However, the Security 

framework is perceived not to be complete until the human factor is incorporated in 

the whole model. This implies that Security Culture in organisations must be 

incorporated in the Security framework to underpin the other six elements of 

security that have been discussed above.
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I he “MO I ” Security Model will form a base line for evaluating the security 

awareness & practices of the Banks under study. The model will use threats and 

vulnerabilities to assess the controls put in place by various Banks to mitigate the 

risk ot attack(s) & threats. The table 1.0,Appendix III provides the Security area 

and Criteria that will assist in the assessment. The vulnerabilities that are related to 

the security areas outlined in the “MOT” table will be used to generate the 

countermeasures in those respective areas. Computer security awareness weights 

the organisation’s preparedness towards computer crime from the viewpoint of 

mainframe computers to micros including the respective operational system and 

application software.

Only when these real threats, real risks and real solutions are acknowledged can an 

organization begin to effectively meet the today’s IT security challenges. While no 

system, software or security policy is infallible, when combined to create an overall 

security management plan, these solutions can help organizations and IT 

administrators ensure that their systems and networks are secure.



Chapter 3

METHODOLOGY/STUDY DESIGN
The chapter describes the research design used for the study

3.1 Population of Study:

The population of the study comprised of all banks in Kenya that were operating 

normally as per the Central Bank of Kenya regulations and had implemented 

computer Systems to support their business.

The choice of these companies was based on the strength of their track record of 

conducting good Banking practices. This is supported by the Banking Survey 

report, 2002. It was also perceived that the chosen Banks had made substantial 

investments in Information Technology solutions. Note that the Banking sector in 

Kenya has few players and therefore do not provide a wider scope of 

choice/selection.

Since the population under study is small, it was decided upon that no sampling 

would be done and rather the entire population would be studied.

The table in Appendix I show a list of Banks that were under study.
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3.2 Data Collection Method

The information requested in this study was collected using a structured and 

undisguised questionnaire to gather primary data. The questionnaire comprised 

both open-ended and close-ended questions. The questions were developed from 

the study of pertinent literature.

The Questionnaire consists of four sections (see Appendix II)

Section A:

Section A will be used to gather general information about the organisation in 
relation to the systems in operation.

Section B:

Section B will be used to gather the information systems managers' responses 
towards various Computer Security countermeasures. The countermeasures are 
obtained from the literature review. The managers’ responses will be used to 
determine the level of Security awareness within the organisations. The 
countermeasures are to be scaled on a likert -type scale.

Thus the researcher will be applying the Five Point Agreeable Scale .The scale will 
constitute the following different ratings:

Strongly Agree Agree Neutral Disagree Strongly Disagree
5 4 3 2 1

Section C

Section C will be used to gather information regarding the Information Systems 
Manager’s perception of which factor causes the most risk to their Information 
System. According to Wilk (1993), there are seven major areas of concern where 
security problems can be found, i.e. Personnel, Hardware, Software, 
Communications, Physical building facilities, practices and procedures, laws and 
regulations.
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For all the respondents who are located in Nairobi, the “drop and pick later” 
method of administering the questionnaire was used. There was none distributed 
outside Nairobi.

Section D:

Section D will be used to gather information from the Information Technology 
/Information System Managers in relation to Computer System Security 
Awareness.

3.3 Data Analysis techniques:

Data collected in section A of the questionnaire was analysed through the use of 

descriptive statistics such as frequency table’s, proportions, percentages, and cross 

tabulations. These were used to profile Companies.

Responses to section B were used to perform the risk assessment in order to 

determine the level of vulnerability. This analysis is based on the axiom: “As the 

level of in-place countermeasures increases, the level of vulnerability decreases.

Postulation:

The level of vulnerability to threats is reduced by the implementation ol 

countermeasures. Some countermeasures have a greater propensity to offset 

vulnerability than others. The level of vulnerability and the relative value of each 

countermeasure said to reduce it can be expressed numerically.

Other axioms that will be important during this study are:

1. Axiom 2:
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All countermeasures have vulnerabilities

Postulation:

A Vulnerability level of ZERO can never be obtained since all countermeasures 

have vulnerabilities themselves. One or more vulnerabilities can be identified for 

any given countermeasure.

2. Axiom 3:

An acceptable level of vulnerability can be obtained by the implementation of 

countermeasures.

Postulation:

There exists a mix of countermeasures that can achieve any arbitrary level of 

vulnerability. By adding countermeasures, the vulnerability level can be adjusted to 

a level commensurate with the importance, sensitivity or classification level of the 

information being processed.

A list of vulnerabilities that represent various security criteria is given in appendix 

III. These vulnerabilities are paired with specific countermeasures for the analysis 

process. Each countermeasure has a minimum weighting of 1 and a maximum 

weighting of 5. The total weight of the countermeasures determined the systems 

level of vulnerability.

The rating of countermeasures by the Information systems Managers determines if 

the system’s level of vulnerability is low or high. Vulnerability levels range from a

42



minimum ot 3.0 to a maximum of 18.0. The acceptable and desirable vulnerability

level for a system is 7.5.

The countermeasures decrease vulnerability from a maximum of 18.0 towards a 

minimum of 3.0. The results of the vulnerability levels were further analysed using 

factor analysis to group together those vulnerabilities that are highly correlated. 

The results are presented through the use of descriptive statistics.

3.4 Measurement of Reliability:

Cronbach’s alpha analysis was used to determine whether the variables used in the 

countermeasure and vulnerability analysis were reliable. Cronbach’s alpha is not a 

statistical test-it is a coefficient of reliability (or consistency). If the average inter

item correlation is low, alpha will be low. As the average inter-item correlation 

increases, Cronbach’s alpha increases as well. If the inter-item correlations are 

high, then there is evidence that the items are measuring the same underlying 

construct. This is really what is meant when someone says they have “high” or 

“good” reliability. Note that a reliability coefficient of 0.8 or higher is considered 

as “acceptable” in most social science applications.

r

Data collected in section C of the questionnaire was analysed through the use ol 

descriptive statistics, such as mean and mode.

Data collected in Section D was analysed through Descriptive statistics such as 

mean and mode. An average score of 50% and above from the analysis of 

responses in this section is presumed acceptable in relation to the level ot 

Computer Security Awareness achieved.
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3.5 Model

There have been several models developed to address the issue of Information 

Security in the organisations. Parker (1998) talks of various models that he has 

encountered and suggests his model that he views to address the Security aspect 

comprehensively. Parker’s model which he believes resolves the problems of 

existing models consists of six security elements: Availability & Utility, integrity 

& authenticity, and Confidentiality & possession. He bases his model on the 

standards o f  due diligence/care. Other models developed earlier by different 

Security Institutions included: -

1. CIA Model (Confidentiality, Integrity & Availability).

2. The Threat, Assets and Vulnerabilities Model

3. Clark-Wilson Integrity (CWI) Model

4. Baseline Approach (Parker)

3.5.1 Introduction to Risk Analysis

Security in any system should be commensurate with its risks. However, the 

process to determine which security controls are appropriate and cost effective, is 

quite often a complex and sometimes a subjective matter. One of the prime 

functions of security risk analysis is to put this process onto a more objective basis. 

There are a number of distinct approaches to risk analysis. However, these 

essentially break down into two types: quantitative and qualitative.

3.5.2.1 Quantitative Risk Analysis

This approach employs two fundamental elements; the probability ot an event 

occurring and the likely loss should it occur.

Quantitative risk analysis makes use of a single figure produced from these 

elements. This is called the 'Annual Loss Expectancy (ALE) or the Estimated
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Annual Cost (EAC)'. This is calculated for an event by simply multiplying the 

potential loss by the probability.

!t is thus theoretically possible to rank events in order of risk (ALE) and to make 

decisions based upon this.

I he problems with this type of risk analysis are usually associated with the 

unreliability and inaccuracy of the data. Probability can rarely be precise and can, 

in some cases, promote complacency. In addition, controls and countermeasures 

often tackle a number of potential events and the events themselves are frequently 

interrelated.

Notwithstanding the drawbacks, a number of organisations have successfully 

adopted quantitative risk analysis. Some examples of the risk analysis methods that 

have been used before include:

1. Comprehensive Risk Analysis & Management method (CRAMM )

2. NIST annual Loss Expectancy

3. Riskpack

4. Bayesian Decision Support system( BDSS)

33.2.2 Qualitative Risk Analysis

This is by far the most widely used approach to risk analysis. Probability data is not 

required and only estimated potential loss is used[C & A Systems Security Limited, 

2002].Most qualitative risk analysis methodologies make use of a number of 

interrelated elements:

THREATS

These are things that can go wrong or that can 'attack' the system. Examples might 

include fire or fraud. Threats are ever present for every system.
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VULNERABILITIES

These make a system more prone to attack by a threat or make an attack more 

likely to have some success or impact. For example, for fire vulnerability would be 

the presence of inflammable materials (e.g. paper).

CONTROLS

These are the countermeasures for vulnerabilities. There are four types:

> Deterrent controls reduce the likelihood of a deliberate attack

> Preventative controls protect vulnerabilities and make an attack unsuccessful 

or reduce its impact

> Corrective controls reduce the effect of an attack

> Detective controls discover attacks and trigger preventative or corrective 

controls.

A simple relational model can illustrate these elements:
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The knowledge base supplied with COBRA Risk Consultant employs this 

methodology and variations of it [C & A Systems Security Ltd, 2002].[Figure 3.1 ]

Borrowing from the C & A Systems Security model [2002], TNC Engineering 

Security Standards [Murray, 1998], stonebumer [October, 2001], Swanson [Nov., 

2001] and the Baseline Approach from Parker [1998], the researcher will be using 

a framework of Management security, operational security and Technical security 

(MOT) criteria to form a solid building block that will satisfy the suggested model 

to be used in these research. The model will constitute seven essential elements of 

security namely Confidentiality, Integrity, Availability, Utility, Accountability, 

Assurance & Culture.

47



Chapter 4
DATA ANALYSIS & FINDINGS

This chapter contains the analysis and findings of the of research study.

4.1 Summary of Responses.

A total o f 44 questionnaires were distributed to the respondents. Out of these, thirty 

questionnaires were successfully completed and returned, which represents a 

response rate of 68.18%. These were used as the basis for the data analysis and the 

findings of the study.

Table 4.1: Summary of Responses.

IT invest category Frequency %

Less than 50 Million 20 66.7

Less than 100 Million but 

more than 50 Million

3 10

Less than 150 Million but 

more than 100 Million

0 0

Less than 200 Million but 

more than 150 Million

hr 3.3

Less than 250 Million but 

more than 200 Million

i 3.3

More than 250 Million 5 16.7

The table above indicates that the highest response rate was in the category ol 

Kshs 0-50 Million investment with a response rate of 66.7%. The 100-150
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Million category had the lowest rate of response at zero%. This shows that the 

majority of the Banks in Kenya have not invested immensely in IT owing to the 

fact that most of them are small size banks (Market Intelligence, 2002) and thus 

have lower volume of operations.

4.2 Analysis of IT Resources in the Organisation

The responses to question’s 1 to 15 of Section A in this study are summarized 

using descriptive statistics. This analysis indicates the general characteristics of the 

organisations in relation to the information systems in operation.
I

4.2.1 First Computer Installations existence.

Most of the respondent’s computer installations are more than five years old. The 

majority of them (36.7%) have had Computer installations for more than 5 years 

but less than 10 years as shown in table 4.2.1.This indicates that these Banks have 

been using computers for an average period of 10.8 Years and over 27 Banks rely 

on Computer systems for their day -to- day operations.

Table 4.2.1: Computer Installations

Category Frequency %

Less than 5 yrs ago 3 10

Between 5-10 Yrs 11 36.7

Between 10-15 Yrs 9 30

More than 15 Yrs 7 23.3
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The findings indicate that there exists very low usage of mainframe computers as 

compared to the rest. This is shown in table 4.2.2.

Twenty-one companies (70%) indicated that they have between 1 and 10 

minicomputers. However about four (13.3%) indicated that they have no 

minicomputers. Only 10% have more than 30 minicomputers. This can be 

explained from the fact that these banks require powerful computer systems to run 

their voluminous operations that covers a substantial branch network.

The entire respondents have desktop personal computers (PC’s), with 

83.3% indicating that they have more than 30 computers. This is a clear 

indication that Computing is taking root across the Banking spectrum, 

from small to large Banks in the Banking industry.

4.2.2 Number of Computers.

Table 4.2.2: Number of computers.

Freq. %

Number of computers

a) Mainframes

None 25 83.3

1 -1 0 5 16.7

11-20 0 0.0

2 1 -3 0 0 0.0

More than 30 0 0.0

b) Minicomputers

None 4 13.3

1 -1 0 23 76.7

11-20 0 0.0
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Freq. %

2 1 -3 0 0 0.0

m ore than 30 10.0

c) Desktop PC’s

None 0 0.0

0 - 1 0 0 25.0

1 1 - 2 0 0 0.0

2 1 -3 0 5 16.7

More than 30 25 83.3

d) Laptop PC’s

None 15 50

0 -  10 10 33.3

1 1 - 2 0 3 10.0

2 1 -3 0 1 3.3

More than 30 1 3.3

e) Notebooks

None 28 93.3
0 - 1 0 2 6.7
1 1 - 2 0 0 0.0
2 1 -3 0 0 0.0
More than 30 0 0.0
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Most of the respondent Banks (83.3%) indicated that they do not have the position 

of the IT Director as shown in Table 4.2.3. Most of the Banks have the position of 

IT IS Manager as persons responsible for the running of the IT department.

Other titles for the person in charge of the IT department include Computer 

Manager, Head of IT, Shared Service Centre, Chief Manager Finance and Senior 

Manager IT. The information above indicates that majority of the Banks are not 

represented at the Board level in terms of IT.

4.2.3 IT Director's Position.

Table 4.2.3: IT Director's Position.

Freq. %

IT Director position 

exists

a) Yes

b) No

5

25

16.7

83.3

4.2.4 Investments in Computer Systems.

Most of the respondent banks (66.7%) have investments of less than Kshs 50 

million, with 16.7% indicating that they have invested more than Kshs 250 million 

as shown in Table 4.2.4 below. This therefore indicates that these Banks have put a 

lot of resources in computer systems and hence the need to keep them secure. I he 

average IT investment in the Kenyan Banks is Kshs 83.3 Million, a substantial 

investment that requires to be secured.
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T a b l e  4 .2 .4 :  In v e s tm en t s  in C o m p u t e r  S y s t e m s .

IT invest category Frequency %

Less than 50 Million 20 66.7

Less than 100 Million but 

more than 50 Million

3 10

Less than 150 Million but 

more than 100 Million

0 0

Less than 200 Million but 

more than 150 Million

1 3.3

Less than 250 Million but 

more than 200 Million

1 3.3

More than 250 Million 5 16.7

4.2.5 Previous Year IT Budget.

The respondents IT budget for the previous year indicated that 26.7% allocated less 

than 1 Million, 33.3% allocated between 1 and 5 Million, 13.35% allocated 

between 5 and 10 Million, and 26.7% allocated more than 10 Million as shown in 

Table 4.2.5 below. 40% of the Banks allocated Kshs 5 Million and above. This 

indicates that there is continued heavy investment in computer systems by these 

companies.
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T a b l e  4 .2 .5 :  P r e v io u s  Y e a r  IT  B u d ge t .

Category of Budget allocation

Freq. %

Previous year IT Budget ( in 

million Kshs)

a) less than lm 8 26.7

b) between 1 -  5m 10 33.3

c) between 5 -  10m 4 13.3

d) more than 10m 8 26.7

4.2.6 Internet and World Wide Web Access.

All the respondent companies indicated that they have access to the Internet as 

shown in Table 4.2.6 below. This is a good indication from the Banks in the sense 

that apart from providing the benefits of ICT (Information Communication & 

Technology) to their staff, they are preparing them and the infrastructure towards 

embracing the E-commerce and E-Banking technologies.

Table 4.2.6: Internet and World Wide Web Access.

Freq. %

Internet and www access 

exists.

a) Yes

b) No

30

0

100.0

0.0
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Most of the respondent Banks (83.3%) indicated that they have a written and 

formal computer security policy. The table 4.2.7 below indicates the results. This is 

a  clear indication that the Banks are serious about informing the staff on issues 

related to computer Security.

Table: 4.2.7: Computer Security Policy.

4 .2 .7  C o m p u t e r  S e c u r i t y  P o l i c y .

Freq %

Written and formal

computer security policy

exists.

a) Yes 25 83.3

b) No 5 16.7

4.2.8 Security Reviews.

The frequency of security reviews varies evenly with most of the Banks some 

preferring monthly reviews (40%), others quarterly & annually reviews (23.3%), 

and others bi-annually (10%) as shown in Table 4.2.8 below. However 3.3% of the 

respondents do not have a preferred frequency and perform reviews as and when 

need arises. Thus the review of Security aspects is a matter of internal policy, 

although it must be done at least once in a year as stipulated by the Central Bank of 

Kenya.
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Table 4.2.8: Security Reviews.

Freq. %

Frequency of security

reviews.

a) Monthly 12 40

b) Quarterly 7 23.3

c) Bi-annually 3 10.0

d) Annually 7 23.3

e) Other 1 3.3

4.2.9 Security Budgets.

The responses from the Banks indicate that in average (53.3%)has annual security 

budget arrangements as shown in Table 4.2.9 below. However, if the investment in 

IT increases and we have more of the 66.7% of the Banks investing heavily in IT,

i.e. over 100 Million, then the allocation of Security Budgets will also be in rise.

Table 4.2.9: Security Budgets.

Freq. %

Annual security 

budget exists.

a) Yes

b) No

14

16

46.7

53.3
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4.2.10 Computer Literacy among Management staff.

\  lost respondent indicated that most of their Management staff have good 

computer literacy levels. This is shown below in Table 4.2.10 where 66.7% of the 

management staff has good computer literacy levels. This is therefore an indicator 

ot high usage rate among the Management staff.

Table 4.2.10: Computer Literacy among staff.

Category of Staff Freq. %

Computer literacy rating of

Management Staff

a) Management

Excellent 4 13.3

Good 20 66.7

Fair 4 13.3

Poor 2 6.7

4.2.11 Information Systems.

Most of the respondents (76%) indicated that they have Transaction Processing 

Systems in use as shown in Table 4.2.11 below. A good number (70%) indicated 

that they have Management Information Systems in use. This is good indication in 

terms of usage rate by the management of the Banks. Few (6%) indicated they use 

Strategic Information Systems, an indication that the Chief executives in the Banks 

are yet to derive the full benefits of IT tools in strategic planning.
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T a b l e  4 .2 .11 :  In fo rm a t io n  S y s t e m s .

Category of different 

IS systems

Freq. %

Information systems 

in use.

a) Transaction 23 76

Processing 

Systems 

b) Management 21 70

Information 

Systems 

c) Decision 9 30

Support 

Systems 

d) Executive 6 20

Information

Systems

e) Expert Systems 0 0

f) Strategic 

Information 2 6

Systems

58



4.2.12 IT Strategic Plan.

Most of the respondent (76.6%) indicates that they have a formal strategic plan for 

their information technology as shown in Table 4.2.12 below.

Table 4.2.12: IT Strategic Plan.

Freq. %

Formal strategic plan for IT
exists.
Yes 23 76.6
No 7 23.4

4.2.13 Ownership of Companies.

lost of the Banks (56.7) are locally owned, 26.7% are foreign owned and 16.6% are 

mtly owned as shown in Table 4.2.1 below.

Table 4.2.13: Ownership of Companies.

Category of 

ownership

Freq. %

Ownership

a) Foreign owned 8 26.7

b) Locally owned 17 56.7

c) Jointly owned 5 16.6
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All the respondent Banks (100%) indicated that their IT Heads have undergone 

Computer Security Training. See Table 4.2.14 below. This implies that the IT 

Heads rate the importance of IT Security highly in their priority lists/strategic

I plans.

Table 4.2.14: computer Security Training.

4.2.14 Computer Security Training.

Freq. %

IT managers trained on computer security 

& are aware of information security rules 

& regulations

a) Yes 30 100

b) No 0 0.00

4.2.15 Computer Security Threats.

Most of the respondent companies (96.7%) indicated that the staff is aware of 

security threats. This is a good indication in the sense that most of the staff in the 

Banking sector are in a position to recognize and report any kind of system 

malfunctioning. The statistics in the table 4.2.16 below show that very few (3.34%) 

staff in the banking sector are not aware of security threats.

Table 4.2.15: Aware of Security Threats.

Freq. %

Staff awareness on security threats

a) Yes

b) No

29

1

96.7

3.3
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4.2.16 Knowledge of Passwords.

All the Banks that responded to the questionnaire indicated that the staff (100%)is 

aware or have knowledge of passwords. See Table 4.2.17 below.

Table 4.2.16:Knowledge of Passwords.

Freq. %

Staff who have the knowledge of

passwords

a) Yes 30 100

b) No 0 0

4.2.17 Computer Security Awareness

Using a statistical analysis tool, the SPSS (Statistical Package for Social Sciences) 

for windows release 9.0,the following statistical results were derived at from the 

responses to questions in section D of the questionnaire that addressed the issue of 

Computer security Awareness in the Banking Sector. The Table 4.2.17 below 

shows the results.

Table 4.2.17 Computer Security Awareness.

Value 
(Scores)/12

Frequency Percent Valid Percent Cum Percent

0.00 1 3.3 3.3 3.3
6.00 1 3.3 3.3 6.7
8.00 2 6.7 6.7 13.3
9.00 7 23.3 23.3 36.7
10.00 8 26.7 26.7 63.3
11.00 10 33.3 33.3 96.7
12.00 1 3.3 3.3 100.0

_Total 30 100.0 100.0
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T

Mean 9.567 std err 0.400 Median 10.00

Mode 11.00 std dev 2.192 variance 4.806

Kurtosis 12.51 SEK urt 0.833 Skewness -3.105

S E Skew 0.427 Range 12.00 Minimum 0.00

Maximum 12.00

From the results given above, the mean score is 9.567 indicating a 79.7% level of 

Computer security Awareness in the Banking Sector. Most of the respondent Banks 

returned a value of 11 out of 12 in terms of Security Awareness. This works out to 

91.7% achievement in terms of Computer Security Awareness in the Banks. The 

negative Skewness (-3.105) indicates that the more extreme values are less than the 

mean score of 9.567.This implies that the extreme value exist within a maximum of 

4 banks, which works out to 13.3% of the banks that responded.

In conclusion, the results show that most of the Banks in Kenya have achieved a 

high level of Computer Security Awareness.

4.3 Risk Analysis.

To perform the risk assessment, the respondents were asked to rank the 

countermeasures in Section B of the questionnaire (Appendix II). 1 hese 

countermeasures were used in the analysis to determine the systems level of 

vulnerability as described in Section 5.3. The maximum acceptable vulnerability 

level is 9.5. Any score above this indicates that the vulnerability level is high and 

the system is susceptible to security violations.
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Several countermeasures were grouped to address certain vulnerability. The scores 

from the respondent banks on the countermeasures indicate that the vulnerability 

levels range between 4.00 and 6.54, which is below the acceptable vulnerability 

level of 9.5.The implication, is that the respondent banks have addressed majority 

of the countermeasures effectively. This can be attributed to the fact that the 

Banking sector is a highly sensitive industry in that its trading commodity is 

money. The banks have to implement the best security practices to protect the 

computer systems in place.

All areas of vulnerability that were evaluated are shown in Table 4.3.1 below. The 

vulnerabilities fall within an acceptable level.

Susceptibility to loss of data or software files was ranked first with the lowest 

vulnerability level of 4.00 while susceptibility to unauthorized physical access was 

ranked the highest. The implication towards this results is that the Banks have done 

more investment towards ensuring that customer data is protected from loss and 

can be accessed whenever required. However, the least attention is given to 

unauthorized physical access infrastructure, at a vulnerability level of 6.54,which is 

above the average vulnerability of 5.268.

The Banks need to improve in this area since failure to invest properly in the 

physical access technologies like Electronic badge system, biometrics, CCTV, 

electric doors etc can lead to greater damage by unscrupulous persons towards the 

computer systems infrastructure.

4.3.1 Vulnerability Assessments.
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fable 4 . 3 :  V u l n e r a b i l i t y  Leve ls .

jlnerabilities Level Ranking

Susceptibility to authentication. 5.31 10

Susceptibility to authorisations 5.21 8

(Susceptibility to 
Communication Technology.

5.83 14

(Susceptibility to 
inter/intranetwork user activity.

4.72 5

(Susceptibility to Hardware 
failure or Configuration Change 5.38 11

Susceptibility to environmental 
hazards

4.71 4

Susceptibility to key person 
dependency. 5.84 15

Susceptibility to improper 
handling of storage media.

4.83 6

■ Susceptibility to business 
continuity

6.34 17

^Susceptibility to unauthorized 
physical access.

6.54 18

1) Susceptibility to unauthorized 
programmatic access.

4.84 7



Vulnerabilities Level Ranking

12) Susceptibility to loss of data
or software files. 4 1

13) Susceptibility to unauthorized 
information theft or disclosure.

5.75 13

14) Susceptibility to failure and 
instability of electrical power 
sources

4.6 3

15) Susceptibility to fire 4.08 2

16) Susceptibility to user operator 
errors.

6.06 16

17) Susceptibility to software flaws 
or inadequacies.

5.5 12

18) Susceptibility to theft of system 
resources.

5.28 9

4.3.2 Vulnerability Assessments within Banks.

All the vulnerability levels are acceptable and range between 4.00 and 6.54.As 

indicated earlier, the calculated acceptable vulnerability level is 7.5.The 

implication of these results is that the Banks are above the danger zones in terms of 

Computer Security implementation, based on due diligence. This therefore means 

that computer systems in the Banking sector are less susceptible to security 

violation and other harmful activities.
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4.4. Factor Analysis.

Factor analysis was performed on the results of the vulnerability analysis. Since the 

number of vulnerabilities is not large all of them will be treated as variables as 

shown in the Table 4.4.1. For the factor analysis the actual weight of the 

countermeasures was used and not the vulnerability level.

Table 4.4.1: List of Variables.

Vulnerabilities
Variable
Number.

Mean
Weight

Std
Dev

Analysis N

a) S u sc e p tib ili ty  to  a u th e n t ic a t io n . 1 4 .1 3 0 .2 0 2 6 3

b) S u sc e p tib ili ty  to  a u th o r iz a t io n . 2 4.41 0 .1 8 2 5 3

c) S u sc e p tib ili ty  to  c o m m u n ic a t io n  te c h n o lo g y . 3 4 .33 0 .3 1 5 0 3

d) S u sc e p tib ili ty  to  in te r / in tr a n e tw o rk  u se r  a c tiv ity . 4 4.51 0 .2 1 5 2 3

e) S u sc e p tib ili ty  to  h a r d w a r e  fa ilu re  o r  c o n f ig u ra tio n  c h a n g e . 5 4 .3 6 0 .3 7 8 6 3

0 S u sc e p tib ili ty  to  e n v iro n m e n ta l  h a z a rd s , 
g) S u sc e p tib ili ty  to  k e y  p e r s o n  d e p e n d e n c y . 6 4 .5 4 0 .3 0 9 2 3

h) S u sc e p tib ili ty  to  im p r o p e r  h a n d lin g  o f  s to ra g e  m e d ia . 7 4 .2 5 0 .1 0 7 9 3

i) S u sc e p tib ili ty  to  b u s in e s s  c o n tin u ity . 8 4 .5 4 0 .2 5 0 1 3

j) S u sc e p tib ili ty  to  u n a u th o r iz e d  p h y s ic a l a c c e s s . 9 4 .2 2 0 .3 9 5 8 3

k) S u s c e p tib ili ty  to  u n a u th o r iz e d  p ro g ra m m a tic  a c c e ss . 10 4 .0 5 0 .7 8 1 4 3

1) S u sc e p tib ili ty  to  lo ss  o f  d a ta  o r  so f tw a re  file s . 11 4 .5 6 0 .2 8 7 3 3

m) S u s c e p tib il i ty  to  u n a u th o r iz e d  in fo rm a tio n  th e f t  o r 12 4 .7 4 0 .2 7 3 0 3

d isc lo su re . 13 4 .2 2 0 .5 8 8 8 3

n) S u sc e p tib il i ty  to  f a i lu re  a n d  in s ta b ili ty  o f  e le c tr ic a l  p o w e r

sources 14 4 .8 0 0 .1 4 8 0 3

o) S u sc e p tib il i ty  to  fire
p) S u s c e p tib il i ty  to  u s e r  o p e r a to r  e rro rs . 15 4.71 0 .2 0 3 0 3

q) S u s c e p tib il i ty  to  s o f tw a r e  fla w s  o r  in a d e q u a c ie s . 16 4 .1 3 0 .4 9 1 2 3

r) S u s c e p tib ili ty  to  th e f t  o f  sy s te m  re so u rc e s .

'

17 4 .2 4 0 .6 2 7 4 3

18 4 .3 4 0 .4 9 3 3 3
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The correlation matrix of the variables above is shown in Table 4.4.2. below. 

Table 4.4.2. Correlation Matrix.

Correlation Matrix

The simple pair wise correlation matrix above reveals that, variable 1,2 and 9 are 

weakly correlated with the other variables; The following group of variables was

found to be highly correlated positively;

> i ?3)7) 10,13,14 and 18 were found to be highly correlated positively
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> 4,5,6,11,12,15 and 16 were found to be highly correlated positively

> 9 and 17 were found to be highly correlated positively

> 16 and 17 were also found to be highly correlated positively

Communalities

Initial Extraction
1 1.000 1.000
2 1.000 1.000
3 1.000 1.000
4 1.000 1.000
5 1.000 1.000
6 1.000 1.000
7 1.000 1.000
8 1.000 1.000
9 1.000 1.000
10 1.000 1.000
11 1.000 1.000
12 1.000 1.000
13 1.000 1.000
14 1.000 1.000
15 1.000 1.000
16 1.000 1.000
17 1.000 1.000
18 1.000 1.000

Extraction Method: Principal Component Analysis.
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Total Variance Explained

Initial Eigenvalues
Extraction Sums of Squared 

Loadings Rotation Sums of Squared Loadin

% of Cumulativ %of Cumulativ % of Cumula
Component Total Variance e % Total Variance e % Total Variance e %
1 12.154 67.523 67.523 12.154 67.523 67.523 11.832 65.731 65.7:

2 5.846 32.477 100.000 5.846 32.477 100.000 6.168 34.269 100 0«

3 2.803E-15 1.557E-14 100.000
4 2.189E-15 1.216E-14 100.000
5 4.823E-16 2.679E-15 100.000
6 3.362E-16 1.868E-15 100.000
7 2.385E-16 1.325E-15 100.000
8 2.140E-16 1.189E-15 100.000
9 1.867E-16 1.037E-15 100.000
10 1.122E-16 6.236E-16 100.000
11 5.454E-17 3.030E-16 100.000
12 -1.67E-17 -9.26E-17 100.000
13 -4.11E-17 -2.28E-16 100.000
14 -1.52E-16 -8.43E-16 100.000
15 -2.35E-16 -1.30E-15 100.000
16 -3.43E-16 -1.91E-15 100.000
17 -4.20E-16 -2.34E-15 100.000
18 -1.02E-15 -5.69E-15 100.000

Extraction Method: Principal Component Analysis.

Since the first two factors were the only ones that had eigenvalues > l,the final 

factor solution will represent 100% of the variance in the data.

To extract the principal components the initial lactoi matrix was orthogonally 

rotated to maximize the variance using varimax rotation as shown in the table

below
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Rotated Component Matrix?

Component
1 2

1 .764 -.646
2 -.339 -.941
3 .999 4.825E-02
4 -.926 .378
5 -.468 .884
6 -.782 .623
7 .999 -4.36E-02
8 .303 .953
9 -.296 -.955
10 .944 .329
11 -.713 .701
12 -.488 .873
13 .951 -.310
14 1.000 -5.64E-03
15 -.967 .253
16 -.998 -5.51 E-02
17 -.913 -.408
18 .981 .196

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.

a Rotation converged in 3 iterations.

From the final varimax rotated matrix above, we can see that:-

> Variable 1,3,7,10,13,14 and 18 load heavily on factor 1 (component 1)

> Variable 5,6,8,11 and 12 load heavily on factor 2
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The factors and the vulnerabilities they represent are summarized in the table
below
Factor (C o m p o n e n t) V u ln e ra b ili ty
1 >  S u sc e p tib ili ty  to  a u th e n tic a tio n

>  S u sc e p tib ili ty  to  C o m m u n ic a tio n  
te c h n o lo g y

>  S u s c e p tib ili ty  to  k e y  p e rso n  
d e p e n d e n c y

>  S u s c e p tib ili ty  to  u n a u th o r iz e d  p h y s ic a l 
a c c e s s

>  S u sc e p tib il i ty  to  u n a u th o r iz e d  
in fo rm a tio n  th e f t  o r  d is c lo s u re

>  S u sc e p tib il i ty  th e f t  o f  s y s te m  re s o u rc e s
>  S u s c e p tib il i ty  to  fa ilu re  a n d  in s ta b il i ty  

o f  e le c tr ic a l p o w e r  so u rc e s
[ 2 >  S u s c e p tib il i ty  to  h a rd w a re  fa ilu re  o r  

c o n f ig u ra tio n  c h a n g e
>  S u s c e p tib il i ty  to  e n v iro n m e n ta l  h a z a rd s
>  S u s c e p tib il i ty  to  im p ro p e r  h a n d lin g  o f  

s to ra g e  m e d ia
>  S u s c e p tib il i ty  to  u n a u th o r iz e d  

p ro g ra m m a tic  a c c e s s
> S u s c e p tib il i ty  to  lo ss  o f  d a ta  o r  so f tw a re  

f ile s

I he mean vulnerability for factor 1 is 4.30 while that for factor 2 is 4.55. Factor 2 

has a higher vulnerability level as compared to the vulnerability level of factor 1. 

This is however below the maximum acceptable vulnerability level of 9.5.

4.4.3: Factor Analysis Output on the "MOT" variables.

The questionnaire design addressed the three fundamental areas of security 

regarded in this research as “MOT” security criteria. Various countermeasures 

were grouped together in accordance to the best practices of Security by C OBI I 

and BS7799 security standards, notwithstanding the importance to consider 

benchmarking the countermeasures on the due diligent concept advocated by the C 

& A Systems Security model [2002], TNC Engineering Security Standards
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[Murray, 1998], stonebumer [October, 2001], Swanson [Nov., 2001] and the 

Baseline Approach from Parker [1998]. The countermeasures developed addressed 

satisfactorily areas considered as a framework of Management security, 

Operational security and Technical security (MOT).

Factor analysis was performed on the results of the countermeasures that were 

related to Management Security, Operational Security and Technical Security. The 

countermeasures were split into three categories and treated as variables as shown 

in the Table 4.4.3. For the factor analysis the actual weight of the countermeasures

was used.

Factor Analysis for Management Security Countermeasures
Descriptive Statistics

Mean
Std.

Deviation Analysis N
cm 1 4.6897 .8064 29
cm2 4.5172 .7847 29
cm3 4.4828 1.1838 29
cm4 4.3448 .8567 29
cm5 4.4138 .9826 29
cm6 4.0000 1.1339 29
cm7 3.9310 1.2798 29
cm8 4.2414 1.2146 29
cm9 4.3103 1.2565 29
cm10 4.1724 1.2555 29
cm11 4.3448 1.1734 29
cm12 4.2414 1.2999 29
cm13 4.1379 1.1565 29
cm14 4.6897 .8064 29
cm15 4.2414 1.1230 29
cm16 3.7241 1.1618 29
cm17 3.7931 1.3727 29
cm18 4.3448 1.0098 29
cm19 4.3793 1.0493 29
cm20 3.9310 1.1628 29
cm21 3.8276 1.1042 29
cm22 4.6897 .8495 29
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The average mean score on the countermeasure ratings in the category of 

Management Security is 4.2461 rounded off to 4. This is a high indication of 

Management Security practice implementation and can easily be attributed to the 

sensitivity of data that is handled in this sector.

Component Matrix

Component
1 2 3 4 5 6 7

cm 1 .257 .637 -.343 7.982E-02 .367 -1.67E-02 .258

cm2 .433 .726 -.121 .207 -.180 8.238E-03 -.116

cm3 .474 .162 -.167 -.557 -.327 .150 -.184

cm4 .587 -.228 -8.36E-02 .395 -.296 -.117 .145

cm5 .632 .115 .448 .396 -.220 -.334 -5.77E-02

cm6 .613 -.136 -.230 .145 -.522 .251 -.115

cm7 .258 .628 .213 -7.51 E-02 -.283 .512 -.213

cm8 .526 .428 -.207 .380 .348 -1.86E-02 -8.90E-02

cm9 .288 .113 .698 .226 .312 .224 -.333

cm10 .512 -.104 .388 -.380 8.000E-02 -2.17E-02 .239

cm11 .572 -.399 -.156 -.435 .319 3.994E-02 -.107

cm12 .704 -.308 -.313 7.171 E-02 .210 .110 -1.62E-02

cm13 .765 -8.49E-02 -.161 -.344 .271 5.464E-02 -7.44E-02

cm14 .486 -.507 -.347 .374 2.024E-03 .383 .104

cm15 .837 -.215 .195 8.958E-02 9.023E-02 -.151 4.487E-02

cm16 .608 .201 .153 -.235 .366 -.281 -.250

cm17 .841 -2.14E-02 -.363 -3.11 E-02 8.224E-02 .141 -2.41 E-02

cm18 .533 .583 -.139 4.129E-02 -1.69E-03 -.112 .456

cm19 .650 -5.72E-02 .182 -.309 -.370 -.208 .339

cm20 .541 -.371 .285 .543 7.359E-02 -9.94E-03 -3.19E-02

cm21 .715 -2.83E-02 .179 -.265 -.277 -.215 -.196

cm22 .165 7.442E-03 .634 -.120 .155 .515 .458

Extraction Method: Principal Component Analysis. 
a- 7 components extracted.
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Correlation Matrix

cm cm2 cm3 cm4 cmE cm6 cm 7 cmfi cm9 cm1(Dcm1 1cm12cm13cm1<!Icm lficm 16cm 17cm 18cm 19cm20cm21 cm22
Correl. cnn 00C .545 .050 .046 .033 .039 .186 .553 .007 .055 .079 .142 .162 .011 086 .248 .263 .619 *025 .138 .018 • 041

cnn.545 .000 .221 .150 .407 .361 .570 .501 .157 .051 .084 .083 .194 .019 .218 .240 .335 623 .144 040 313 *126
cn1.050 .221 .000 .147 .068 .372 .400 .115 .056 .254 .339 .177 .471 .050 .258 .334 .503 .244 .509 .131 394 023
cn1.046 .150 .147 .000 .588 .515 .010 .329 .003 .208 .162 .468 .239 .471 .467 .171 .518 .229 366 455

C
\J

o> 005
cnV033 .407 .068 .588 .000 .385 .194 .452 .471 .345 .027 .199 .231 .078 .618 .354 .278 319 500 588 .529 .117
cn 039 .361 .372 .515 .385 .000 .246 .156 .000 .201 .295 .460 .300 .586 .365 054 551 .187 390 325 .513 *074
cn1.186 .570 .400 .010 .194 .246 .000 .264 .303 .097 .150 .054 .103 .125 .012 .155 .175 .323 .100 *.075 269 308
err 553 .501 .115 .329 .452 .156 .264 .000 .230 .065 .090 .437 .408 .189 .322 .378 .502 454 038 .240 .085 •063
err1.007 .157 .056 .003 .471 .000 .303 .230 .000 .214 .046 .062 .142 .007 .350 .379 .039 >031 .016 .431 .169 .461
erri 055 .051 .254 .208 .345 .201 .097 .065 .214 .000 .516 .280 .377 .055 .425 .377 208 .177 .437 .180 .486 420
err1.079 -.084 .339 .162 .027 .295 .150 .090 .046 .516 .000 .505 .753 .381 .504 .387 512 .017 .267 .227 .461 040
err1.142 .083 .177 .468 .199 .460 .054 .437 .062 .280 .505 .000 .619 .619 .570 .353 .730 .179 .323 .366 428 006
err .162 .194 .471 .239 .231 .300 .103 .408 .142 .377 .753 .619 .000 .316 .578 .508 .761 .355 .485 .246 .523 .118
err .011 -.019 .050 .471 .078 .586 .125 .189 .007 .055 .381 .619 .316 .000 .480 .057 .553 .048 .144 .586 .098 . 0 1 1

cm .086 .218 .258 .467 .618 .365 .012 .322 .350 .425 .504 .570 .578 .480 .000 .518 .613 .333 .617 .670 .611 .194
cm .248 .240 .334 .171 .354 .054 .155 .378 .379 .377 .387 .353 .508 .057 .518 .000 .545 .358 .323 .197 .463 055
cm .263 .335 .503 .518 .278 .551 .175 .502 .039 .208 .512 .730 .761 .553 .613 .545 .000 .491 .428 .349 .447 .035
cm .619 .623 .244 .229 .319 .187 .323 .454 .031 .177 .017 .179 .355 .048 .333 .358 .491 .000 445 .143 .279 .129
cm .025 .144 .509 .366 .500 .390 .100 .038 .016 .437 .267 .323 .485 .144 .617 .323 .428 .445 .000 .198 .613 .257
cm .138 .040 .131 .455 .588 .325 .075 .240 .431 .180 .227 .366 .246 .586 .670 .197 .349 .143 .198 .000 .324 .158
cm .018 .313 .394 .292 .529 .513 .269 .085 .169 .486 .461 .428 .523 .098 .611 .463 .447 .279 .613 .324 .000 .017
cm .041 .126 .023 .005 .117 .074 .308 .063 .461 .420 .040 .006 .118 .011 .194 .055 .035 .129 .257 .158 .017 .000

Sig. (1 cm .001 .398 .406 .433 .420 .167 .001 .485 .389 .341 .231 .200 .477 .329 .097 .084 .000 .449 .238 .463 416
cm .001 .124 .218 .014 .027 .001 .003 .207 .396 .332 .334 .157 .460 .128 .104 .038 .000 .229 .417 .049 .258
cm .398 .124 .223 .363 .023 .016 .277 .386 .091 .036 .179 .005 .398 .088 .038 .003 .101 .002 .250 .017 452
cm .406 .218 .223 .000 .002 .479 .041 .493 .139 .201 .005 .106 .005 .005 .188 .002 .116 .026 .007 .062 490
cm .433 .014 .363 .000 .020 .157 .007 .005 .033 .445 .151 .114 .344 .000 .030 .072 .046 .003 .000 .002 .274
cm .420 .027 .023 .002 .020 .099 .210 .500 .148 .060 .006 .057 .000 .026 .390 .001 .165 .018 043 .002 .351
cm .167 .001 .016 .479 .157 .099 083 .055 309 .219 .390 .297 .259 .475 .211 .183 .044 .303 349 .079 .052
cm .001 .003 .277 .041 .007 .210 .083 .115 368 .321 .009 .014 .164 .044 .022 .003 .007 .423 105 .330 .372
cm .485 .207 .386 .493 .005 .500 .055 115 133 406 .375 232 .485 .031 .021 .421 .436 .467 .010 .191 006
cm .389 .396 .091 .139 .033 .148 309 368 133 002 071 022 .389 .011 .022 .140 .179 .009 .176 .004 .012
cm 341 .332 .036 .201 445 060 219 321 406 002 003 000 .021 .003 .019 .002 .466 .081 .118 .006 419
cm 231 334 179 005 151 006 390 009 375 071 003 000 .000 .001 .030 .000 .176 .044 025 .010 489
cm 200 157 005 106 114 057 297 014 232 022 000 000 .048 .001 002 .000 .029 .004 099 .002 271
cm 477 460 398 005 344 000 259 164 485 389 021 000 048 004 385 .001 402 .228 000 .306 478
cm 329 128 088 005 000 026 475 044 031 011 003 001 001 004 002 .000 .039 000 000 000 157
cm 097 104 038 188 030 390 211 022 021 022 019 030 002 385 002 .001 028 044 153 006 389
cm 084 038 003 002 072 001 183 003 421 140 002 000 000 001 000 001 003 010 032 008 429
cm 000 000 101 116 046 165 044 .007 436 179 466 176 029 402 039 028 003 008 230 071 252
cm 449 229 0 0 2 026 003 018 303 .423 467 .009 081 044 004 228 000 044 010 008 152 000 089
cm 238 417 250 007 000 043 349 .105 010 .176 .118 025 099 000 000 153 032 230 152 043 206

cm 463 049 017 062 002 .002 .079 .330 191 .004 .006 010 .002 306 000 006 008 071 000 043 465
cm.416 258 452 490 .274 351 .052 .372 .006 .012 .419 489 .271 478 157 3891429 252 089 206 465 |
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Communalities

Initial Extraction
cm 1 1.000 .798
cm2 1.000 .819
cm3 1.000 .752
cm4 1.000 .682
cm5 1.000 .934
cm6 1.000 .818
cm 7 1.000 .899
cm 8 1.000 .777
cm9 1.000 .892
cm 10 1.000 .632
cm11 1.000 .814
cm12 1.000 .750
cm13 1.000 .818
cm14 1.000 .910
cm15 1.000 .825
cm16 1.000 .763
cm17 1.000 .868
cm18 1.000 .864
cm19 1.000 .850
cm20 1.000 .813
cm21 1.000 .776
cm22 1.000 .943

Extraction Method: Principal Component Analysis.
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Total Variance Explained

Component

Initial Eigenvalues
Extraction Sums of Squared 

Loadings Rotation Sums of Souared Loadings

Total
% 0 f

Variance
Cumulativ 

e % Total
%of

Variance
Cumulativ

e% Total
%of

Variance
Cumulativ 

e %
1 7.244 32.926 32.926 7.244 32.926 32.926 3.628 16.491 16.491
2 2.732 12.416 45.342 2.732 12.416 45.342 3.221 14.639 31.130
3 2.177 9.897 55.239 2.177 9.897 55.239 2.854 12.973 44.103
4 2.033 9.239 64.479 2.033 9.239 64.479 2.839 12.904 57.007
5 1.598 7.265 71.744 1.598 7.265 71.744 2.105 9.566 66.573
6 1.176 5.347 77.090 1.176 5.347 77.090 1.892 8.601 75.174
7 1.038 4.718 81.809 1.038 4.718 81.809 1.460 6.634 81.809
8 .796 3.618 85.426
9 .681 3.097 88.523
10 .465 2.112 90.635
11 .443 2.015 92.650
12 .379 1.723 94.373
13 .306 1.390 95.763
14 .235 1.068 96.831
15 .228 1.036 97.867
16 .155 .705 98.572
17 .118 .538 99.110
18 6.659E-02 .303 99.412
19 5.291 E-02 .241 99.653
20 4.354E-02 .198 99.851
21 2.595E-02 .118 99.969
22 6.882E-03 3.128E-02 100.000
Extraction Method: Principal Component Analysis.

Performing a principal components analysis generates the result shown in the tables 

above, which shows the communalities and the eigenvalues. The communalities for 

each variable indicates the proportion of the variance of the variable that is due to 

the factors, for example 94.3% of the variance on variable 14 is due to the factors. 

The eigenvalues express the variances extracted by the factors, for example factor 1 

explains 32.93% of the total variance .Since the first seven factors were the only 

ones that had eigenvalues > l,the final factor solution will represent 81.8% of the 

variance in the data.

To extract the principal components the initial factor matrix was orthogonally 

rotated to maximize the variance using varimax rotation. The varimax rotated 

factor matrix is shown in the table below.
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Rotated Component MatriJ?

Component
1 2 3 4 5 6 7

cm 1 .122 -6.08E-02 .870 -.121 -8.12E-02 1.191E-02 2.836E-02
cm2 -7.33E-02 5.212E-02 .672 .195 .168 .508 -.186
cm3 .478 -4.71 E-03 1.647E-02 .266 -.250 .623 -3.63E-02
cm4 9.076E-03 .656 .118 .470 8.236E-02 -3.74E-02 -9.01 E-02
cm5 -5.95E-02 .237 .206 .701 .577 5.895E-02 -5.68E-02
cm6 .127 .680 -9.59E-03 .301 -5.92E-02 .480 -.120
cm7 -7.73E-02 -6.67E-02 .261 2.455E-03 .213 .853 .218
cm8 .196 .244 .726 -5.05E-02 .351 5.153E-02 -.153
cm9 9.319E-02 -4.13E-02 -5.53E-03 -1.25E-02 .878 .151 .297
cm10 .447 -4.15E-02 -1.56E-02 .457 9.736E-02 8.163E-03 .461
cm 11 .865 .203 -.103 6.467E-02 -3.12E-02 -6.05E-02 6.984E-02
cm12 .584 .608 .169 5.874E-02 5.507E-02 -5.69E-02 -2.38E-02
cm13 .822 .222 .210 .167 4.243E-02 .118 7.576E-02
cm14 .213 .918 -1.65E-02 -.105 -2.33E-02 -5.98E-02 7.552E-02
cm15 .471 .413 .141 .517 .355 -8.32E-02 .114
cm16 .633 -.178 .306 .279 .390 3.554E-02 -7.87E-02
cm17 .609 .537 .370 .161 -7.94E-03 .209 -3.69E-02
cm18 6.797E-02 6.757E-02 .809 .378 -.123 .122 .169
cm19 .289 .143 5.586E-02 .802 -.157 .137 .236
cm20 6.835E-02 .605 -2.99E-02 .268 .565 -.208 8.050E-02
cm21 .457 .106 -2.68E-02 .649 .168 .312 -8.87E-02
cm22 6.461 E-03 -3.31 E-04 -2.03E-02 6.035E-02 .208 8.089E-02 .943

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.

a Rotation converged in 12 iterations.

From the final varimax rotated matrix above we can see that: 

^  Variable 11,12,13,16,and 17 load heavily on Factor 1 

^  Variable 12,14 and 20 load heavily on Factor 2 

Variable 1,8 and 18 load heavily on Factor 3 

> Variable 5,15,19 and 21 load heavily on Factor 4 

y  Variable 5,9 and 20 load heavily on Factor 5 

r  Variable 2,3 and 7 load heavily on Factor 6 

^  Variable 22 loads heavily on Factor 7

The above 7 Factors/Components extracted from Management Security criteria 

explain most of the variance observed in the 22 components that were used to 

address these category.
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The factors and the countermeasures they represent are summarized below:

1 Factor Countermeasures
i > Pre-employment screening is done regarding the applicant’s 

previous employment, formal education, criminal history, personal 
financial situation, drugs and alcohol abuse.

> Technical personnel are cross-trained in all aspects of managing and 
maintaining your computer resources

^  All software configuration changes follow a written procedure
> Has a mission or business impact analysis been conducted?
> Tests and examinations of key controls routinely made e.g. network 

scans, analysis of router & switch settings etc
2 > A documented network configuration control procedure exists

> A written hardware configuration control procedure is available
> Resigned or terminated employees are removed from premises
> Computer users have had training on systems hardware and software 

they use
3 > Security responsibility assigned to ensure that adequate security is 

provided for the mission-critical IT systems
> A policy on the use of personal computers or communication exists
> Protection against natural disaster
> Security alerts & security incidents are analysed & remedial actions 

taken
4 > A documented procedure exists for adding & removing network

users
> Risk assessments are performed & documented on a regular basis 

whenever the system, facilities, or other conditions change
> Management ensures that corrective actions are effectively 

implemented
Computer users have had formal or informal computer security
training

5 > The duties of individuals are separated by a procedure or software
> Computer users have had training on systems hardware and software 

they use
6 > There are dedicated leased lines for system communication

> There exists redundant communication links
1_ > Policy forbids using unauthorized or illegally obtained software
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Factor Analysis for Operation Security Countermeasures
Descriptive Statistics

Mean
Std.

Deviation Analysis N
cm23 4.6207 .6769 29
C24 4.1034 1.0805 29
C25 4.6207 .6769 29
C26 4.2759 1.2217 29
C27 4.7586 .5766 29
C28 4.6552 .8567 29
C29 3.2759 1.6013 29
C30 2.3103 1.4664 29
C31 3.9655 1.4011 29
C32 4.0345 1.3491 29
C33 4.5517 1.0885 29
C34 4.9310 .3714 29
C35 4.8276 .4682 29
C36 4.4138 1.1501 29
C37 4.2069 1.1458 29
C38 4.8966 .3099 29
C39 4.8621 .3509 29
C40 4.6207 .7752 29
C41 4.5172 1.0896 29
C42 4.6552 .8567 29
C43 4.9310 .2579 29
C44 4.0690 1.3345 29
C45 4.0000 1.4639 29
C46 3.6897 1.4418 29
C47 4.7931 .4123 29
C48 4.2414 1.1543 29
C49 4.8276 .3844 29
C50 4.4138 .8667 29
C51 4.4828 1.1838 29
C52 4.2069 1.2643 29
C53 4.4483 .9851 29
C54 4.6552 .7209 29
C55 4.7241 .6490 29

The average mean score on the countermeasure ratings in the category of 

Operational Security is 4.3814 rounded oft to 4. This is a high indication 

Operational Security practice implementation and can easily be attributed to th 

procedures that have been established and regulated over time by the Central Bank
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ot Kenya, which acts as the “eye “for the depositors funds and ensures prudent 

Banking practices which are supposed to secure c customer funds.

Correlation ffl&trix

tm23C24 C25 C26 C27 C28 C29 C30 C31 C32 C33 C34 C35 C36 C37 C38 C39 C40 C41 C42 C43 C44 C4‘ C46 C4> C48
Corn cnjooo.300 .065 .304 123 .382 .364 .159 014 .132 045 .461 .124 025 ,151 .658 524 >329 .421 .013 .459 .425 1216 ,095 .09} 167

c:3)300 000 .202 .492 .443 .464 .561 407 120 .267 ,132 374 .460 .166 .386 .353 227 ,347 ,529 271 .539 .292 .587 [251 .05) .466
cij065 [202 .000 .433 .306 .444 .430 .159 325 102 .197 108 124 066 .033 ,317 .373 .533 .276 049 459 .267 ,324 ,204 l60 j ,213
ci*304 492 433 ^000 .351 674 .453 409 340 .232 231 358 086 .272 .111 ,267 ,175 567 613 008 .403 .492 .659 ,213 1 1 ' .483
ci 123 .443 .306 j.351 .000 .621 .191 .261 343 ,011 .618 253 634 425 .457 ,055 .006 .507 547 187 ,124 ,301 .592 ,164 .0 6 ' ,252
C l5382 .464 .444 (.674 ,621 000 .488 .259 287 011 .403 372 025 005 >148 .264 .193 818 848 070 ,212 428 .541 ,113 .0 0 ' .304
C l 364 1561 430 .453 .191 .488 rooo 419 .091 276 053 r273 018 045 221 491 ,451 490 591 202 .394 342 ► 198 .038 >25? .484
C2 159 407 .159 .409 ,261 .259 .419 000 301 247 135 172 >185 .281 109 ,309 225 202 343 054 ,248 .262 .316 ,199 >06' .081
C3 014 1120 .325 340 i343 .287 .091 301 000 .056 200 142 154 .231 .018 >009 .063 251 129 100 .092 135 435 ,242 .01 } ,083
C3 132 [267 .102 232 ,011 .011 .276 .247 056 000 .086 433 103 .382 342 .077 ,140 047 206 103 .007 ,078 ,145 .068 ,17) ,109
C3 045 132 .197 231 .618 403 .053 .135 200 086 000 079 404 410 .507 .037 .074 215 202 172 ,114 145 ,336 .409 .21 t 089
C3 461 .374 108 ,358 253 .372 273 172 r142 433 079 000 071 .236 .203 064 1076 402 621 077 >051 >298 ,394 .092 0 9 ' 040
C3 124 .460 >124 ,086 .634 .025 r018 ,185 154 103 404 071 .000 .535 468 365 285 010 029 381 490 306 417 .341 17) 344
C3 025 .166 >066 272 .425 .005 .045 281 .231 382 410 (.236 .535 .000 475 024 .031 018 051 005 100 423 509 .403 .03) 110
C3 151 .386 ^033 111 .457 148 (221 109 018 342 507 i.203 .468 475 000 .062 074 ,092 111 003 t050 154 298 >192 01 ) 177
C3 658 r353 l31 7 267 >055 .264 491 309 009 077 037 064 .365 024 >062 000 849 .277 164 130 801 536 157 .245 .38 5 372
C3 524 .227 373 175 .006 .193 451 225 063 140 074 076 .285 031 074 849 000 326 ,100 074 680 402 070 124 ,53) 261
C4 329 .347 533 567 507 .818 490 202 251 047 215 402 .010 018 092 277 326 000 748 096 222 579 566 178 .301 306
C4 421 .529 276 613 547 848 591 343 129 206 202 621 029 051 111 164 100 748 000 045 131 417 537 038 071 323
C4 013 .271 049 008 187 070 202 054 100 103 172 077 381 005 003 130 074 096 045 000 212 010 085 148 0 0 ' 737
C4 459 .539 459 403 124 212 394 248 092 007 114 051 490 100 050 801 680 222 131 212 000 326 284 132 53) 418
C4 425 .292 267 492 301 428 342 262 135 078 145 298 306 423 154 536 402 579 417 010 326 000 658 568 351 360
C4 216 587 324 659 592 541 198 316 435 145 336 394 417 509 298 157 070 566 537 085 284 658 000 541 11) 275
C4 095 251 204 213 164 113 038 199 242 068 409 092 341 403 192 245 124 178 038 148 132 568 541 000 12) 175
C4 093 050 605 117 067 007 252 067 013 179 214 097 179 036 018 386 536 304 071 007 533 351 118 128 00) 184

C4 167 466 213 483 252 304 484 081 083 109 089 040 344 110 177 372 261 306 323 737 418 360 275 175 18 1 000
C4 426 302 426 409 289 572 544. 288 121 195 150 086 226 086 165 744 612 492 391 030 596 511 254 158 44) 419

C5 149 085 277 044 222 186 146 148 164. 104.288 130 082 214 305 032 077 136 083 103 132 098 113 065 54) 075

C5 281 323 148 226. 124 135 248 028 054 033 131 078 413 058 029 530 424 362 104 557 464 611 247 363 35) 722

C5 137 428. 178. 378 071 068 182 080 206. 163,268 336 243 111 117 148 147 229 127 398 264 436 347 311 291 478

C5 057 156 218 047 009 107 190 321 063 337. 094. 108 174 303 548 157 185 097 157 107 015 220 050 101 0 2 ' 099

C5 308 506.454. 680 [566 841 426. 274 235 160 206 442 029. 006 176 154 229 780 781 026 252 285 575 004 11 > 318

C5 3221450 648. 685 484 [722 488 243. 107 093. 122 511 073 063 079 208 141 636 714 049 309. 476 564 134 31 )l 235

aOeterminant = .000
&This matrix is not positive definite.

Covariance M atrix

3 This matrix is not positive definite.
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Communalities

Initial Extraction
cm2 3 1.000 .823
C24 1.000 .722
C25 1.000 .828
C26 1.000 .737
C27 1.000 .870
C28 1.000 .950
C29 1.000 .827
C30 1.000 .708
C31 1.000 .771
C32 1.000 .723
C33 1.000 .848
C34 1.000 .908
C35 1.000 .920
C36 1.000 .732
C37 1.000 .821
C38 1.000 .968
C39 1.000 .824
C40 1.000 .846
C41 1.000 .905
C42 1.000 .902
C43 1.000 .905
C44 1.000 .901
C45 1.000 .857
C46 1.000 .729
C47 1.000 .927
C48 1.000 .893
C49 1.000 .822
C50 1.000 .699
C51 1.000 .940
C52 1.000 .797
C53 1.000 .786
C54 1.000 .835
C55 1.000 .841

Extraction Method: Principal Component Analysis.

The communalities for each variable indicates the proportion of the variance of the 

variable that is due to the factors, for example 82.3% of the variance in variable 23

is due to the factors.
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Total Variance Explained

Component

Initial Eigenvalues
Extraction Sums of Squared 

Loadings Rotation Sums of Sguared Loadin

Total
% o f

Variance
Cumulativ 

e % Total
%of

Variance
Cumulativ 

e % Total
% 0f

Variance
Cumula

e
1 9.642 29.218 29.218 9.642 29.218 29.218 6.715 20.349 2 0 3

2 4.048 12.268 41.486 4.048 12.268 41.486 4.207 12.747 33.0!

3 3.324 10.074 51.560 3.324 10.074 51.560 3.157 9.568 42&

4 2.532 7.672 59.232 2.532 7.672 59.232 3.005 9.106 51.7

5 2.182 6.613 65.845 2.182 6.613 65.845 2.443 7.404 59.1'

6 1.895 5.742 71.587 1.895 5.742 71.587 2.308 6.994 66.1i

7 1.552 4.702 76.288 1.552 4.702 76.288 2.023 6.130 72.2!

8 1.278 3.873 80.162 1.278 3.873 80.162 1.984 6.014 78.3

9 1.111 3.366 83.528 1.111 3.366 83.528 1.721 5.215 83.5:

10 .925 2.804 86.332
11 .813 2.463 88.795
12 .774 2.346 91.141
13 .567 1.718 92.859
14 .461 1.396 94.255
15 .389 1.180 95.435
16 .358 1.086 96.521
17 .325 .985 97.507
18 .246 .747 98.253
19 .210 .638 98.891
20 .140 .424 99.315
21 8.259E-02 .250 99.565
22 5.743E-02 .174 99.739
23 3.703E-02 .112 99.851
24 2.579E-02 7.816E-02 99.930
25 1.765E-02 5.348E-02 99.983
26 5.600E-03 1.697E-02 100.000
27 6.186E-16 1.875E-15 100.000
28 4.951E-16 1.500E-15 100.000
29 3.435E-16 1.041E-15 100.000
30 1.589E-16 4.814E-16 100.000
31 4.752E-17 1.440E-16 100.000
32 -1.54E-16 -4.66E-16 100.000
33 -4.88E-16 -1.48E-15 100.000

Extraction Method: Principal Component Analysis.

Performing a principal components analysis generates the result shown in the tables 

above, which shows the communalities and the eigenvalues. The communahties for 

each variable indicate the proportion of the variance of the variable that is due to
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:he factors. The eigenvalues express the variances extracted by the factors, for 

example factor 1 explains 29.218% of the total variance 

Since the first nine factors were the only ones that had eigenvalues > l,the final 

factor solution will represent 83.5% of the variance in the data.

To extract the principal components the initial factor matrix was orthogonally 

rotated to maximize the variance using varimax rotation. The varimax rotated 

factor matrix is shown in the table below.
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Rotated Component Matrijf

ComDonent
1 2 3 4 5 6 7 8 9

cm23 .313 .700 -2.40E-02 -3.92E-02 .122 -.271 -6.13E-02 .346 -,U 5
C24 .437 .268 .325 .396 -4.27E-02 -2.94E-02 .237 .305 .211
C25 .482 .226 9.500E-02 -1.94E-02 -6.55E-03 .643 -.130 -.188 .2(4
C26 .691 .135 4.124E-02 .158 .199 5.372E-02 .142 .162 .355
C27 .561 -4.13E-02 .695 .142 1.508E-02 -9.03E-02 -7.91 E-02 -.103 .160
C28 .931 .164 8.565E-02 4.519E-03 7.800E-02 -.131 -1.68E-02 -.140 7.312E-02
C29 .559 .374 -5.55E-02 .257 -9.74E-02 .183 .488 -3.23E-03 -.156
C30 .263 .194 2.830E-02 -1.56E-02 2.439E-02 -4.44E-03 .609 4.132E-02 .476
C31 .172 -2.16E-02 9.979E-02 -9.07E-02 .174 -3.97E-02 -1.09E-02 -.125 .822
C32 .116 -.147 8.710E-02 7.941 E-02 -8.19E-02 -8.43E-02 .580 .567 -4.86E-02
C33 .297 -.138 .660 -.149 .171 -.191 5.616E-02 -.463 2.124E-02
C34 .509 -7.01 E-02 3.400E-02 -5.02E-02 .164 -.175 2.786E-02 .731 -.217
C35 -.111 .301 .794 .354 .127 5.100E-02 -8.00E-02 -7.57E-03 .189
C36 -4.62E-02 -4.38E-02 .658 -3.88E-02 .372 -5.53E-02 .251 .238 .181
C37 9.493E-02 4.523E-02 .757 4.906E-03 5.075E-02 -7.82E-02 .395 9.308E-02 -.251
C38 .102 .938 3.758E-03 .161 .175 4.224E-02 .113 -7.59E-02 1.633E-02
C39 7.585E-02 .867 -6.08E-03 5.995E-02 9.234E-02 .195 8.954E-02 -9.19E-02 -2.80E-03
C40 .837 .149 -1.61 E-02 2.822E-02 .285 .191 -1.45E-02 -5.91 E-02 -3.25E-02
C41 .918 6.686E-02 6.796E-04 8.881 E-02 2.303E-02 -.150 8.110E-02 .142 -1.97E-02
C42 -7.42E-02 2.840E-02 7.610E-02 .923 -.185 -2.58E-02 -3.93E-02 1.619E-02 -3.69E-02
C43 .104 .793 .160 .259 -6.38E-02 .288 -3.67E-02 .145 .253
C44 .359 .335 .102 .115 .771 .123 .136 8.513E-02 -2.23E-02
C45 .534 2.546E-02 .401 4.144E-02 .472 3.513E-02 5.839E-03 .226 .365
C46 2.997E-02 7.654E-02 .258 1.071 E-02 .784 1.791 E-02 2.530E-02 -5.71 E-02 .191
C47 2.544E-02 .399 5.023E-02 1.172E-02 .158 .847 -.113 3.142E-02 -8.66E-02
C48 .298 .187 9.837E-02 .851 .127 5.028E-02 6.412E-02 -9.00E-02 -7.67E-02
C49 .421 .684 8.221 E-02 7.320E-02 .123 .115 .126 -.348 -1.53E-02
C50 -4.95E-02 -5.53E-02 -.295 .128 2.274E-02 .756 .108 -4.46E-02 -6.53E-02
C51 4.978E-02 .349 -1.70E-02 .718 .507 .137 -9.71 E-02 4.512E-02 -.110

C52 8.450E-02 2.335E-02 -3.47E-02 .572 .419 .226 6.810E-04 .448 .182

C53 -.220 .103 .239 -9.21 E-02 .163 -2.63E-02 .794 -4.03E-02 -3.99E-02

C54 .884 .114 .110 2.706E-02 -8.61 E-02 2.517E-02 -1.16E-02 8.440E-02 .116

C55 .802 .106 9.692E-02 -4.10E-03 7.375E-02 .308 -9.63E-02 .252 7.017E-02

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.

a- Rotation converged in 10 iterations.

From the final varimax rotated matrix above we can see that: -

> Variable 26,27,28,29,34,40,40,41,54 and 55 load heavily on Factor 1 (cm23)

> Variable 23,38,39,43 and 49 load heavily on factor 2 (cm24)

> Variable 27,33,35,36 and 37 load heavily on factor 3 (cm25)

> Variable 42,48,51 and 52 load heavily on factor 4 (cm26) 

y  Variable 44 and 46 load heavily on factor 5 (cm27)
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r  Variable 26 and 50 load heavily on factor 6 (cm28)

'  Variable 30,32 and 53 load heavily on factor 7 (cm29)

> Variable 34 load heavily on factor 8 (cm30)

The factors and the countermeasures they represent are summarized below:

F a c to r C o u n te rm e a s u re s
I r  T h e re  e x is t  d o c u m e n te d  jo b  d e s c r ip tio n s  th a t a c c u ra te ly  re f le c t  a s s ig n e d  d u tie s  

&  r e s p o n s ib i l i t ie s  &  th a t se g re g a te  d u tie s  

r  T h e  ro o m  w h ic h  h o u se s  th e  c o m p u te rs  has re s tric ted  a c c e s s  

r  C o m m u n ic a t io n  a c c e ss  p o in ts  a re  k e p t lo ck ed  

r  L o g - in  a t te m p ts  are  lim ited  to  a  s p e c if ic  n u m b e r  fo r th e  n e tw o rk  u se rs  

'y C r i t ic a l  d a ta  is  s to re d  in  f ir e p ro o f  s a fe s  

r  F ire  d e te c t io n  e q u ip m e n t are  in s ta lle d  in th e  c o m p u te r  ro o m  

y  L o c k s  a re  in s ta l le d  fo r  d o o rs  to  th e  c o m p u te r  te rm in a l s p a c e  and  n e tw o rk  
c o n tr o l le r s

'"r A c c e s s  to  ta b le s  d e f in in g  n e tw o rk  o p tio n s , re so u rc e s  a n d  o p e ra to r  p ro f ile s  is 
r e s tr ic te d

2 >  S y s te m  p re v e n ta t iv e  m a in te n a n c e  is d o n e  o n  a re g u la r  b a s is  
y  A  b a c k u p  p o w e r  s o u rc e  e.g . b a t te ry  o r  g e n e ra to r , is in s ta l le d  
y  A c c e s s  to  th e  c o m p u te r  fuse o r  c irc u it  b re a k e r  pane l is  c o n tro lle d  
y  T h e re  is  a  d is a s te r  re c o v e ry  s i te  
y  Y o u  s to r e  c o p ie s  o f  b a c k -u p  m e d ia  fo r  the  c o m p u te r .

3 y  D a ta  th a t  a r e  c r itic a l to  the  m is s io n  is s to re d  o f f  s ite  
y  V e n d o r  ( lo g o n )  id e n tif ic a tio n  a re  re m o v e d  from  th e  n e tw o rk  se rv e r  
y  C o m p u te r  sc re e n s  a re  c re a te d  a w a y  from  p a sse rsb y  

^  A  u n in te r ru p t ib le  P o w e r  S u p p ly  (U P S ) is in s ta lle d  fo r  y o u r  sy s te m

4 ^  F ire  e x t in g u is h in g  sy s te m s  a re  in s ta lle d  in th e  c o m p u te r  ro o m  

y  A  p r o c e d u r e  fo r  th e  m a n a g e m e n t o f  m a g n e tic  m e d ia  e x is ts  

^  A c c e s s  s c r ip ts  w ith  e m b e d d e d  p a s sw o rd s  a re  p ro h ib ite d  

^  A ll s o f tw a r e  c o n f ig u ra tio n  c h a n g e s  fo llo w  a  w ritte n  p ro c e d u re
5 ^  In d iv id u a ls  w h o  a re  a u th o r is e d  to  b y p a ss  s ig n if ic a n t te c h n ic a l  &  o p e ra tio n a l 

c o n tro ls  a r e  sc re e n e d  p r io r  to  a c c e s s  &  p e r io d ic a lly  a f te r  

^  T h e  D u t ie s  o f  in d iv id u a ls  a re  se p a ra te d  b y  a p ro c e d u re  o r  so f tw a re
6 y  Y o u  r e m o v e  d a ta  s to ra g e  m e d ia  fro m  the  sy s te m  w h e n  n o t in u se

7 y  S a fe g u a rd  c o m p u tin g  fa c ility
y  P a rtia l b a c k u p s  a re  d o n e  at le a s t o n c e  a  d a y  and  fu ll b a c k u p s  o f  n e tw o rk  f ile s  a rc  

d o n e  a t le a s t  o n c e  a  w eek
y  Is in f o r m a t io n  o r  m e d ia  p u rg e d , o v e rw ritte n  o r d e s tro y e d  w h e n  d is p o s e d  o r  u se d  

e ls e w h e re ?
8 y  L og  - i n  a t te m p ts  a re  lim ite d  to  a  sp e c if ic  n u m b e r  fo r  th e  n e tw o rk  u se rs
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Factor Analysis for Technical security Countermeasures
Descriptive Statistics

Mean
Std.

D eviation Analysis N
CM56 4.7241 .6490 29
CM57 4.6552 .8140 29
CM58 4.7586 .7863 29
CM59 4.8621 .3509 29
CM60 4.3448 1.0446 29
CM61 4.3793 1.0493 29
CM62 4.6897 .5414 29
CM63 4.7931 .4913 29
CM64 4.9310 .2579 29
CM65 4.5862 .8667 29
CM66 3.7931 1.2923 29
CM67 4.5517 .8696 29
CM68 4.0690 1.3074 29
CM69 4.5862 .8667 29
CM70 4.5172 .8710 29

The average mean score on the countermeasure ratings in the category of 

Operational Security is 4.2205 rounded off to 4. This is a high indication of 

Technical Security practice implementation and can easily be attributed to the 

sensitive data that is handled in this sector.
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Correlation Matrix

C M 5 6 C M 5 7 C M 5 8 C M 5 9 C M 60 C M 61 C M 6 2 C M 6 3 C M 64 C M 6 5 C M 66 C M 67 CM68«C M 6 9 C M 7 0

C o r r e i a  CM .0 0 0 .6 2 5 .7 0 5 .141 .0 9 3 .1 0 7 .561 .0 3 9 .3 0 9 .0 4 4 .2 2 8 .1 5 3 .1 0 7 .2 9 8 .0 0 9

CM .6 2 5 1 .0 0 0 .9 2 6 .2 0 3 .1 8 7 .1 5 9 .1 5 4 .1 7 2 .2 2 3 - .0 0 7 -.0 0 2 .1 7 7 -.0 4 4 - .0 0 7 - .0 4 2

CM .7 0 5 .9 2 6 1 .0 0 0 .1 3 4 .061 .0 7 2 .0 6 9 .051 .2 6 7 .0 0 5 - .0 1 6 .2 0 2 - .0 8 7 .0 0 5 -.0 2 0

CM .141 .2 0 3 .1 3 4 1 .000 .3 2 9 .2 4 4 .331 .4 5 0 .6 8 0 .5 1 0 .2 5 0 .6 0 9 .1 7 7 .5 1 0 .4 7 5

CM .0 9 3 .1 8 7 .0 6 1 .3 2 9 1 .000 .7 5 6 .2 5 9 .3 5 3 .4 8 9 .0 4 5 .2 4 0 .0 1 9 .0 8 7 .0 4 5 .0 7 2

CM .1 0 7 .1 5 9 .0 7 2 .2 4 4 .7 5 6 1 .0 0 0 .2 7 7 .1 5 8 .4 9 6 - .0 1 8 .3 7 6 - .0 4 2 .2 9 3 - .0 1 8 -.0 2 7

CM .561 .1 5 4 .0 6 9 .331 .2 5 9 .2 7 7 1 .000 .1 5 3 .3 5 3 .3 2 5 .5 6 9 .2 2 5 .3 8 5 .7 0 6 .2 7 7

CM .0 3 9 .1 7 2 .0 5 1 .4 5 0 .3 5 3 .1 5 8 .1 5 3 1 .000 .4 4 7 .3 7 9 -.0 1 4 .3 6 0 - .0 8 8 .0 4 3 .0 0 9

CM .3 0 9 .2 2 3 .2 6 7 .6 8 0 .4 8 9 .4 9 6 .3 5 3 .4 4 7 1.000 .1 8 7 .2 7 7 .1 7 6 .0 1 5 .1 8 7 .1 6 4

CM .0 4 4 - .0 0 7 .0 0 5 .5 1 0 .0 4 5 - .0 1 8 .3 2 5 .3 7 9 .1 8 7 1 .0 0 0 .3 9 9 .8 8 2 .4 9 9 .7 6 2 .7 1 9

CM .2 2 8 - .0 0 2 - .0 1 6 .2 5 0 .2 4 0 .3 7 6 .5 6 9 - .0 1 4 .2 7 7 .3 9 9 1 .0 0 0 .2 6 4 .6 8 5 .5 9 0 .3 5 2

CM .1 5 3 .1 7 7 .2 0 2 .6 0 9 .0 1 9 - .0 4 2 .2 2 5 .3 6 0 .1 7 6 .8 8 2 .264 1 .0 0 0 .4 0 5 .6 9 3 .6 9 4

CM .1 0 7 - .0 4 4 - .0 8 7 .1 7 7 .0 8 7 .2 9 3 .3 8 5 - .0 8 8 .0 1 5 .4 9 9 .6 8 5 .4 0 5 1 .0 0 0 .5 9 3 .4 3 8

CM .2 9 8 - .0 0 7 .0 0 5 .5 1 0 .0 4 5 - .0 1 8 .7 0 6 .0 4 3 .1 8 7 .7 6 2 .5 9 0 .6 9 3 .5 9 3 1 .0 0 0 .7 1 9

CM .0 0 9 - .0 4 2 - .0 2 0 .4 7 5 .0 7 2 - .0 2 7 .2 7 7 .0 0 9 .1 6 4 .7 1 9 .3 5 2 .6 9 4 .4 3 8 .7 1 9 1 .0 0 0

S i g .  (1 - CM .0 0 0 .0 0 0 .2 3 3 .3 1 6 .291 .001 .421 .051 .411 .1 1 8 .2 1 4 .2 9 0 .0 5 8 .4 8 2

CM .0 0 0 .0 0 0 .1 4 6 .1 6 6 .2 0 6 .2 1 3 .1 8 6 .1 2 3 .4 8 6 .4 9 5 .1 7 9 .4 1 0 .4 8 6 .4 1 5

CM .0 0 0 .0 0 0 .2 4 4 .3 7 6 .3 5 6 .3 6 0 .3 9 6 .081 .4 8 9 .4 6 8 .1 4 7 .3 2 6 .4 8 9 .4 5 9

CM .2 3 3 .1 4 6 .2 4 4 .041 .101 .0 4 0 .0 0 7 .0 0 0 .0 0 2 .0 9 6 .0 0 0 .1 7 9 .0 0 2 .0 0 5

CM .3 1 6 .1 6 6 .3 7 6 .041 .0 0 0 .0 8 7 .0 3 0 .0 0 4 .4 0 9 .1 0 5 .461 .3 2 8 .4 0 9 .3 5 6

CM .291 .2 0 6 .3 5 6 .101 .0 0 0 .0 7 3 .2 0 7 .0 0 3 .4 6 4 .0 2 2 .4 1 5 .0 6 2 .4 6 4 .4 4 5

CM .001 .2 1 3 .3 6 0 .0 4 0 .087 .0 7 3 .2 1 4 .0 3 0 .0 4 2 .001 .1 2 0 .0 2 0 .0 0 0 .0 7 3

CM .421 .1 8 6 .3 9 6 .0 0 7 .0 3 0 .2 0 7 .2 1 4 .0 0 8 .021 .4 7 2 .0 2 7 .3 2 5 .4 1 2 .4 8 2

CM .0 5 1 .1 2 3 .081 .0 0 0 .004 .0 0 3 .0 3 0 .0 0 8 .1 6 5 .0 7 3 .181 .4 7 0 .1 6 5 .1 9 7

CM .411 .4 8 6 .4 8 9 .0 0 2 .4 0 9 .4 6 4 .0 4 2 .021 .1 6 5 .0 1 6 .0 0 0 .0 0 3 .0 0 0 .0 0 0

CM .1 1 8 .4 9 5 .4 6 8 .0 9 6 .1 0 5 .0 2 2 .001 .4 7 2 .0 7 3 .0 1 6 .0 8 3 .0 0 0 .0 0 0 .0 3 0

CM .2 1 4 .1 7 9 .1 4 7 .0 0 0 .461 .4 1 5 .1 2 0 .0 2 7 .181 .0 0 0 .0 8 3 .0 1 5 .0 0 0 .0 0 0

CM .2 9 0 .4 1 0 .3 2 6 .1 7 9 .3 2 8 .0 6 2 .0 2 0 .3 2 5 .4 7 0 .0 0 3 .0 0 0 .0 1 5 .0 0 0 .0 0 9

CM .0 5 8 .4 8 6 .4 8 9 .0 0 2 .4 0 9 .4 6 4 .0 0 0 .4 1 2 .1 6 5 .0 0 0 .0 0 0 .0 0 0 .0 0 0 .0 0 0

CM .4 8 2 .4 1 5 .4 5 9 .0 0 5 .3 5 6 .4 4 5 .0 7 3 .4 8 2 .1 9 7 .0 0 0 .0 3 0 .0 0 0 .0 0 9 .0 0 0
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Communalities

Initial Extraction
CM56 1.000 .827
CM57 1.000 .857
CM 58 1.000 .918
CM59 1.000 .752
CM60 1.000 .749
CM61 1.000 .803
CM62 1.000 .646
CM63 1.000 .645
CM64 1.000 .709
CM65 1.000 .880
CM66 1.000 .764
CM67 1.000 .884
CM68 1.000 .701
CM69 1.000 .906
CM70 1.000 .697

Extraction Method: Principal Component Analysis.

The communalities for each variable indicates the proportion of the variance of the 

variable that is due to the factors, for example 82.7% of the variance in variable 56 

is due to the factors.

Total Variance Explained

Initial Eiaenvalues
Extraction Sums of Squared 

Loadings Rotation Sums of Squared Loadin

% of Cumulativ %of Cumulativ % of Cumula

Component Total Variance e % Total Variance e % Total Variance e %

1 5.112 34.080 34.080 5.112 34.080 34.080 3.616 24.105 24.1i

2 2.824 18.824 52.903 2.824 18.824 52.903 2.779 18.527 42.6:

3 2.049 13.659 66.562 2.049 13.659 66.562 2.702 18.013 60.6*

4 1.755 11.699 78.261 1.755 11.699 78.261 2.642 17.615 78.2<

5 .909 6.060 84.321
6 .693 4.617 88.938
7 .511 3.409 92.347

8 .300 2.001 94.348

9 .268 1.784 96.133

10 .202 1.346 97.479

11 .176 1.171 98.649

12 .123 .817 99.466

13 5.024E-02 .335 99.801

14
15

2.646E-02
3.368E-03

.176
2.245E-02

99.978
100.000

Extraction Method: Principal Component Analysis.
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Since the first four factors were the only ones that had eigenvalues > 1 ,the final 

•'actor solution will only represent 78.2% of the variance in the data.

Rotated Component Matrix

Component
1 2 3 4

CM56 6.738E-03 .320 5.813E-02 .849
CM57 3.434E-02 -7.71 E-02 .154 .909
CM58 4.419E-02 -8.61 E-02 4.176E-02 .952
CM59 .673 3.017E-02 .532 .123
CM60 -6.82E-02 .165 .846 1.480E-02
CM61 -.221 .362 .789 1.287E-02
CM62 .202 .687 .251 .265
CM63 .435 -.339 .582 5.023E-02
CM64 .228 4.912E-02 .773 .240
CM65 .898 .265 4.189E-02 -4.54 E-02
CM66 .175 .830 .212 -1.88E-04
CM67 .921 .124 1.960E-02 .143
CM68 .287 .780 -8.13E-03 -9.50E-02
CM69 .697 .642 -4.64 E-02 7.420E-02
CM70 .756 .344 -4.35E-02 -7.54E-02

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.

a- Rotation converged in 9 iterations.

To extract the principal components the initial factor matrix was orthogonally 

rotated to maximize the variance using varimax rotation as shown in the table

above.

From the final varimax rotated matrix above we can see that: -

> Variable 59,65,67,69 & 70 load heavily on factor l(cm56)

> Variable 62,66 and 68 load heavily on factor2 (cm57) 

Variable 60,61,63 and 64 load heavily on tactor 3(cm58)

> Variable 56,57 and 58 load heavily on factor 4(cm59)
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The factors and countermeasures they represent are summarized in the table
below

Factor C o u n te r m e a s u r e s
1 1

'

> A  w r i t te n  p ro c e d u re  e x is ts  fo r a c c e p ta n c e  te s tin g  o f  so f tw a re
> A c c e s s  to  files is re s tr ic te d  to  lo g ica l v ie w
> Y o u  h a v e  d e p lo y e d  f ire w a ll &  ID S
> A l te r n a t iv e  sy s te m  c o m m u n ic a tio n  p a th s  are  a v a ila b le
> S e n s i t iv e  d a ta  is  e n c ry p te d  b e fo re  tra n sm iss io n

■> > V e n d o r s  d o  n o t re ta in  th e ir  a c c o u n t o n  th e  sy s te m
> A c c e s s  to  ta b le s  d e f in in g  n e tw o rk  o p tio n s , r e s o u rc e s  a n d  o p e ra to r  p ro f i le s  

is r e s tr ic te d
> A c c e s s  to  o n lin e  aud it lo g s  is s tr ic tly  c o n tro lle d*>

|

> N e w  s o f tw a re  is  v a lid a te d  in  a c c o rd a n c e  w ith  an  e s ta b lis h e d  p o lic y
> S e n s i t iv e  d a ta  is e n c ry p te d  b e fo re  tra n sm iss io n
> A re  p a s s w o rd s  u n iq u e  &  d if f ic u lt  to  g u e s s
> A re  in a c t iv e  u s e r  id e n tif ic a tio n s  d is a b le d  a fte r  a  sp e c if ie d  p e r io d  o f  t im e

4 > U s e r s  h a v e  a p re -a u th o r is e d  se t o f  sy s te m  p r iv ile g e s  a n d  c o m m a n d s
> L o g  - i n  to  so f tw a re  a p p lic a tio n s  re q u ire s  a u n iq u e  id e n tif ie r
> Y o u  v iru s  scan  a ll so f tw a re  b e fo re  lo a d in g  in to  th e  sy s te m

Management, Operational and Technical security analysis in terms of the

actual score against the expected score.

Having performed factor analysis on the countermeasures in the three categories, 

there seems to be a clear indication that all the respondents scored an acceptable 

mean score of 4 out of the expected 5 for each variable, which is a high score. 

However, a general analysis in terms of actual versus expected scores reveal 

otherwise as outlined further.

Considering the three categories outlined earlier and the scores from the 

respondents to the respective questions, the Management Security area had a score 

of 84.42%, the Operational Security area had a score of 87.341% while the 

Technical Security area had a score of 90.67%. This has an overall indication score 

of 87% of the expected score.
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We can deduce that the area of Management security receives less emphasis as 

compared to the other two areas. There is greater emphasis on both the area of 

operational security and Technical security. This is a clear indication of the 

inheritance of the tight operational procedures in terms of operations within the 

Bank that have been developed over a period of time. The Technical Security has 

the highest attention and this can be attributed to the fact that the Banking sector 

trades in a commodity that is highly sensitive and thus requires complete 

safeguards from any kind of risk. This has been enhanced by the 

regulatory/supervisory Bank, the Central Bank of Kenya which ensures among 

other things that Information systems audit is carried out at least once in a year by 

external auditors. The Management Security area has a high score in terms ol 

achievement and this is as a result of technology setting pace in most of the 

businesses today, hence the need to understand the technology in use, the risks 

involved and how to mitigate those risks.
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4.5. Perceived Security Risk Related Problems.

Table 4.5: Perceived Security Risk Related Problems

Sector Industrial 
& Allied

Security Problem
Ranking
Mean Mode

a) Personnel and 
other people 

problems

5.3 6

b) Hardware 
failure.

4.6 5

c) Software 
failure.

5.5 8

d )Communication 
systems failure.

6.0 10

e) Physical 
building facilities.

3.1 1

f) Practices and 
procedures.

3.9 1

g) Laws and 
regulations.

3.1 1

The perceived security risks were ranked on a scale ot 1 to 10, where the least risk 

is ranked 1 and the highest risk is ranked 10. The analysis is based on the mean 

rank and the modal rank.
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Jn average majority of the respondents indicated moderate risks ranked between

3.1 and 6.00 for the security related problems as shown in Table 4.6.1 above.

However communication systems failure have a modal score ol 10 indicating that 

~iany of the respondents consider these problem to pose the highest risk to their 

jomputer systems. Across the Banks, the problem of laws and regulations, 

practices & procedures and physical building facilities are considered to be ot least 

risk with a modal Score of 1.
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Chapter 5

CONCLUSION

Summary and Conclusions.

In this chapter the conclusions arrived at from the research findings are discussed 

in light of the objectives of the study.

5.1. Conclusions on Status of IT Resources.

The study indicates that Banks have been using Computers for an average period of 

11 years in this country. Seven Banks among the respondents (23.3 %) have had 

their computer installations for well over 15 years.

 ̂ The study shows that there exists very low usage of mainframe computers as 

compared to the rest. A figure of 16.7%, which represents five Banks, is quite low. 

This can be attributed to the fact that these Banks had their first installations over 

15 years ago. Nevertheless, this is an indication that most of the Banks are 

installing the Risk based computing technology, which is the state of art 

technology, to run their business. Twenty-one Banks (70%) indicated that they 

have between 1 and 10 minicomputers. This shows that minicomputers have 

replaced the mainframes in terms of major back office operations in these 

institutions. Only 10% of the Banks, which formulate the major Banks in Kenya, 

have more than 30 minicomputers. This can be attributed to the fact that these 

banks handle voluminous transactions over a wide branch network.

•

The entire respondents have desktop personal computers (PCs), with 83.3 Zo 

j indicating that they have more than 30 computers. This signals that computing or
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process automation is taking root across the Banking spectrum, from small to large 

Banks in the Banking Industry.

In terms of investments in computer systems 66.7% of the Banks have investments 

of less than Kshs 50 Million, with 16.7% indicating that they have invested more 

than Kshs. 250 Million. The average IT investment in the Kenyan Banks is Kshs.

83.3 Million. This indicates that there is continued heavy investment in information 

, technology by these companies. The Finance and Investment sector has the highest 

level of Investments with 72.8% of the companies having more than 100 million in 

computer systems.

Although 33.3% of the Banks have made heavy investments ranging from Kshs 50 

Million to over Kshs. 250 Million in information technology, it is surprising that 

they do not have an information technology professional at the executive board 

level since 83.3% of the respondent companies indicated that they do not have the 

post of IT Director.

All the respondent Banks have access to the Internet. This implies that there is 

already in place technology to enrich them with knowledge on different issues in 

general and issues pertaining their work. It also indicates a positive move within 

the Banking sector towards reading itself for e-commerce and e-banking. However, 

to the contrary, the Banks’s corporate networks are now more exposed to computer 

viruses and other malicious codes that are spread through the Internet especially 

through electronic mail.

In terms of policy formulation most of the respondents (83.3%) indicated that they 

had a written and formal computer security policy. This adequately did also address 

hardware and software acquisition (88.2%).
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The frequency of security reviews varies evenly with most of the Banks some 

preferring monthly reviews (40%), others quarterly reviews and others annually 

(23.3) and others bi-annually(10%).However,3.3% of the respondents do not have 

a preferred frequency and perform reviews as and when need arises.. This means 

that 96.7% have a defined frequency for reviewing the security posture of their 

organizations.

Slightly over half (53.3%) of the Banks indicated that they do not have annual 

security budgets, this is close to the percentage (60%) of those companies that have 

IT budgets of KShs 5 million and below. In similar relative observation, it is shown 

that those Banks that have annual security budget (46.7%) have an IT budget of 10 

Million and above (40%). Therefore there appears to be a relationship between 

those that have high IT budgets of over Kshs 10 million and those who have 

security budgets and vice-versa.

Most of the information systems are used mainly for Transaction Process Systems 

(76%) and for Management Information Systems (70%). The use of Decision 

Support Systems (30%), Executive Information Systems (20%), Expert Systems 

(0%), and Strategic Information Systems (6%) is very low, an indication of limited 

use of specialist information systems is by the management in these institutions.

Most respondent indicated that most of the management staff has good computer 

literacy levels (66.7%). This is an indicator of high usage rate among the 

management staff.

Most of the respondent (76.6%)indicate that they have a formal strategic plan for 

their information technology.56.7% of the banks are locally owned, 26.7% foreign 

while 16.6% are jointly owned.
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All the respondent Banks indicated that the IT heads have undergone Computer 

Security Training. This implies that the IT heads rate the importance of IT Security 

highly in their priority lists/strategic plans.

Most of the information systems are used mainly for Transaction Process Systems 

(76%) and for Management Information Systems (70%). The use of Decision 

Support Systems (30%), Executive Information Systems (20%), Expert Systems 

(0%), and Strategic Information Systems (6%) is very low, an indication of limited 

use of specialist information systems is by the management in these institutions.

Most of the respondent companies (96.7%) indicated that the staff is aware of 

computer security threats. This is a good indication in the sense that most of the 

staff in the Banking sector are in a position to recognize and report any kind of 

system malfunctioning.

The results derived at from the responses to questions in section D of the 

questionnaire that addressed the issue of Computer security Awareness in the 

Banking Sector indicate that an average of 79.7% mark has been realized within 

the Banks in terms of Security Awareness

In conclusion, the results show that most of the Banks in Kenya have achieved a 

high level of Computer Security Awareness.

5.2 Conclusion on Vulnerability assessment and Factor Analysis.

The findings of this study indicates that the Banking sector on average have secure 

systems since the vulnerability levels to the susceptibilities considered in this study 

are all acceptable.

97



Considering the vulnerability levels, the highest susceptibility area is unauthorized 

physical access to computer systems, which implies that very few of the 

information systems/technology managers place little emphasis on securing 

computer rooms and communication access points such as the use of closed Circuit 

Television Monitoring, Sensors and Alarms, Biometrics access control and 

Electronic Badge System. This is a loophole that can lead to thefts of computers 

and computer parts, thus hampering the operations of the banks and by extension 

affecting the confidentiality, Integrity, Availability, Utility and assurance of the 

customer Data..

The other high vulnerability areas include: susceptibility to authentications; 

susceptibility to authorisations; susceptibility to communication technology; 

susceptibility to hardware failure or configuration change; susceptibility to key 

person dependency; susceptibility to business continuity; susceptibility to 

unauthorized physical access; susceptibility to unauthorized information theft or 

disclosure; susceptibility to user operator errors; susceptibility to software flaws or 

inadequacies; and susceptibility to theft of system resources.

This explains why some of the problems experienced by the Banks in Kenya

include:

> Fraudulent manipulation of financial transactions.

> Accidental misrouting of postings to client’s accounts.

> Network and communication failure.

> High rate of system downtimes

> Limited incidences of hacking.

> Software and database corruption.

> Password violations due to users sharing the passwords with colleagues.
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Therefore, the Banks need to address the mentioned areas of susceptibility, which 

have high vulnerability with a view of reducing the vulnerability levels 

substantively in order to minimize the repeated occurrence of the incidences

reported.

The factor analysis was performed across the three categories that represented the 

security framework namely Management, Operational and Technical Security.

The factor analysis performed on the area of Management Security extracted seven 

factors to represent the 22 variables.

The average mark on the countermeasure ratings in this category is 4.2461 rounded 

off to 4.This is above average score in terms of the expected score of 5 per 

countermeasure. Weighting. This is a good indication of management security 

practice and implementation within the Banking sector. This can be attributed to 

the fact that Information Technology has become central in the business operations 

thus inevitable for the managers to understand the technology that is running the 

business. Since the data dealt with in this sector is of high sensitivity, the managers 

have taken it upon themselves to ensure proper security policy and procedures are 

put in place.

Deducing from the factors that were extracted in this category: -

The first factor (Factor 1) is security responsibility assigned to ensure that adequate 

security is provided for the mission-critical IT systems. This factor is concerned 

with Accountability, Availability, Integrity and Utility of the system.
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The second factor (Factor 2) concerns the policy on the use of personal computers 

or communication. This factor is concerned with loss of confidentiality and to a 

greater extent addresses the security Culture.

The third factor (Factor 3) is concerned with reliable communication links. This 

factor is concerned with loss of availability and reliability.

The fourth factor (Factor 4) is a documented network configuration control 

procedure exists. This factor is concerned with loss of accuracy, assurance, culture 

and integrity.

The fifth factor (Factor 5) is a documented procedure exists for adding and 

removing network users. This factor is concerned with loss of accountability and 

security culture.

The sixth factor (Factor 6) is a written hardware configuration control procedure is 

available. This factor is concerned with Availability, Integrity and Utility of the

system.

The seventh factor (Factor 7) addresses redundant communication links. This factor 

is concerned with the loss of communication thus affecting Availability of the

system.

The factor analysis performed on the area of Operational Security extracted nine 

factors to represent the 33 variables.

The average mark on the countermeasure ratings in this category is 4.3814 rounded 

off to 4.This is the highest mean score in the three categories and is above the 

average score in terms of the expected score of 5 per countermeasure Weighting.
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This is a good indication of operational security practice and implementation 

within the Banking sector. This can be attributed to the fact that Banks have existed 

for a long period of time over which strict procedures and rules have been 

developed and implemented to counter fraudulent practices. This in Kenyan contest 

has a regulatory body, the Central Bank of Kenya that acts as the “dog watch” to 

the Banks and ensures that the operational manuals are followed to the later. This 

has resulted to Banks practicing prudent banking continue to operate while those 

that overlooked or ignored this laid down procedures have fallen victims to 

fraudulent practices, which has led them to statutory management or closure.

Deducing from the factors that were extracted in this category: -

The first factor (Factor 1) is system preventative maintenance is done on regular 

basis. This factor is concerned with loss of Availability of the system.

The second factor (Factor 2) is all positions are reviewed for sensitivity level. This 

factor is concerned with loss of confidentiality and accountability.

The third factor (Factor 3) is changes to the computer room environment setting are 

controlled. This factor is concerned with loss of availability.

The fourth factor (Factor 4) is there exist a documented job descriptions that 

accurately reflect assigned duties and responsibilities and that segregate duties. 

This factor is concerned with loss of accountability, assurance, culture and

integrity.

The fifth factor (Factor 5) is the room that houses the computers has restricted 

access. This factor is concerned with loss of accountability, availability and 

integrity.
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The sixth factor (Factor 6) is concerned with access to communication access 

points. This factor is concerned with Availability and Accountability of the system.

The seventh factor (Factor 7) is safeguard-computing facility using electronic 

badge systems etc. This factor is concerned with the loss of availability, 

accountability and integrity of the system.

The eighth factor (Factor 8) is security monitors and alarm systems. This factor is 

concerned with the loss of availability, accountability and integrity of the system

The nineth factor (Factor 9) is partial backups are done at least once a day and full 

backups of network files are done at least once a week. This factor is concerned 

with the loss of availability, utility, accountability and integrity of the system

The factor analysis performed on the area of Technical Security extracted four 

factors to represent the 14 variables.

The average mark on the countermeasure ratings in this category is 4.2205 rounded 

off to 4. This is a good indication of technical security practice and implementation 

within the Banking sector bearing in mind that computing is not that old in this 

country. This can be attributed to the fact that Banks handle highly sensitive data 

thus the need to put in place adequate technical security measures.
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Deducing from the factors that were extracted in this category: -

The first factor (Factor 1) is users have a pre-authorised set of system privileges 

and commands. This factor is concerned with the loss of Accountability, Integrity 

and Utility of the system.

The second factor (Factor 2) is log -in to software applications require a unique 

identifier. This factor is concerned with loss of confidentiality, accountability and

integrity of the system.

The third factor (Factor 3) is you virus scan all software before loading into the 

system. This factor is concerned with loss of accuracy, availability, utility, 

assurance, culture and reliability of the system.

The fourth factor (Factor 4) is a written procedure exists for acceptance testing ot 

software. This factor is concerned with loss of accuracy, assurance, culture and

integrity.

From the analysis all the factors that represented the Management Security area, 

factor 6 had the highest vulnerability within the Banking sector at a score of 7 out 

of the acceptable 9.25. Factors 1 and 2 had the least vulnerability.

In the area of Operational Security, Factor 7 had the highest vulnerability at a score 

of 9.25 while in the area of Technical security; Factor 4 had the highest 

vulnerability at a score of 5.375.

The countermeasure (factor 7 in operational security) is concerned with 

safeguarding of computing facilities via Electronic Badge systems, Biometrics and 

Closed circuit Television. This has received less attention and the banks need to
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strengthen their effort towards improving the countermeasure rating thus lowering 

the vulnerability level. The area of Technical security has the lowest vulnerability 

scores when benchmarked on security practices based on due diligence. In general, 

for an organisation to meet its mission/business objectives, it needs to implement 

its systems with due care consideration of IT-related risks to the organisation, its 

partners and customers. Thus the Banks through its response to the 

countermeasures have addressed the seven elements of security namely 

availability, accountability, integrity, confidentiality, assurance and security 

culture.

Confidentiality is dependent on Integrity, in that if the integrity of the system is 

lost, then there is no longer a reasonable expectation that the confidentiality 

mechanisms are still valid. Integrity is dependent on confidentiality, in that if the 

confidentiality of certain information is lost, then the integrity mechanisms are 

likely to be by-passed. Availability and accountability are dependent on 

confidentiality and integrity in that if confidentiality is lost for certain information, 

the mechanisms implementing these objectives are by passable while if system 

integrity is lost, then confidence I the validity of the mechanisms implementing 

these objectives is also lost. All these objectives are interdependent with assurance 

Security culture enables management to constantly make employees aware of the 

risks facing the IT installations they work with. According to Mwondi [2002],a true 

foundation of security is good policy. Without a policy, there is no clear-cut way 

of controlling the way procedures or devices are implemented or how to manage 

them. In controlling the security risks, the respondents considered a combination of 

the Management, Operational and Technical security controls in order to maximize 

the effectiveness. In this study, the outcome of the analysis portrays a contrast 

position to the statement of the problem earlier stated. It shows otherwise in that 

banks have managed to incorporate security controls that are commensurate with 

the new technology acquired or enhanced. This assessment is based on the fact that
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the analysis was benchmarked on due care approach to Computer security

Practices.

Because the elimination of all risk is usually impractical or close to impossible, it is 

the responsibility of senior Management and functional and business managers to 

use the least-cost approach and implement the most appropriate controls to 

decrease mission risk to an acceptable level, with minimal adverse impact on the 

organisation’s resources and mission.

5.3. Conclusion on Perceived Security Risk.

The perceived security risks were ranked on a scale of 1 to 10 and the analysis 

done based on mean and modal rank.

On average, the majority of the respondents indicated moderate risks ranked from

3.1 to 6.00 for the security related problems. However, communication systems 

failure received a high modal score of 10 indicating that majority of the 

respondents consider these problem to pose the highest risk to their computer

systems.

In conclusion, there is no simple answer to the problem of achieving overall 

information system security. Issuing a policy is the first line of defense in a 

company’s strategy to ensure that its network and information is safeguarded. The 

policy should be designed around the customs of a business, failing which its 

implementation would be difficult. Representatives of all cadres within the 

business should have a role to play in policy formulation one needs to keep the 

reader in mind by for example, including more technical detail for IT system 

personnel or using plan language for the average user. The policy should cover 

everything that cuts across the Management, Operational and technical security
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controls. Until that goal has been achieved, we will be unable to fulfill the promises 

of trustworthy open systems architecture and a secure worldwide network

computing.

5.4 Recommendations.

The growing dependence of the organizations on computer-based systems means 

that the data they hold and the ability to process the same constitutes a major 

corporate asset. Data has no value until it is transformed by the application of 

intellectual process into information. Because information is company’s most 

valuable asset, it must be the primary focus of corporate security. Therefore 

anything that denies the continued access to these assets jeopardizes their ability to 

conduct business in a timely and profitable manner. The protection of information 

requires the corporation to identify information assets, classify them, define access, 

establish ownership, determine vulnerabilities and the consequences of 

compromise. These requirements can be managed through the development of 

corporate security policies. Information assets are both tangible (marketing plans, 

customer lists, strategic plans, servers, network components) and intangible 

(company reputation, goodwill, databases). For each of these business assets, 

vulnerability assessment helps to develop strategies for safeguarding and protecting 

them.

As in most security problems, prevention is the most effective approach and can 

protect you from about 90% of the problem sources. The researcher would 

therefore propose the following measures in order to reduce the risks and enhance 

control and therefore availability of the organizations computer systems:

> Examine the organizations short and long range strategic needs and develop 

policies regarding the establishment of guidelines on the use ot computer

systems.
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> Top management must authorize the establishment of the information 

systems security function, if it does not exist, and provide it with the 

necessary authority and resources to ensure compliance with information 

security procedures.

> Establish a capacity planning function to evaluate the adequacy of 

hardware/software in each information systems operating environment from 

the perspective of both short and long term strategic planning.

^  Develop an overall Information Security plan to include all information 

processing systems, from Personal Computers (PC’s) to mainframes.

>  Define and set procurement guidelines regarding justification and approval 

procedures for the purchase of all computer systems components, e.g., 

hardware, software, communications etc.

> Establish a pre-approved list of PC systems components and vendors. 

Standardize on one or two company brands; but have several sources of 

supply, particularly for hardware.

> Guidelines must be provided regarding the connectivity of Local Area 

Networks (LAN’s), Wide Area Networks (WAN’s), shared databases and 

up/down line loading with the Servers from an operational and security 

perspective.

> Clearly articulate that compliance with software copyright laws and 

licensing agreements must be adhered to by all.
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> In recommending controls and alternative solutions to minimize or eliminate 

identified risks, the following factors should be addressed:

o Effectiveness of recommended options (e.g. system compatibility) 

o Legislation and regulation 

o Organizational policy 

o Operational impact 

o Safety and reliability.

> The government must provide proper security policy legislation and 

regulation in order to leverage IT investment in this sector (e.g. a common 

ATM switch to serve the Banks in Kenya).

>  Proper contingency planning measures should be put in place and always 

tested and reviewed.

>  Constant review of management, operational and technical security controls.

Corporate security is a continuous, on-going process involving business threat and 

risk assessment, review of technical, operational and management vulnerabilities 

and security policy refinement. To minimize risk, an on-going program of 

information systems security education, training and awareness must be developed 

across all staff lines in the organization.
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The study had certain limitations that should be taken into consideration when 

interpreting the findings.

These are:

1. Because the nature of this study required divulging security related 

information some of the members in the population of study considered 

these sensitive and declined to respond to the questionnaire. Those who 

responded might have not presented the true security position and therefore 

might have biased the findings of the study. This is the main limitation of 

this study.

2. The study did not incorporate the views of the end-users of the computer

systems.

3. Time was also a constraining factor in this study. Due to the short time 

available for the study it was not possible to guide all the respondents 

through the questionnaires and therefore some of the questions would have 

been answered hurriedly.

4. The sample collected is not a random sample

5. The researcher is in the Banking Industry. The respondents might not have 

been willing to give a lot of information as they may think that the same 

could be used against the competition.

5.5. Limitations of the Study.
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1. To carry out a cross sectional analysis of the security awareness in the 

Kenyan banking Sector. Hypothesis: Larger banks are more computer 

security Aware as compared to the smaller banks.

2. A detailed survey on the Computer Security Policies implemented by 

different Banks as compared to the CoBiT and BS 7799 Standards.

3. The Risk Analysis done in relationship to the implementation of Internet 

Banking in Kenyan Banks

4. The use of Smart Card Technology and its impact to Security in Kenyan 

Banks

5. The use of Confidentiality, Integrity and Availability factors as 

articulated by the CoBiT standards in predicting Security practices in 

Kenyan Banks.

6. Computer Security levels are set based on an organisation’s willingness 

to “invest” in sound business processes rather than as an “insurance” to 

contain losses.

The impact of Computer Crime to the growth of Information Technology 

in the Banking Industry in Kenya.

8. How well are the Banks in Kenya prepared to handle E-Banking?

5.6 Recommendations for Future Research

no



6.0 APPENDIX I
The table below shows a list of Banks in Kenya under study. 
Barclays Bank of Kenya

Kenya Commercial Bank

Standard Chartered Bank

National Bank of Kenya

NIC Bank

Citibank

CFC Bank

Commercial Bank of Kenya 

Co-operative Bank of Kenya

Diamond Trust
_________
Development Bank of Kenya 

First American

I& M

First American 

Southern Credit Bank 

Housing Finance 

Consolidated Bank 

Stanbic Bank 

Credit Agricole Indosuez 

Middle East Bank 

Trans-National Bank 

K-Rep Bank 

Guardian Bank 

Akiba Bank 

Imperial Bank
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The table below shows a list of Banks under study.

Industrial Development Bank 

Fina Bank 

Prime Bank

Victoria Commercial Bank

Prime Bank

Biashara Bank

City Finance Bank

Bank of Baroda

Bank of India

Giro Commercial Bank

Equatorial Commercial Bank

Habib A.G. Zurich

ABC Bank

Credit Bank

Chase Bank

Charterhouse Bank Ltd

Habib Bank Ltd

Dubai Bank (Formerly Mashreq Bank) 

Paramount Universal Bank 

Fidelity Commercial Bank 

Central Bank of Kenya
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APPENDIX II

QUESTIONNAIRE 

SECTION A

1. W hat is  th e  o w n e rs h ip  o f  th e  c o m p a n y ?  ( tic k  o n e).

* W h o lly  fo re ig n  o w n e d  
W h o lly  lo c a lly  o w n e d  
J o in tly  o w n e d

[ ] 
[ i 
[ ]

2. W hen d id  y o u r  O r g a n iz a t io n  firs t in sta ll c o m p u te rs ?  (T ic k  one).

L ess  th a n  10 b u t m o r e  th a n  5 y rs  ago 
L ess  th a n  15 b u t m o r e  th a n  10 y rs ag o  [ ]

L ess  th a n  5 y rs a g o [ i 
[ j

M o re  th a n  15 y rs  a g o [ i

3. H ow  m a n y  o f  th e  f o l lo w in g  do  y o u  h av e?  ( tic k  in the  a p p ro p ria te  b o x )

M a in f ra m e  : 0 [  ] 1 -  10 [ ] 1 1 - 2 0  [ ] 2 1 - 3 0  [ ] M o re  th a n  30 [ ]

M in ic o m p u te r :  0 [  ] 1 -  10 [ ] 1 1 - 2 0  [ ] 2 1 - 3 0  [ ] M o re  th a n  30  [ ]

D e sk to p  P C s  : 0 [  ] 1 - 1 0  [ ] 1 1 - 2 0  [ ] 2 1 - 3 0  [ ] M o r e t h a n 3 0 [  ]

L a p to p  P C s  : 0 [  ] 1 -  10 [ ] 11 -  2 0  [ ] 2 1 - 3 0  [ ] M o re  th a n  30  [ ]

N o te b o o k s  : 0 [  ] 1 -  10 [ ] 11 -  2 0  [ ] 21 -  30  [ ] M o re  th a n  30  [ ]
P a lm s  : 0 [  ] 1 -  10 [ ] 1 1 - 2 0  [ ] 2 1 - 3 0  [ ] M o re  th a n  30  [ ]

4. D o  y o u  h a v e  th e  p o s i t io n  o f  th e  IT  D ire c to r?

Y e s  [ ]
N o  [ ]

5 .  I f  “ n o ” in  q u e s tio n  5 a b o v e  w h a t is  the  t i t le  o f  th e  o v e ra ll in c h a rg e  o f  c o m p u te r  and

in fo m ia tio n  s e rv ic e s?

T it le  --------------------------------------------------------------------------
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T

6. A p p ro x im a te ly  h o w  m u c h  ( in  K sh s )  h av e  y o u  in v ested  in  y o u r C o m p u te r  S y s te m ?  (tick  o n e )

L e ss  th a n  50  m il l io n

L ess th a n  100 m i l l io n  b u t m o re  than  5 0  m illio n  [ ]

L e ss  th a n  150 m i l l io n  b u t m o re  than  100  m illio n  [ ]

L ess  th a n  2 0 0  m i l l io n  b u t m o re  than  150  m illio n  [ ]

L ess  th a n  2 5 0  m il l io n  b u t m o re  than  2 0 0  m illio n  [ ]

M o re  th a n  2 5 0  m i l l io n  [ ]

7. W hat w a s  th e  IT  b u d g e t  o f  y o u r  c o m p a n y  d u r in g  the  la st f in an c ia l y e a r?

L e ss  th a n  K S h s  1 m ill io n  [ ]

L e ss  th a n  K sh s  5 m il l io n  b u t m o re  th a n  K sh s  1 m illio n . [ ]

L e ss  th a n  K sh s  10  m ill io n  b u t m o re  th a n  K sh s  5 m illio n  [ ]

M o re  th a n  K sh s  10 m illio n .

8. D o e s  y o u r  o r g a n iz a t io n  h a v e  an  a c q u is itio n  p o l ic y  for h a rd w a re  a n d  s o f tw a re  ?

Y e s  [ ]

N o  [ ]

9 .  D o e s  y o u r  o rg a n iz a t io n  h a v e  a c c e s s  to  th e  In te rn e t  and W o rld  W id e  W e b ?

Y e s  [ ]

N o  [ ]

10. D o e s  y o u r  in s t i tu t io n  h a v e  a w r itte n , fo rm a l c o m p u te r  s e c u r ity  p o l ic y  ?

Y e s  [ ]

N o  [ ]
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1. H o w  fre q u e n tly  are  y o u r  co m p u te r security  a rrangem en ts review ed ?

M o n th ly t ]

Q u a r te r ly [ ]

B i- a n n u a l ly t ]

A n n u a lly t ]

A n y  O th e r  ( s p e c ify )

12. A re  th e re  a n y  a n n u a l b u d g e t  a llo c a tio n s  fo r  th e  se c u r ity  o f  you r c o m p u te r  sy s te m s?

Y e s  [ ]

N o  [ ]

13. H o w  w o u ld  y o u  r a te  th e  c o m p u te r  l ite ra c y  le v e l w ith in  y o u r  o rg a n iz a tio n  for th e  fo llo w in g  

c a te g o r ie s  o f  s t a f f ?

( T ic k  o n e )

a) M a n a g e m e n t:  E x c e l le n t  [ ] G o o d  [ ] F a ir  [ ] P o o r [ ]

P le a se  e x p la in  y o u r  r a t in g

b )  U n io n is a b le  S ta f f :  E x c e lle n t  [ ] G o o d  [ ] F a ir  [ ] P o o r  [ ]

P le a s e  e x p la in  y o u r  r a t in g
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14. W h ic h  o f  th e  fo l lo w in g  In fo rm a tio n  S y s te m s ( IS )  d o  you  c u rre n tly  u se  w ith in  your

o rg a n iz a tio n ?

(tic k  i f  p re s e n t)

T ra n sa c tio n  P ro c e s s in g  S y s te m s  (T P S ) 

M a n a g e m e n t In fo rm a tio n  S y s te m s  (M IS )

D ecision  S u p p o r t  S y s te m s  (D S S )

E x ecu tiv e  In fo rm a tio n  S y s te m  (E IS )

E xpert S y s te m s  (E S )  [ ]

S tra teg ic  In fo rm a tio n  S y s te m s  (S IS )

15. D o e s  y o u r  o r g a n iz a t io n  h a v e  a  fo rm a l s tra te g ic  p la n  for In fo rm a tio n  1 e ch n o lo g y ?

Y e s  [ ]

N o  [ ]

P le a se  e x p la in



SECTION B

L is te d  b e lo w  a re  s ta te m e n ts  d e a lin g  w ith  v a r io u s  is su es  in  the  s e c u r i ty  o f  c o m p u te r  sy s te m s . 

P le a se  tic k  ( ) in th e  a p p ro p r ia te  b o x  to  in d ic a te  in  te rm s  o f  e x p e c ta t io n s , the  e x te n t to  w h ic h  yo u  

c o n s id e r  th e  fo l lo w in g  c o u n te rm e a s u re s  to  b e  a p p lic a b le  in  y o u r o rg a n is a tio n .

Countermeasures.

M S

1 .S e c u r i ty  r e s p o n s ib i l i ty  a s s ig n e d  to  e n su re  

th a t  a d e q u a te  s e c u r i ty  is p ro v id e d  for 

th e  m is s io n  - c r i t i c a l  IT  sy s te m s

2 . A  p o lic y  o n  th e  u s e  o f  p e rso n a l c o m p u te r s  

o r  C o m m u n ic a tio n  e x is ts

3 . T h e re  a re  d e d ic a te d  le a se d  lin e s  fo r s y s te m  

c o m m u n ic a tio n .

S tro n g ly  N e u tra l  S tro n g ly

A g re e  D isa g re e

[] [] [] [] []

[] [] [] [] []

[] [] [] [] [1

4 . A  d o c u m e n te d  n e tw o rk  c o n fig u ra tio n  c o n tro l  [ ] [ ]

p ro c e d u re  ex is ts .

u [i [i

5. A  d o c u m e n te d  p ro c e d u re  e x is ts  for a d d in g  & [ ] [ i u [ ] [ ]

re m o v in g  n e tw o rk  u se rs .

6. A  w rit te n  h a rd w a re  c o n f ig u ra tio n  c o n tro l □ [ ] n n u
p ro c e d u re  is a v a i la b le .

7. T h e re  e x is ts  r e d u n d a n t  c o m m u n ic a tio n  lin k s [ ] u u u n
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r

8. P ro te c tio n  a g a in s t  n a tu ra l  d is a s te r  (e .g . f lo o d s  

and  e a r th q u a k e s ) .

9 .  T h e  d u tie s  o f  in d iv id u a ls  a re  se p a ra te d  b y  a 

p ro c e d u re  o r  s o f tw a re .

10. V e n d o rs  d o  n o t r e ta in  th e ir  a c c o u n ts  o n

th e  sy s te m

11. P re -e m p lo y m e n t s c re e n in g  is d o n e  r e g a rd in g  

th e  a p p l ic a n t’s p r e v io u s  e m p lo y m e n t, fo rm a l 

e d u c a t io n , c r im in a l h is to ry , p e rs o n a l  f in a n c ia l 

s i tu a t io n , d ru g s  a n d  a lc o h o l a b u se .

12 . T e c h n ic a l  P e rs o n n e l a r e  c ro s s - tra in e d  in  a ll 

a s p e c ts  o f  m a n a g in g  a n d  m a in ta in in g  y o u r  

c o m p u te r  re s o u rc e s .

1 3 . A ll so ftw a re  c o n f ig u ra t io n  c h a n g e s  

fo llo w  a  w ritte n  p ro c e d u re .

14. R e s ig n e d  o r te rm in a te d  e m p lo y e e s  a re  

re m o v e d  from  p re m is e s .

15. R isk  a s s e s s m e n ts  a re  p e r fo rm e d  &  d o c u m e n te d  

o n  a re g u la r  b a s is  w h e n e v e r  th e  s y s te m , 

fa c ili t ie s , o r o th e r  c o n d it io n s  c h a n g e .

16. H as a  m is s io n /B u s in e s s  im p a c t a n a ly s is  b e e n  

c o n d u c te d ?

Countermeasures.
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Countermeasures.

17. T e s ts  a n d  e x a m in a t io n s  o f  k e y  c o n tro ls  

ro u tin e ly  m a d e  e .g . n e tw o rk  sc a n s , a n a ly s e s

o f  ro u te r  &  S w itc h  s e tt in g s , p e n e tra tio n  te s t in g [  ]

18. S e c u r i ty  a le r ts  &  s e c u r i ty  in c id e n ts  a re  

a n a ly s e d  &  re m e d ia l  a c tio n s  ta k e n .

19. M a n a g e m e n t e n s u re s  th a t c o r re c tiv e  a c t io n s  

a re  e f fe c tiv e ly  im p le m e n te d .

2 0 . C o m p u te r  u se rs  h a v e  h a d  t ra in in g  on  

s y s te m s  h a rd w a re  a n d  s o f tw a re  th e y  u se

21 .C o m p u te r  u se rs  h a v e  h a d  fo rm a l o r  in fo rm a l 

c o m p u te r  s e c u r i ty  t r a in in g

2 2 .  P o lic y  F o rb id s  u s in g  u n a u th o r iz e d  o r  

i l le g a lly  o b ta in e d  so f tw a re

O S

Cou ntermeasures.

2 3 .S y s te m  p re v e n ta t iv e  m a in te n a n c e  is d o n e  o n  a 

re g u la r  b a s is .

2 4 . A ll p o s it io n s  a re  re v ie w e d  fo r  s e n s i t iv i ty  lev e l.

25 . C h a n g e s  to  th e  c o m p u te r  ro o m  e n v iro n m e n t  

s e ttin g  is  c o n tr o l le d  (e .g . h e a t  and  h u m id ity ) .
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Countermeasures.

2 6 . A  p ro c e d u re  fo r  th e  m a n a g e m e n t o f  m a g n e tic  

m e d ia  e x is ts .

u n n n u

2 7 . T h e re  e x is t  d o c u m e n te d  jo b  d e s c r ip tio n s  th a t 

a c c u ra te ly  re f le c t a s s ig n e d  d u t ie s  & 

re s p o n s ib i l i t ie s  &  th a t s e g re g a te  d u tie s . n N u u n

2 8 . T h e  ro o m  w h ic h  h o u s e s  th e  c o m p u te rs  

h a s  re s tr ic te d  a c c e s s .

n n [ ] ( i n

2 9 .C o m m u n ic a t io n  a c c e s s  p o in ts u n n n n

( C lo s e ts ,  ro o m s , e tc )  a re  k e p t lo c k e d .

3 0 . S a fe g u a rd  c o m p u tin g  fa c ili ty  u s in g

E le c tro n ic  b a d g e  sy s te m n n M n u

B io m e tr ic s  A c c e s s  C o n tro l u n n u n

C lo s e d -C irc u it  T e le v is io n  

M o n ito r in g  ,S e n s o rs  &  A la rm s n n n u [ ]

3 1 . S e c u r i ty  m o n ito rs  a n d  a la rm  sy s te m s  

a re  in s ta lle d  in  th e  c o m p u te r  ro o m .

n u n n n

3 2 . P a rtia l b a c k u p s  a re  d o n e  a t le a s t

o n c e  a d a y  a n d  fu ll b a c k u p s  o f  n e tw o rk  

files a re  d o n e  a t le a s t o n c e  a  w e e k .

[ ] [ ] m [ ] n

33 . D a ta  th a t  a re  c r i t ic a l  to  th e  m is s io n n n [ ] n n

is s to re d  o f f  s i te .
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Countermeasures.

3 4 . L o g -in  a t te m p ts  a re  l im ite d  to  a  

sp e c if ic  n u m b e r  fo r  th e  n e tw o rk  users.

3 5 . V e n d o r  ( lo g o n )  id e n t if ic a t io n s  a re  

re m o v e d  fro m  th e  n e tw o rk  se rv e r .

3 6 . C o m p u te r  sc re e n s  a re  c re a te d  a w a y  

fro m  p a s se rsb y .

3 7 . A  U n in te r ru p tib le  P o w e r  S u p p ly  (U P S ) 

is  in s ta l le d  fo r y o u r  sy s te m .

3 8 .  A  b a c k u p  p o w e r  s o u rc e  e .g . b a t te ry  o r  

G e n e ra to r ,  is in s ta l le d .

3 9 .  A c c e ss  to  th e  c o m p u te r  fu se  o r  c irc u it 

b re a k e r  p a n e l is c o n tro lle d .

4 0 .  C ritic a l d a ta  is s to re d  in  f i r e p ro o f  sa fe s . n  u u u □

4 1 . F ire  d e te c tio n  e q u ip m e n t  a re  in s ta lle d u  [ ] n u n

in th e  c o m p u te r  ro o m .

4 2 . F ire  e x t in g u is h in g  sy s te m s  a re  in s ta l le d  in

th e  c o m p u te r  ro o m t i  t i u n n

43 . T h e re  is  a D is a s te r  R e c o v e ry  S ite

44 . In d iv id u a ls  w h o  a re  a u th o r is e d  to  b y p a s s

u  n n n n

s ig n if ic a n t  te c h n ic a l  &  o p e ra tio n a l c o n tro ls  

a re  S c re e n e d  p r io r  to  a c c e s s  &  p e r io d ic a l ly

afte r. u  [ i n n [ ]

n u n ti n

[] [i  n  [] n

n  [] u  u  m

i n n n ti

] n  u  ti u

] t i  n  u  u
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Countermeasures.

4 5 .  O u tp u t to  th ird  p a r ty  a p p lic a tio n s  like  

E x c e l, W o rd  O u t lo o k  is d is c o u ra g e d [] t] [] u  n

4 6 . T h e  d u tie s  o f  in d iv id u a ls  a re  se p a ra te d  

b y  a  p ro c e d u re  o r  s o f tw a re [] u  u  u  u

4 7 .  T h e  C o m p u te r  ro o m  is k ep t c le a r  o f  

h a z a r d o u s  m a te r ia l [] [] [] [] []

4 8 .  A  p ro c e d u re  fo r th e  m a n a g e m e n t o f  m a g n e t ic  

m e d ia  e x is ts ] [] n  [] []

4 9 .  Y o u  s to re  c o p ie s  o f  b a c k -u p  m e d ia  fo r th e  

c o m p u te r ] [] [] n  []

5 0 .  Y o u  re m o v e  d a ta  s to r a g e  m e d ia  from  th e  

sy s te m  w h e n  its  n o t  in  use ] n  n  [] n

5 1. A c c e ss  sc r ip ts  w ith  e m b e d d e d  p a s s w o rd s  a re  

P ro h ib ite d ] [] [] n  []

5 2 . A ll so f tw a re  c o n f ig u ra t io n  c h a n g e s  fo llo w  a 

w r itte n  p ro c e d u re

5 3 . Is in fo rm a tio n  o r  m e d ia  p u rg e d , o v e rw r it te n  

o r  d e s tro y e d  w h e n  d is p o s e d  o r  u sed  

e ls e w h e re ?

54 . L o ck s  a re  in s ta l le d  fo r  d o o rs  to  the  

C o m p u te r  te rm in a l  s p a c e  a n d  n e tw o rk  

c o n tro lle r s

] [] u  [] n

] n  [] u  n

u  [] [) n  n
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Countermeasures.

5 5 .  A c c e s s  to  ta b le s  d e f in in g  n e tw o rk  

o p t io n s ,  r e s o u rc e s , a n d  o p e ra to r  

p ro f i le s  is  r e s tr ic te d

T S

5 6 .  U s e rs  h a v e  a p r e -a u th o r iz e d  s e t o f  

s y s te m  p r iv ile g e s  a n d  c o m m a n d s .

5 7 .  L o g - in  to  s o f tw a re  a p p lic a t io n s  

re q u ire s  a  u n iq u e  id e n tif ie r .

5 8 .  Y o u  v iru s  scan  a ll s o f tw a re  b e fo re  

lo a d in g  in to  th e  s y s te m .

5 9 .  A  w ritte n  p r o c e d u re  e x is ts  fo r  a c c e p ta n c e  

te s t in g  o f  s o f tw a re .

6 0 .  N e w  so f tw a re  is v a l id a te d  in a c c o rd a n c e  

w ith  an  e s ta b lis h e d  p o lic y .

6 1 .  S e n s it iv e  d a ta  is  e n c ry p te d  b e fo re  

tra n sm is s io n

6 2 . V e n d o rs  do  n o t r e ta in  th e ir  a c c o u n t 

o n  th e  sy s te m

6 3 . A re  p a s s w o rd s  u n iq u e  &  d if f ic u lt  to  g u e s s  

(e .g . d o  p a s s w o rd s  re q u ire  a lp h a  n u m e r ic , 

u p p e r / lo w e r  c a s e ,&  sp e c ia l c h a ra c te r s )?

[] [] □  [] []

[] □  U [] []

u n n [1 u

[] [] [] n u

[i u [] n n

[j n n [i t]

[] [i  n  u  n

n  [] u  n  n

n u [i n u
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6 4 .  A re  in a c tiv e  u s e r  id e n t if ic a t io n s  d isa b le d

I ^ountermeasures.

a f te r  a s p e c if ie d  p e r io d  o f  tim e ? [ ] [ ] n u n

6 5 .  A c c e s s  to  file s  is  re s tr ic te d  to  lo g ica l v ie w [ ] n u u n

6 6 .  A c c e s s  to  ta b le s  d e f in in g  n e tw o rk  o p tio n s , 

r e s o u rc e s , an d  o p e r a to r  p ro f ile s  is re s tr ic te d . [ ] u u n n

6 7 .  Y o u  h a v e  d e p lo y e d  F ire w a lls  &  In tru s io n  

D e te c t io n  S y s te m s n u n n n

6 8 . A c c e s s  to  o n lin e  a u d i t  lo g s  is s tr ic t ly  

c o n tro l le d

u [ ] u n n

6 9 . A l te rn a t iv e  sy s te m  c o m m u n ic a t io n  p a th s  

a r e  a v a ila b le n [ ] n n u

7 0 . S e n s i t iv e  d a ta  is e n c ry p te d  b e fo re  t ra n s m is s io n u [ ] u u u

7 1 .  R e d u n d a n t o r  f u n c t io n a l ly  e q u iv a le n t  

h a rd w a re  is a v a i la b le n n n u n
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SECTION C.

O n  a s c a le  o f  1 -1 0  p le a s e  ra n k  th e  fo llo w in g  s e c u r i ty  re la te d  p ro b le m s  in  o rd e r  o f  the  d e g re e  o f

r i s k  to  y o u r

c o m p u te r  sy s te m s . (R a n k in g  S c a le  : L e a s t R is k = l , H ig h e s t R is k = 1 0 ) .

a )  . P e rs o n n e l an d  o th e r  p e o p le  p ro b le m s .

b )  . H a rd w a re  fa ilu re . [ ]

c )  . S o f tw a re  fa ilu re . [ ]

d )  . C o m m u n ic a t io n  s y s te m s  fa ilu re .

e )  . P h y s ic a l  b u ild in g  fa c il i t ie s .

0 .  P ra c tic e s  an d  p r o c e d u r e s .  [ ]

g ) . L a w s  a n d  R e g u la tio n s . [ ]

C a n  y o u  p le a se  lis t a n y  s e r io u s  c o m p u te r  s e c u r i ty  re la te d  p ro b le m s  y o u r  o rg a n iz a tio n  h a s

e x p e r ie n c e d .
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SECTION D

L i s t e d  b e lo w  a re  s ta te m e n ts  d e a lin g  w ith  v a r io u s  is su e s  o f  C o m p u te r  S e c u r ity  A w a re n e ss . P le a se  

t i c k  ( ) in th e  a p p r o p r ia te  b o x  to  in d ic a te  w h e th e r  Y E S /N O  to th e  s ta te m e n ts  p ro v id e d .

1. A re  p o lic y  d o c u m e n ts  o n  c o m p u te r  S e c u r i ty  c irc u la te d  to  all s t a f f  in  th e  o rg a n isa tio n ?

Y E S  [ ]

NO [ ]

2 .  A re  th e  IT  s ta f f  in f o r m e d  o f  th e  c r it ic a l a s s e ts  o f  th e  o rg a n is a tio n  a s  re la te s  to

Computers?

Y E S  [ ]

NO [ ]
3 . Y o u  h a v e  had  fo rm a l o r  in fo rm a l c o m p u te r  s e c u r i ty  tra in in g  a n d  a w a re  o f  

in fo rm a tio n  s e c u r i ty  ru le s  a n d  re g u la t io n s ?

Y E S  [ ]

NO [ ]

4 . D o  y o u  h a v e  th e  p o s i t io n  o f  th e  IT D ire c to r?

Y E S  [ ]

NO [ ]

5. Is im p o rta n t in fo rm a tio n  o n  s e c u r i ty  th re a ts  su c h  a s  v iru se s  c ir c u la te d  to  a ll s ta f f  o n  

th e  n e tw o rk ?

Y E S  [ ]

NO [ ]

6. D o es  th e  o r g a n is a t io n  sen d  IT  s ta f f  to  s e m in a rs  o n  C o m p u te r  S e c u r ity ?
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Y E S  [ ] 

N O  [ ]

7 .  Is th e  IT  M a n a g e  a w a r e  o f  S e c u r ity  S ta n d a rd s ?  I f  y es , p le a se  n a m e  so m e.

Y E S  [ ] 

N O  [ ]

8 .  Is th e  IT /IS  M a n a g e r  a w a re  o f  th e  d if fe re n t  ty p e s  o f  th re a ts?

Y E S  [ ] 

N O  [ ]

9 . Is th e  IT /IS  M a n a g e r  a w a re  o f  lega l l ia b i l i ty  in c a se  o f  d is c lo s u re  o f  c u s to m e r

in fo rm a tio n ?

Y E S  [ ] 

N O  [ ]

10. D o e s  th e  IS /IT  M a n a g e r  a le r t u se r  o n  th e  n e tw o rk  o f  a n y  n e w  th re a t  su c h  a s  v iru s e s  

from  e -m a ils  o r  f ro m  m a lic io u s /f ra u d u le n t  c o d e s?

Y E S  [ ]

N O  [ ]

11. D o e s  e v e ry o n e  in  th e  o rg a n isa tio n  k n o w  w h a t to  d o  in th e  e v e n t  o f  an a t ta c k ?

Y E S  [ ] 

N O  [ ]
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1 3. Does each employee know the importance of a password?

Y E S  [ ] 

N O  [ ]

APPENDIX III

Table 1.0 The MOT table
S e c u r i t y  A re a S e c u r i ty  C r ite r ia

M a n a g e m e n t  S e c u r ity >  A s s ig n m e n t o f  R e sp o n s ib ili t ie s
>  C o n tin u i ty  o f  B u s in e ss /S u p p o rt
>  In c id e n t R e s p o n s e  C a p a b ility
>  P e rio d ic  R e v ie w  o f  s e c u r i ty  C o n tro ls
>  P e rso n n e l c le a ra n c e  a n d  b a c k g ro u n d  

in v e s tig a tio n s
>  S e c u r ity  a n d  T e c h n ic a l T ra in in g
>  S e p a ra tio n  o f  D u ties
>  S y s te m  A u th o r iz a tio n  a n d  

R e a u th o r iz a tio n
>  S y s te m  o r  A p p lic a tio n  s e c u r i ty  p la n

O p e r a t io n a l  S e c u r i ty

i■

>  C o n tro l o f  a ir -b o rn e  c o n ta m in a n ts  
(sm o k e , d u s t ,  c h e m ic a ls )

>  C o n tro ls  to  e n su re  th e  q u a li ty  o f  th e  
e le c tr ic a l  p o w e r  s u p p ly

>  D a ta  M e d ia  a c c e ss  a n d  d isp o sa l
>  E x te rn a l D a ta  d is tr ib u tio n  a n d  la b e lin g
>  F a c il i ty  p ro te c tio n  (e .g . C o m p u te r  ro o m , 

D a ta  c e n tr e ,  O ff ic e )
>  H u m id ity  C o n tro l
>  T e m p e ra tu re  c o n tro l
>  W o rk s ta t io n s , la p to p s  an d  s ta n d a lo n e  

p e rs o n n e l c o m p u te rs

T e c h n ic a l  S e c u r i ty

i___________________________________________._________.

>  C o m m u n ic a t io n s  (e .g . d ia l in , s y s te m  
in te rc o n n e c tio n , ro u te rs )

>  C ry p to g ra p h y
>  D is c re t io n a ry  a c c e s s  c o n tro l
>  Id e n tif ic a tio n  and  A u th e n tic a t io n
>  In tru s io n  D e te c tio n
>  S y s te m  a u d it
> A p p lic a t io n  S o ftw a re  M a in te n a n c e  

C o n tro ls
>  D a ta  In te g r i ty /V a lid a tio n  C o n tro ls

128



'>J
 \

4
VULNERABILITIES.

1 . Susceptibility to Authentication 
. Susceptibility to Authorisations 
- Susceptibility to Communication Technology

-4. Susceptibility to inter/ intranetwork user activity.

5  . Susceptibility to hardware failure or configuration change.

Cj . Susceptibility to environmental hazards.

7 . Susceptibility to key person dependency.

8 . Susceptibility to improper handling of storage media.

9 . Susceptibility to Business Continuity

10. Susceptibility to unauthorized physical access.

1 1. Susceptibility to unauthorized programmatic access.

12. Susceptibility to loss of data or software files.

1 3. Susceptibility to unauthorized information theft or disclosure.

14. Susceptibility to failure and instability of electrical power sources.

15. Susceptibility to fire.

1 6. Susceptibility to User operator errors 

1 7. Susceptibility to software flaws or inadequacies 

1 8. Susceptibility to theft of system resources
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7.0 Glossary
1. Confidentiality is the security objective that generates the requirement for 

protection from intentional or accidental attempts to perform unauthorized 

data reads. Confidentiality covers data in storage, during processing and 

while in transit.

2 . Integrity is the security objective that generates the requirement for 

protection against either intentional or accidental attempts to violate data 

integrity (the property that data has not been altered in an unauthorized 

manner) or system integrity (the quality that a system has when it performs 

its intended function in an unimpaired manner, free from unauthorized 

manipulation).

3 . Accountability is the security objective that generates the requirement for 

actions of an entity to be traced uniquely to that entity. This supports non

repudiation, deterrence, fault isolation, intrusion detection and prevention, 

and after-action recovery and legal action.

4 . Availability is the security objective that generates the requirement for 

protection against intentional or accidental attempts to perform unauthorized 

deletion of data or otherwise cause a denial of service or data.

5 . Supermarket Banking refers to a one stop shopping for Banking services and 

Products.

6. E-commerce refers to trading or transacting over the Internet.
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7. Fraud is commonly understood today to mean dishonesty in the form of an 

intentional deception or a willful misrepresentation of a material fact.

8. Computer security is the protection afforded to an automated information 

system in order to attain the applicable objectives of preserving the integrity, 

availability and confidentiality of information resources (including hardware, 

software, firmware, data, information and telecommunications

9 . Threat is the potential for a “threat source” to exploit (intentional) or trigger 

(accidental) a specific vulnerability. A threat source is either (1) intent and 

method targeted at the intentional exploitation of a vulnerability or (2) the 

situation and method that may accidentally trigger a vulnerability

10. Denial of Service attacks send large numbers of requests to a server, 

essentially creating a traffic jam and rendering the server inaccessible by 

legitimate users.

11. Hackers, sometimes called crackers, refer to those who break into computers 

without authorization. They can include both insiders and outsiders.

12. Vulnerability is a condition or weakness in (or absence of) security 

procedures, technical control, physical controls, or other controls that could 

be exploited by a threat.

13. Patches are programs that correct a problem or software bug with or add 

additional features to a particular software title.

14. Social Engineering is a non-technical method of obtaining confidential 

network security information, such as people posing as technical support
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representatives & making direct calls to employees to gather password 

information.

15. Reconnaissance attacks are essentially information-gathering activities in 

which hackers collect data to later compromise a network.

16. Access attacks exploit weaknesses in network access points such as 

authentication services or file-transfer protocol servers
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