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Abstract The study is focused on the capability of
artificial neural networks (ANNs) to predict next
month and first lactation 305-day milk yields
(FLMY305) of Kenyan Holstein—Friesian (KHF)
dairy cows based on a few available test days (TD)
records in early lactation. The developed model was
compared with multiple linear regressions (MLR). A
total of 39,034 first parity TD records of KHF dairy
cows collected over 102 herds were analyzed.
Different ANNs were modeled and the best
performing number of hidden layers and neurons
and training algorithms retained. The best ANN
model had one hidden layer of logistic transfer
function for all models, but hidden nodes varied from
2 to 7. The R? value for ANNs for training, validation,
and test data were consistently high showing that the
models captured the features accurately. The R
and root mean square were consistently superior for
ANN than MLR but significantly different (p>0.05).
The prediction equation with four variables, i.e., first,
second, third, and fourth TD milk yield, gave
adequate accuracy (79.0%) in estimating the
FLMY305 from TD yield. It emerges from this study
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that the ANN model can be an alternative for
prediction of FLMY305 and monthly TD in KHF.
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Abbreviations

ANN Artificial neural network

DRSK Dairy recording services of Kenya
MLP Multilayer perceptron

NN Neural network

SAS Statistical analysis software

MATLAB Matrix Laboratory

Introduction

There is a strong evidence (Schaeffer et al. 2000;
Jensen 2001; Ferreira et al. 2002; Mostert et al. 2006)
that dairy cattle evaluation using test-day milk yield
(TDMY) has significant advantages over the 305-day
milk yield: (a) The use of TDMY allows a more
accurate definition of contemporary groups and
associated environmental effects, thus offering a more
specific definition of the effects of the lactation stage
and reproduction of dairy cows; (b) characteristics
associated with TDMY include the use of additional
information on a single animal during genetic
evaluations; (c) a better adjustment for lactation of
different durations and the possibility of adjusting for
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individual differences in the shape of a lactation curve;
and (d) use of TDMY makes possible to assess animals
with lactations in progress, allowing for more frequent
assessments and thus a reduction in the generation
interval (Swalve 1998 and 2000; Jensen 2002).

The correlation between lactation and test-day
(TD) milk yields is high (EI Faro and de Albuquerque
2003; Ilatsia et al. 2006). Some studies have shown
minimal change in ranking of sires and cows (Swalve
1995; Meyer et al. 1989; Kaya et al. 2003).

In developing countries, there is limited level of milk
recording, and use of TD models would result in reduced
cost of recording as we could have longer intervals
between milk recording and less frequent collection of
milk samples. In this way, the amount of information that
can accrue from incorporating the majority of small-
holders who have small herd sizes would be large.

In Kenya, official milk recording schemes in cattle
for smallholders is non-existent. A majority of dairy
farmers are smallholder producing some 56% of total
milk and 80% of the total marketed milk nationally
(Omore et al. 1999) based on small herd sizes of two to
three animals in about 1 ha land size. The dairy industry
is a significant source of employment in Kenya.

With a suitable policy framework, for example,
subsidies and economic incentives coupled with
suitable TD models, the level of milk recorded will
increase, which is crucial for any meaningful accurate
genetic evaluation.

Increased genetic gain and improved profits can
accrue from using TDMY on dairy heifer at early
stage of lactation, unproductive cows would be culled
early, and there will be decreased generation interval.

In Kenya, we are yet to embrace the use of TD
observations instead of aggregated 305-day produc-
tion records despite several studies having shown
advantages (Ilatsia et al. 2006; Mostert et al. 20006). If
adopted, the country stand to gain in that ranking of
animals could change significantly as observed in
other countries (Schaeffer et al. 2000).

Breeding programs in Kenya are based primarily
on milk production, and therefore, accurate measure-
ment or prediction of milk yield is essential for
proving bull faster and eventually high genetic gain.

Dairy yield prediction is a current challenge, which
has been improved using different statistical methods.
Recently, artificial neural networks (ANNs) have been
employed as an alternative method of milk yield
prediction.

@ Springer

Artificial neural network

ANN is a system loosely modeled based on the
human brain.

ANNs offer a completely different approach to
problem solving, and they are sometimes called the
sixth generation of computing.

NNs are powerful techniques to solve many real
world problems (El Emary 2006; Huang Mei et al.
2006). They have the ability to learn from experience
in order to improve their performance and to adapt
themselves to changes in the environment.

From the point of view of statistics or economet-
rics, NN models are a particular class of nonlinear
input—output models. NNs have been established to
be superior to the conventional models of linear kind
(including regression, univariate time series models,
and multivariate time series transfer function models)
and some other non-linear kind. Application of NN
does not require the data to meet the assumptions that
must otherwise be met in a regression model.

ANN adapts to learn the relationship or mapping
between input and outputs during the training process.
During supervised training, which is used in this
study, pairs of input and target data are used. An input
is propagated through the ANN, the model output is
compared with the target output, and the weights
between nodes are updated to minimize the error
between simulated and target output.

The design of NN architecture (topology) and
methods of training, testing, evaluating, and imple-
menting the network is very important. The design of
NN architecture consists of the choice of the NN
algorithm, the structure (number of layers, and
number of neurons in the layers), the input and output
functions, and the learning parameters.

This research focuses on the back propagation
algorithm learning method. The back propagation
algorithm seeks to minimize the error term between
the output of the neural net and the actual desired
output value. The error term is calculated by
comparing the net output to the desired output and
is then fed back through the network, causing the
synaptic weights to be changed in an effort to
minimize error. The process is repeated until the error
reaches a minimum value (Haykin 1994).

ANNSs are used in various fields such as financial
market forecasts but currently are increasingly being
applied in bioinformatics and genetic analysis. ANN is
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Table 1 Days in milk (DIM), number of records (), mean and
standard deviation (SD) for milk yield

DIM N Mean SD

305-day 3,137  4,360.60  1,628.52
TDI1 3,582 15.34 5.73
TD2 3,547 16.79 6.21
TD3 3,644 16.32 6.38
TD4 3,619 15.85 6.41
TD5 3,686 15.24 6.30
TD6 3,698 14.61 6.20
TD7 3,680 14.04 6.07
TD8 3,651 13.41 5.99
TD9 3,610 12.50 5.79
TD10 3,826 11.67 5.83

Overall test-day milk yield 36,543  4,371.22 1,631.63

increasingly being applied in the fields of agriculture
(Bertis et al. 2001; Cunningham and Holmes 2001) and
livestock (Wade and Lacroix 1994; Salehi et al. 1998;
Kominaks et al. 2002; Lopez-Benavides et al. 2003).

Thus, the objective of the present study was to
assess the predictive power of ANN as compared to
linear regressions in predicting first lactation 305-day
and monthly milk yields using TD records.

Materials and methods
Data comprised TD records of first lactation

Holstein—Friesian cows calving from1985 through
2005. The records were obtained from the Dairy

Recording Services of Kenya, the organization re-
sponsible for the official milk recording in Kenya.

Evaluation of dairy cattle for milk yield has
generally been done for 305-day lactation yield,
which was obtained by summing up to ten TD
records taken approximately at monthly intervals.

The Holstein—Friesian cattle data were used be-
cause they comprise a high proportion of the exotic
dairy animals raised in Kenya in both large- and
medium-scale farms. The breed is evenly distributed
in the country.

Data

In this study, 39,034 daily yield records from the first
lactation of 3,693 cows were used for prediction. The
number of TD records per cow averaged 9.98. First,
TD comprised daily yield records sampled between
days 5 and 15 postpartum, while the second TD
comprised daily yield sampled between days 16 and
31. Successive tests were approximately 30-day
intervals. Cows with at least the first five TD were
included. Table 1 shows the characteristic of the data
used. Descriptive analyses were done using Statistical
Analysis Software (SAS 2003).

Each record contained the following information:
herd identification, individual cow identification,
cows date of birth (day—-month—year), cows calving
dates (day—month—year), lactation milk yield (kg),
lactation length (days), parity, sire, and dam.

The data were preprocessed with all the inconsis-
tency removed, e.g., animal without known sire and
dam, daughters of sires with less than eight daughters

Table 2 The best fitness for

different models Model Architecture Bestfitness Correlation R
TD1 vs TD2 4-6-1 0.328 0.751 0.564
TD1 vs TD3 4-5-1 0.300 0.703 0.495
TD1 vs TD4 4-4-1 0.302 0.666 0.444
TD2 vs TD3 4-2-1 0.402 0.816 0.666
TD2 vs TD4 4-2-1 0.373 0.775 0.600
TD3 vs TD4 4-5-1 0.399 0.839 0.703
TD1-TD4 vs FLMY305 7-4-1 0.002232 0.890 0.790
TD1 vs FLMY305 4-5-1 0.00140 0.746 0.553
TD2 vs FLMY305 4-8-1 0.00180 0.843 0.711
TD3 vs FLMY305 4-4-1 0.302 0.666 0.444
TD4 vs FLMY305 4-2-1 0.402 0.816 0.666
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Table 3 ANN (above diagonal) and MLR (below diagonal)
correlations between test-day (TD) yield and 305-day yield for
the test set

TD1 TD2 TD3 TD4 305-day
TD1 0.751 0.703 0.666 0.746
TD2 0.696 0.816 0.775 0.843
TD3 0.613 0.603 0.839 0.666
TD4 0.556 0.555 0.545 0.816
305-d 0.627 0.634 0.633 0.632

per class of H-Y-M TD, cows older than 48 months of
calving, and lactation less than 150 days. The age of
cows at first calving was grouped into four classes:
20-24, 25-29, 30-34, and 35-48 months. Season of
calving were also grouped into four: dry (January to
March), long rains (April to June), intermediate rains
(July to September), and short rains (October to
December).

Model

Each cow had at least eight TD records for milk
production trait. The data was split into three: an
estimation data set, consisting of the first 68% of TD,
used for training and a validation data set (VDS),
consisting of the next 16% of TD, and the rest for
testing records (16% of TD).

The network architecture was optimized by select-
ing the best number of hidden layers and nodes per
layer. Several models were analyzed with varying
number of hidden layers and nodes per layer ranging
from 1 to 10. Multilayer perceptrons (MLP) with one
hidden layer was shown to model the first 305-day
lactation (FLMY305) and monthly TD (MTD) milk
yields resulting with the best accuracy. It has been
demonstrated that at most two hidden layers are
sufficient to solve any problem (Haykin 1999).
Among the training algorithms (conjugate gradient

Table 4 The correlation, RMS, and R* between first four test
days and 305-day yields for the test set

ANN MLR
Correlation 0916 0.822
RMS 4233 575.0
R? 0.839 0.676
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Plot between Ouput and Predicted data by ANN for FLMY305
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Fig. 1 Plot between output and predicted data by ANN for
FLMY305

descent algorithm, quasi-Newton and Levenberg—
Marquardt), the former had more accuracy, so only
this one will be described here.

The back propagation training algorithm was
employed to predict the FLMY305 and MTD. MLP,
a layered feed-forward network typically trained with
back propagation, have been proven to be universal
approximators (Reed and Marks 1998) and capable of
implementing any given function through the use of
various non-linear transfer functions. The common
activation functions, which also happened to be used by
the network tested during this research, are the logistic
or sigmoid function f(x) = 1/(1 + exp(—X)).

For the first two set of models, the input variables
for FLMY305 consisted of the nodes corresponding
to the following variables: individual TDs or the first
four TDs, mean herd production, number of days in
milk, and month of calving. The inputs were
introduced to the three NN layers of input, hidden,
and output.

For the second set of models, the input variables
for MTD consisted of TD1 to TD4 and mean herd
production, number of days in milk, and month of
calving. The inputs were introduced to the three NN
layers of input, hidden, and output.

Plot between Output and predicted data by MLR model for FLMY305
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Fig. 2 Plot between output and predicted data by MLR for
FLMY305
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In all instances, model construction used the NN
toolbox (MATLAB 2002).

Results and discussion

Unlike the conventional statistical models, soft com-
puting methods like back propagation NN are useful
when a model is unknown because they can ‘learn’
from the data. All the network designs used in this
study consisted of one hidden layer with nonlinear
activation function logistic and a logistic output layer;
this give the best accuracy. It has been demonstrated
that at most two hidden layers are sufficient to solve
any problem (Haykin 1999).

The architectures with the best fitness for the three
models varied from [7-4-1] to [4-2-1] (Tables 2). The
R? value for training, validation, and test data sets for
the ANN was relatively high (44.5% to 79.0%),
which showed that the model has captured the
features accurately.

For the monthly model the correlations () and
accuracy of prediction (R®) of daily yields between
consecutive TDs were high but decreased down for the
most distant TDs. The » and R? were highest (70.3%)
for TD3 and TD4, consistent with peaking of milk for
exotic breeds of between third to fourth lactation
months. The correlation for FLMY305 with TDs was
highest between FMLY305 and TD2 (71.1%) and
lowest for FLMY305 and TD3 (44.4%). This is not
consistent with the expectation of lactation milk yield
peaking around the third month. The R followed the
same trend as the correlation.

The prediction equation with four variables, i.e.,
first, second, third, and fourth TD milk yield, gave
adequate accuracy (79.0%) in estimating the
FLMY305 from TD yield in Holstein—Friesian cows.
These results show that the models captured the
features accurately.

Table 3 shows the correlation within and between
TDs and FLMY305 for ANN and multiple linear
regression (MLR) methods. The correlation between
pairs of TDs was highest for adjacent TDs but
declined subsequently in both methods, but ANN
was consistently higher than MLR.

The ANN was superior than MLR as also
highlighted in the overall prediction of FLMY305
using the first four TDs (Table 4). ANN method has
higher 7, R?, and lower RMS than MLR. This implies

that we can predict monthly as well as FLMY305
with accuracy using the early TD records.

These results are consistent with several other
studies (Schaeffer et al. 2000; Jensen 2001; Ferreira et
al. 2002; Mostert et al. 2006). The use of TD model
appears to be a better alternate of the 305-day
lactation model because early selection on the basis
of TDs could reduce generation interval (Swalve
1998, 2000; Jensen 2002), and therefore, improve
accuracy of evaluation and at farm level culling of
unproductive animals would improve overall farm
profitability. This method becomes even more impor-
tant in Kenya where we have many small herd sizes
and without well-established milk recording schemes.

Figures 1 and 2 show a plot between experimental
and computed data by ANN and computed data by
MLR model for prediction of FLMY305 using first
four TDs. These results prove that the proposed ANN
can be used successfully for the prediction of 305-day
lactation and monthly milk yields.

Conclusion

It is clear from the model accuracy that ANNs can
accurately predict next month’s and FLMY305 milk
yields. This is welcome particularly in developed
countries, which have poor infrastructure for proper
milk recording, as only few data points would be
recorded per lactation. When compared to regression
analysis, ANNs are a better tool for prediction for
they are significantly more accurate than (MLR)
analysis as observed in this study. In addition, if the
models are to be incorporated in a decision support
system, then ANNs are more suitable than the MLR;
as for the latter, the user must have a deeper
understanding of statistics.
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