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ABSTRACT 

Students in the Faculty of Commerce of the Unive rsity 
o f Nairobi have often found difficulty in choosing which 
o ptions to pursue upon entering their second year of study. 
Whereas the Accounting Departme nt has over the years 

required a student to have done well in first year in 
Fundamentals of Accounting and Quantitative Methods in order 
to register for the Accounting option, no other department 
o ffe r s s uch a guideline to s tudents wishing to do options 
o ffe r e d in those de partme nts . 

The primary objective of this study was thu s to 

identify the variables th t distinguish b tw n stu d nts 
who will perform well in the Accounting opt'on 0 

to ~hose who will perform well in th 

which comprise the Marketing option nd th Insu nc 

d 

on , 

option . To facilitate the study, s mpL o- sixty s ud n s 
who had passed with at le st n Upp r S con CL ss Honours 
degree in each of he t '0 c 

discrim'n nt model. T 

. c mic y 7 /80 

0 . h 

s u~ 

l 

o d v Lop 

w n h 

I 



that four courses taught in first year, namely 

Fundamentals of Accounting, Business Law, Quantitative 

Methods I and Introduction to Economics are the optimal 

discriminating factors between the two groups, 

Accounting and non-accounting. Thus, these four 

courses can form a basis upon which students can be 

assisted in the choice of an option on entering second 

year. 

It was found that a student who does well in 

\ 

\ 

\ 

Introduction to Economics is more likely to be classified 

in a non-accounting option than in Accounting, holding all 

other factors constant. Similarly, it was found that 

a student who does well in Fund mentals of Accounting, 

Quantitative Methods I nd Business L w in t:' rst y r 

has e11hanced chances 0 being cl ssi i in h A oun i 

option , relative to classific tion in h non- coun in 

option , again all other factors r m in ng con n . 

These results should b in ·pr t in con i ion 

of other f c ors no p c ic lly r s in h u y. 

f ctor such n r v n m y 

u n I 
0 l n v 

y u 0 

n 



CHAPTER 1 

INTRODUCTION 

1.1 Background 

CurrentLy, the Faculty of Commerce at the University 
of Nairobi has three options open to a student after com
pletion of the first year of study at undergraduate LeveL. 
These are the Accounting option, the Marketing option and 
the Insurance option. However, the Latter two options are 
dministered together under the Business Administration 

D partment. 

Upon completion of th ir t y n 
invariably faces a probl m of cho"c on wh"ch on o k 
~his problem of choice · Lik Ly o b ompoun wh n o h~ 
options are intro uced s h s b n u g , b innin in 
the year 1990. The oth r opt ' on or ~n o uc ion 

e G n ral n g m n c 

T 0 

• h y 
t 
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Astin's sentiments are corroborated in a study carried 

out by Jones (1979) at the University of Auckland, New 

Zealand. One of his findings was that a student is 

admonished by fellow students, parents, career advisors, 

liaison officers, relatives and friends thus: "don't fai.l". 

Jones goes further to state: 

" ... subjects are chosen at University 
because it is hoped that they will 
add up to an easy course ... students 
take subjects because they are good 
at them (and choose them at school 
because they have thoughts of taking 
them at University). They expect not 
to fail; indeed, they expect to excel 
at, and enjoy these subjects."2 

Thus, a major way of minimising ch nc s o p rfo min 

poorly is by choosing subj cts th t on goo nc , 

it is entirely possible that the ilu om o 

the Faculty's examinations might b r uc i h 

of an option was done wisely, \"i h the i o empiric ~ly-

determined (and este ) rna ls. Th s ilur 

at on ime so h'gh h t 0 n 

inv tig in co 

c l , v 

v 
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concerned. This is mainly because neither those two 

subjects nor ·the cut-off scores have been objectively or 

empirically determined so that, it is largely true to 

assert that there is no objective way of counselling a 

student on whether or not to pursue a given option. As 

Onuong'a (1988) aptly puts it, 

"Though there are various methods of 
deriving a relationship between ... 
and performance, empirical analysis 
are the most widely used since they 
are testable as opposed to such 
simple methods as 'educated' or 
simple guesses." 4 

Thus, the major thrust of this study is to attempt 

to identify determinants of perform nc in th Accounting 

vis-a-vis the non-accounting options in h F cul·y. Th' 

is with a view to corning up wi h cou s s h in ui. h. 

between students who will do w ll in h Ac oun n o ion 

as opposed to those who will do w ll ~n th non- c ountin 

options. 

Th Univ si y o iro b one n 1 v riou 

tim s on stu n 0 l y. 0 n 

· · n 197 

v 

0 
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however, did not concentrate on the relative performance 
of the various options per se but rather mainly con

sidered the Faculty in totality. 

The other study is a recent one (1988) . 6 It was 
concerned with determining performance predictors in the 
Faculty's examinations. It is quite similar to the 

first study but more exhaustive. However, it also did 
not address itself specifically to the issue of per

formance in the various options, its major objective being 
to come up with pre-entry performance factors, the 
factors used being secondary school courses t ken by th 
subjects of the study. The pres nt study c n b con-

sidered, in a w y, to be follow-up o h y nc 
it acts mainly on the pr mis th t th u n L y 
admitted into the F cult nd is d in h'rn U 01 

herself to the issue of •hich op ion to t k in s con 
year and beyond. 

n 

c 0 n 

0 l 
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Accounting Department has insisted on a score of at least 

50% in Fundamentals of Accounting and 55% on Quantitative 

Methods for a student to be admitted into tne Accounting 

option. None of these criteria have been objectively 

determined. 

Further, there inevitably will be those students who 

take a given option, only to find lat~r on that they were 

not well suited for it. It is often too late to revert 

to a suitable option for such a student. Yet, intuitively, 

one would imagine that there are a priori student 

attributes such as performance in various courses and 

ex minations that best suits giv n stud n in iv n op on. 

There have also b n sugg tion o h 

introduction of more options n th F ul y. tn 

the Faculty is pais d to o f r n m n , 

Science and Fin nc op ions, b ginnin 1 Tho 

spiring to t k thos op ion h ll in vi ly n 

gu lin s s o o u n l .k ly 

n c op o . 0 on 0 

no 

v 

0 

L r., 

m n 

u n 

om 
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is best suited. Arriving at such models is practically 

not easy, though. 

There are mainly two vexing issues that any 

researcher has to address himself to. One of these 

issues is with regard to the choice of predictor variables 

7 and the other is what type of statistical tool to employ. 

The criterion variable in this study was third year 
Grade Point Average (GPA) , which was used to define the 

population of interest. It was felt th~t this was the best 

criterion of success for two reasons. Generally, students 

strive to achieve a high GPA while at University. This is 

because pursuance of higher educ tion t u r 

specified minimum of perform nc in th GP . J\.l '0 1 

employers of the Faculty's stud nt e hos u n 
with high CPA. 

The predictive v ri bl s sel ct r "0" L v L nd 

"A" level aggreg t sco s, n h irs y r in ivi u L 

ubj cts, th t . 
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1.3 Importance of the Study 

This study should be of benefit to certain partie s and 

institutions. Firstly, it should provide an obj e ctive 

method for the wise selection of the option by the student 

concerned upon comple tion of the first year of study. 

Indeed, it should help those aspiring to join _the Faculty 

of Commerce f ocus their attention at some particular option. 

Also, tho s e stude nt s with low grades in identified 

requi s ite s ub ject s can also be he l ped through guidance and 

counse ll ing i n those subjects . The study s hould parti c ular ly 

be usefuL to this group of students , given h ir b ing w k 

in those courses . 

The lecturers and tutors would l ·o lin w 

a student lot which is best suit to h u l r op on . 

This would make their teaching work l ti ly ~ r . Oth r. 

than these parties, oth r u iv in K ny 01: l wh r 

ith these opt'ons in ir F C\. l y 0 omm r 0 . 
. 
nt•nding l 1 h l 0 n 0 0 0 ot 

•v u . 

l 

h 
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who is best suited to pursue Accounting option and one 

who is best suited for non-accounting courses. To this 

end, the study specifically aims at attaining two 

objectives. 

The study aims to identify the variables, if any, 

that clearly distinguish between students who will 

perform well in the Accounting option as opposed to those 

who will perform well in the non-accounting options. 

Also, the study is aimed at determining the nature of 

the predictive/discriminative equation, if any, that 

can be used to predict whether a student would perform 

better in an Accounting or non- ccoun ing cou s . 

1.5 Choice of Predictor v 

A recurrent problem in n m iric l u y uch 

the present one is with reg rd 0 h choic 0 "sui 

predictor v ri bl s. Cone p u lly t Log~c L 

oint auld b to pick p c 0 v bl h 

c us n c p h n 

bl " 
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However, this approach is not without limitations. 

Firstly, a causal relationship is quite difficult to 

esta blish. It requires vast accumulation of evidence from 

various investigations which, if all findings point to 

the same conclusion, increase our confidence that a causal 

relationship exists. But even then, it is rarely 

conclusive since variables may be either space or time 

spec i f ic (or both) , so that a given predictor variable at 

s ome point in space o r time may not be so in another, 

differen t point . 

Further , a given phenomenon m y b c us 

multitu de of factors . T~ se f ctors my no 

observable at the same time or ll h u 

d by 

LL b 

c un 

study , as in thecaseof , for instanc , on ' s input in rm 

ot hours of study per given period (s y p r w k ) wh'ch is 

devoid of dat for the pr s n s u , , much s h r e ch 

feels h s g e t b rin •i ion v 

v h 

rno 

y 

0 

v Ly 

n 

L 
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~It should be noted as a caution that 
the use of "extraneous" scores like 
IQ tests, aptitude tests, etc. has 
had its ample share of criticism, 
especially by social scientists who 
are of the view that such scores are 
heavily biased towards certain 
cultural attributes of the examiners 
and may, therefore, be unsuitable in 
a different environment."9 

In any case, even if such variables were not 

culturally-biased, it would not be possible to obtain 

data for them in the case of this study as the subjects 

are no longer in the University, at least not as 

undergraduate students. 

There are other v ri bL which, v n hough th y 

my have a high rel tionship wi h he cr't 

cannot be used practically in m king polic 

Mostly, this applies to such d rna phic cto 

sex, race and so on 'here 1ssues o d1sc·imin ion is -
Thus , even t oug Kohte , Dr. D. (1 80 oun nd 

signi ic pr i o o p r o in h 

F c ty o Co on wo ll 

. ll. 
0 

c 0 
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unimportant variables may not justify the additional · cost. 

As Kendall, M.G. (1975) points out, 

" ... on the practical side, we may wish 
to reduce the number of variables to 
save computational effort; or we may 
wish to avoid variables which are 
expensive to observe, or involve a 
lot of delay in measurement, provided 
that nothing serious is lost in the 
purpose of the inquiry."10 

What may be regarded as the "best" predictor 

variables may also be interrelated. This is the problem 

of multicollinearity. Thus, the variables having the 

highest correlation with the criterion variable when 

considered singly might contribute very little o th t 

combination of th predictor v ri bl s which co r l 

most highly with the crit rion. Th' i· roo· ot 

in regression analysis as camp r o isc min n n l y is 

as observed by Paolillo, J. G. P. n E t , R. w. ( 1 8 . ) 

thus: 

c 0 c 

cone 
h r 
l. p "t l 
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intended, such as predictive ability or c .lassificatory 
power in the case of this study. 

1.6 Outline of the Study 

This project consists of six chapters. The fore
going chapter considered the background to the study, 
statement of the problem, objectives of the study, its 
significance and finally a discussion on choice of 

predictor variables. 

Chapter two is devoted to the literature review. 
Consideration is given to a background on options offered 
in the F culty of Commerce nd Pr dieting Ac m c 

Performance. In Ch pter ~hre I th c l ool u 
to analyse the dat I linear discrimin nt n ly-i 
outlined. 

The fourth chapter giv s th r 

u d in th tu i ~ 

data an ysi n iscus o o 

ix , concl o , 

l 

0 

0 

ch m h ole y 

vo d n ir ly ·o 

r ul 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Background to Options offered in the Faculty of 

Corrunerce 

At the time the Faculty of Commerce was formally 

established in the year 1964, it had four departments 

namely Accounting, Business Administration, Law and 

Economics. The Department of Law became a fully-fledged 
Faculty in 1970 whereas the Department of Home Economics 

was absorbed into the Facul y o Sci nc . 

The Faculty continued off rin Accountin 

Business Administration ( .. 1 rk · n ) op on un. · l h 

academic year 1980/81 when the 

para ted under Business dmini 

only a sm ll group of stu n s 

In sur nc s·nc i c 0 

B n r 

0 0 0 

Insur nc op ion, 

ion, w s b un. 

ch y v p 

oun 

0 

n at:-

m 

l 

l 

How 

-or 

v t" , 
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The core courses offered in the second and third 

year of study in the Accounting option provide for a 
wide variety of careers, including the following:-

General and Financial Management; including 

portfolio management, 

Public Accounting in both Government and 

Local Administrations with specialisations 

in Auditing, Taxation, Staff Training and 

Ma nageme nt Co nsult ancy , 

Management Accounting - both i n the servi ces 

and industri l s ctors of th conomy . 

n n n t o 
Addi t ion l l y , for those stud n 

Accounting and Public Secret r· L p o· 

tions (such as C . P . A. (K), C . P . S. (K ) ), th 

on l 

op 

a wide range of courses among th l ctiv 
which would en bl such s udents not onl 

prof sion l pr qu l' c 

obt in ub 

• ro 

0 

on 

0 

m n 

0 

v il bl 

o m h 

I bu L 0 0 

l on 
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Personnel Management, Law, Management Science and 

Finance. It. is not only intended to cater for those 

students seeking a broad exposure to several management 

functional areas but is also tailored to meet students' 

individual interests and objectives. The option avails 

to students a varied and wide ranging number of elective 

courses to enable them to elect a concentration area 

appropriate to their interests. 

For students interested in general management 

careers, this programme offers to them a range of 

courses, which enables them to focus on those conceptu L 

frameworks and analytic L tools, both qu Lit t'v n 

quantitative, most pplic bl n cutin om L 

corporate policy str t gie nd d o v 

economic, social, cultural, Leg l nd chnolo c L 

environments. 

Additionally, or stu n op in or h Bu in s 
Administr tion sp c ion, un 011 L 

p c~ o 
n 

0 
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The Insurance option prepares students taking it 
for courses in the insurance industry. It is a 
relatively new option, compared to Accounting and 
Marketing which have been offered since the Faculty 
started. As with any other new course, its inception 
was in response to the need for highly trained personnel 
in the field of insurance in order to cope with the needs 
of the fast growing insurance industry, particularly in 
Kenya. 

The Insurance option is a highly specialised one, 
covering such courses as Elements of Risk and Insurance, 
Introduction to Insurance L w, Assur nc of th P rson, 
Property Insurance, Liabtlity Insur nc nd Elm nt· o 
Actuarial Science, aside from th l c iv \P n · .· A). 
As in Accounting or Marketing, by "combining" h l•ctive 
in a suitable manner, a student t king 
choose an are of function t sp ci lis 

his op ion c n 

~on such s 
ssur nc , otor V In u n 

M rine Insur nee, Lif 

nd so on. Du o i on o h y ( . 
d only 

ov 
I 

l 

) , 
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academic year 1990/1991. These options are GeneraL 

Management, Management Science and Finance. 

As might be expected, the choice of an option is 

LargeLy dependent on the student himself. 

However, as has been noted aLready, the Department of 

Accounting has over the years insisted on high scores 

for students intending to pursue the Accounting option 

in FundamentaLs of Accounting and Quantitative Methods. 

2.2 Predicting Academic Performance 

The Literature surveyed in this section L ys mph sis 

on th v ri bl th t w r u d n h m ho olo y. A 
shortcoming, how ver, ~ th t mo t o h u vi w 1 

w re c rried out ither in h Unit o 

or in Brit in. The m in r 

f w rel ed studi s in thi h 

out in Keny . 

n c rri o 

, no udy kno n o 

r h u 

n ly n 

y 

u ho h 

m 1 n 

u 

m 
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Frakes, A. H. (1977) 
15 carried out a study in the 

United States in an attempt to correlate introductory 

accounting objectives and intermediate accounting 

per f ormance. He used both correlation and regression 

analysis on equal sized samples drawn from Washington 

State University and University of Washington. His most 

important conclusion was that other than accounting 

achievement test results, other variables, notably 

demographic factors such as sex and age had also a high 

re l a tionship with the criterion variable , which was 

performance in i n te rmediate accounti ng . Thus , in 

attempting to explain perform nc in sam giv n course , 

it m y be in dequ te to limit on s L 0 only ho 

v r iab l es wh ich are , or obv ious l y s m to b ' il c ly 

related to the criterion . 

The findings of the bov utho uppo t ho 0 n 

earl1.er study c rri out by (1 on " l" dl. in 

A.c d mic Per orm nc i oll H on lu h r 

r thr rn )Or p c 0 0 c ll. 

Th . 
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a course at University. Such tests are not administered 

at the Faculty of Commerce. 

Gatumu (1976) , 17 in his study on the ability of 

0-Level, A-Level and an Aptitude test to predict per

formance at the University of Nairobi as measured by the 

final year GPA also found aptitude test to be quite 

significant. Apart from factor and canonical analysis, 

he also used regression analysis. The subjects of that 

study were drawn from various faculties of the University 

(Commerce was not one of them) . 

Perhaps the most pertin nt finding from th t 

(G tumu's) study i th t di f r nt pr icto v r bl 

w re more signi ic n in on cu l y l 0 h 
M y be this should no be n h 

r quirem nts for ntry into h un v y 

faculti s. Intuitiv ly, hl. in ing n b X 

th c 0 option 0 r t h F cul y 0 Co nun ·c 
0 h on oul X 0 Ub) c 

r n 0 

n 

h 

0 

0 

, 

n-
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analysed the data by way of correlation and regression 

analysis. From an original set of eleven predictor 

variables, they found that the criterion variable was 

highly correlated to the first and second introductory 

accounting courses prior to entry into the faculty, 

and also to the student'soverallGPA before entering 

the accounting program. 

Further, the same authors found that college aptitude 

t es t scores also had a positive correlation with performance 

although this was much lower than the correlation between 

the first and second gr d s in introductory ccounting 

cours s nd p rform nc . A h hi;Jh co. l on w h 

th crit rion, lso, which t n 0 uppo h y 

Fr k s (1975) nd Kohl r , Dr. 7 ) m ch no 

be pr c ic l to us such mo phic 0 0 1\ 

policy d cisions, such drni ion 0 c 

Th ttor urt r r ou m n 

n ly 0 bl h 

0 
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V'J I 

Young,.W.C.E. (1975)
20 

used discriminant analysis 

when distinguishing between the relative performance of 

(1) Boys and girls and (2) Arts-based students and science
based ones in certain psychological tests administered. 

The students were drawn from some selected Kenyan high 

schools. 

Among the findings were that the discriminant function 

was significant for the boys-girls case whereas it was 
not so for the arts-science analysis. This was at 5% 

level of significance. Out of the three psychological 

tests administered, the boys were found to outperform 

th girls in two o th m. Th' ·how h v n n u h 

n tur l groups (d ine by x) , r in 

th ton group wou l. b , on th 

oth r nd vic v rs . In h c 

mong the various option n th 

po sibl th t, ou o tho •ho 

c s h t o th bo 

c n 

v 

0 

F cul 

h n h• 

p o·m nc 

omm 

l 0 w ll, h 

ov coul v y ll 
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any similarities (or differences) :· in their considerations 

of what career to pursue. They collected primary data 

by use of questionnnaires. The subjects of study were 

required to respond to a number of Likert-type statements 

in an attempt to tap twelve factors, which were then used 

for the analysis. 

Due to non-conformity of the data to certain con-

ditions of linear discriminant analysis, these authors 

used quadratic discriminant anaLysis. 22 They found the 

f oLLowing factors to be the major considerations for the 

accounta nts: 

Avai L bil i ty o mp l oym n 

E rnings pot n t· L 

Y rs o form L 

Aptitude for th 

Te cher influ nc 

Th following c or 

Co o 

uc o n 

ub' ct 

r n ni n 0 h m: 
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to be insignificant considerations. 

Mechanical engineers had availability of employment 
as the greatest factor to consider whereas social status 
was rated Low, a converse of the attorneys' situation. 

Physicians, on the other hand, were found to rate 
the following factors highly: 

Parental influence 

Job satisfaction and 

Peer influence 

whereas the following ones were rated low in their decision 
regarding the choice of a career: 

Earnings potential 

Previous work experi nee and 

Aptitude for the subject. 

Clearly, the above mentioned study shows th t wh n 
considering the choice of c r r, wh ther som on sh ll 
eventually end up · n on or o o 
d p nd nt not on y on co r on 
for• h m u 

in 

co 

l 

0 

r n b 

h 

h 

u 
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It was prompted by what senate termed "the high failure 

rates" in some of the Faculty's examinations. The 

committee used a sample of 104 students from the 1976 

intake of students. Their criterion variable was third 

year GPA. They analysed the data using correlation 

analysis and t tests. 

Their findings support those of some of the authors 

already discussed in this review, particularly concerning 

demographic factors. Apart from other findings, they 

concluded that males do better than females on the average; 

younger students tend to do better than older ones and 

th t Mathematics was strongly poritiv ly corr l t wi h 

GPA. It w s lso found th t h Accoun n 

0 p rform b tt r th n th i t:O l l u n B 

Administration in most uant't iv cou 

re common , such s in Qu n tho 

y r. The two groups of i no 

dif r nc in h non-

i h b oin 0 

n 0 0 

v 

~n 

much 

n d 

v Th' 

n h' 

n n 
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variables, thus overcoming, or at least minimising, the 

chances of incLuding time-specific variables in the model. 

After deveLoping the modeL, he used a further sample of 

100 students to vaLidate it, and achieved 88% prediction, 

within 95% confidence interval. 

The above mentioned author's findings were that 

success in the FacuLty (as measured by the finaL year 

GPA) had a high correLation with mathematics, commerce 

and science, aside from such demographic variabLes as 

age and sex (though sex was onLy significant in one 

regression) . The study thus supports those mentioned 

Lr dy in so far as d mo r phic ctor r cone n 

pr dictors of c d mic p r orm nc H t ·o, lik 

Kohler, Dr. D. (1979) doe , c u ion on. h p m o 

of d rnographic vari bles in c rt 11 ol cy c on 

s drnission 1nto some course 

Other th n th c oic 0 pr c or v i l I i 

is thu vi nt l 0 ro 

0 u c n 

l 

u h 

0 

l 

l 
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CHAPTER 3 

THE MODEL 

3.1 An Outline of Discriminant Analysis 

The major statistical tool that is used in this 

study is linear discriminant analysis, a variant of 

ordinary least square regression anaLysis. Even then, 

t-tests wiLL be carried out for each variable firstly. 

Th1s is to screen, and possibLy abandon, any variabLe 

that does not show a significant dif erence b twe n 

accounting nd non- ccounting stu nt . t w y 
to c rry out the t tests sine t pwis p o o 

discrimin nt nalysis ould not b po "bly 01 

Discriminant analysis b g n ith h 

statistically distinguish b t n wo or rnor 

ae in d groups of c Th "group '' r 

th p rticul r 1 u 10 . o 

h ro 

t" 0 

prio 

in 

l 

n 
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discriminating variables that maximise among-groups 

relative to within groups variation. 

The general form of the discriminant equation is: 

z. = Kilxl + Ki2x2 + --- + K. X ~ ~n n 

where z. is the score on discriminant function i · ~ 

the K .. Is are the weighting coefficients ~J 

and the X. • IS are the values of the n discriminating ~J 

variables used in the analysis. 

In the case of a two-group discriminant analysis, the 

discriminant function is one. However, if there re more 

th n two group , it is possibl to g t mor th n wo 

discrimin nt equ tions. Sp cific lL h m x mum numb t" 

of functions which c n b d r v i h on l h n 

the number of groups or qu l to h numb 0 i c imin .1n 
v riables , if there ar rnor group h 1 v i bl { n 

unlik ly situ tion, though). 

Th c th c n b 0 h on rn n 

on n 0 

0 • 
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of the equation, a statistic which gives the relative 
importance of each of the equations (in the case of a 
two-group analysis, the relative importance of the equation 
would obviously be 100 %). In any case, this problem of 
multiple discriminant equations is not of major concern 
in the present study as it involves a two-group analysis. 

For one reason or another, a researcher may be faced 
with what he may consider to be too many variables. He 
may for example be interested only in a certain number of 
variables which passes a specified level of significance 
in the di s crimi n a n t equat i o n. 

prob 

Th r e 

m. 25 

r e a numb r of w y s of 

A m tho l re dy m n on 

v r bles by use of t t est t d r 

l i n g wi t h 

y c 

h' 

nin 

l v l t 
significance {depending on th Ob) ctiv o h u y ) . 
Th variables c n be r nked usin th s t t o h h 
l rg r the t v lue ~s, h b 

v ri bl i l"k ly to b 

no co r 

i imin or h 

0 

1 
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be used in ranking the variables. Yet, different 

combinations of the variables do not necessarily resu.lt 

in the same or consistent ranking of these varibles. 

This again is due to interrelationship of the variables 

as in the case of the preceeding t test approach, which 

is likely to be different for different combinations. 

Variables can also be screened by way of linear 

multiple regression. The various groups are considered 

as sub-populations and for each of them, a regression 

equation is worked out. The relative importance of each 

predictor variable in each group can then be assessed, say 

by way of its m rgin l contribution to h co f c n 0 

d t rmin tion (R2) in th r gr ssion . h v 

lr dy found rel tively impor nt, n n [o h 
groups, would then be the mo t i c imin n . 

The discrimin nt function c n l o b comput u in 
stepwis r gression progr m th in ro on 

t tim . Th c i r · on o y 1 0 

1 c th v 
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Another widely used measure for testing statistical 
significance in discriminant analysis is the canonical 
correlation coefficient. This measure summarizes how 
reLated the discriminant function is to the groups. 
Thus, the higher it is, the higher the significance of 
the equation and hence, the more efficient it is as a 
discriminator. 

An indirect, and most widely used approach to test 
for the significance of the discriminant function is 
WiLks' Lamda (aLso caLLed the U statistic). It is 
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the significance of a discriminant equation. Hence, apart 
from ~ny ot~er considerat{ons, the significance testing 
statistics used for a given problem will be dictated by 
the nature of computer programs available. At any rate, 
these statistics are fairly consistent so that the use 
of many or all of them would merely be superfluous. 

3.2 Assumptions of the Model 

The statistical theory of linear discriminant analysis 
is based on two major assumptions. Firstly, the variables 
being used are assumed to have a multivariate normal 
distribution. S condly, these v ri bl s r 

qu l v ri nc -cov ri nc m r'c wi h'n ch 

ssumed to h ve 

27 ou . 

Various m thod for t tin h 

to th se ssumptions r v il bl . 28 

o onl m y 

n h v n h 
ny or both of these surnptions r not ul · ll , c 

distortions in th r sul s 

I multi no 

0 9 ~ n 

7 

y occur. 

on v'ol 

on 
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is that of the equality of group dispersion (i.e. variance-
covariance) structures across all groups. Violation of 
this condition affects severaLaspects of discriminant 
analysis such as significance tests for the differences 
in group mean vectors, and the appropriate form of the 
classification rule itself. 

There are two methods to resort to in situations 
where these assumptions are violated, depending upon which 

. . d 29 assumpt~on ~s concerne . In the case where multivariate 
normality is justified but not equality of group dispersion, 
then the use of qu dr tic discriminant n Lysis is 
pr re Wh r bo h h umption r viol 
r cour i to om i tr'b t'on - m ho 0 

d~scr'min on. 

situ tion h r ith r mul r n y l 

viol ed but qu lity 0 i p r ion m c no 0 

\'lh r bo h of th r V10l hou h 
' i r 

r 0 s r 0 7 ) u I' h ty 
l c I • 

0 

c 
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in practice, linear discriminant analysis is very robust 
and these assumptions need not be strongly adhered to, 
particularly if the assumption of equality of dispersion 
matrices holds good. Marriott (1974) notes: 

"The assumption of normality is seldom justified, but the central limit 
theorem (in the multivariate case) ensures robustness for almost any distribution in which the variance is independent of the mean (or of group membership) ."31 

In any event, t tests wiLL be carried out in this 
study to assess the violation, if any, of these conditions. 

3. 3 Use of the Model in Prediction 

Th us of discrimin nt n ly i cl c ton 
techniqu or for pr diction com s h 

comput ions and statistical gn t . h v b 11 

l 
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is divided into two sub-samples. One of these sub-samples 
~s used to d~velop the model and the other is used to 
cross-validate it. This is the better approach as it is 
e xpected to capture variables which have stable significant 
coefficients. 32 It is only after this cross-validation 
procedure that the model can legitimately be used for 
classification of new cases whose group membership are 
not known. Ideally, though, the use of a series of samples 
is the best me thod. This is limite d in prac tice in that 
samples a r e u s u a lly s ma ll a nd thus cannot be sub-div ided 
beyond a certain l i mit . 

Other than the assumptions already alluded to 
elsewhere in this study , classification of a new c se 
requires two further assumptions ; that the probability of 
a new case falling into each of the groups and the cost of 
misclassification are each assumed equal across the 
groups . There are computer packages that can be used in 
the case where these assumptions rn y not h v b n m t. 
Since there is no a priori d in cl s z 0 h 

dif erent options in h cul y 0 h urn 
0 qu l ch nc 0 n w c 11. n 0 h 

roup w· 11 k n o hoL 0 u 0 h 
u y. 

1 0 y c n o n 
. y 0 l 

l 

n 
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into the Accounting option is instead classified into 

the non-accounting options. The other is the reverse 

situation where a student who shou.ld have been classified 

into a non-accounting option is put into the Accounting 

one. There is no reason to suppose that there is a 

difference in the relative costs of these errors. Thus, 

equality of costs of classification errors across the 

groups will also be taken to hold. 

The classification of a given subject into a given 

group is not a clear-cut issue . A case is merely assigned 

to that group which it has the highest probability of 

fal ling into. This is achieved by use of s p r te 

linear combination of the· discriminating vari bl 0 

each group. 

This problem of classification lies in the bor e·Line 

or marginal cases where the prob bili ies o 

into one or the other group(s) e pr ctic lly 

c s f L lin 

33 
Some authors, notably K ll (1975) 
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Among other output, computer programs for 

discriminant analysis give the discriminant function 

coefficients (both standardized and unstandardized) and 

the group classification functions. Either of these two 

outputs can be used to classify a case. In the case of 

the discriminant function, the one with the unstandardized 

coefficients is used together with the raw scores of 

the variables, as the scores have not been put to a common 

scale. The rule is to assign a case to that group whose 

centroid is nearest to the discriminant score of the case. 

For the group classification functions, the rule is 

to assign the case to that group whoso (the c se's) co 

highest. This is equivalent to assigning th c s to h t 
is 

group where it has the highest probability of f lling n o. 

These two approaches are merely two ways of achieving th 

same end as they could never be cont adic ory. The 

discriminant function score appro ch will b u 

study, in classifying th cas sin th lol ou 

(valid tion sampl ) . 

in hi 

mpl 
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CHAPTER 4 

RESEARCH DESIGN 

4.1 The Popu.lation 

The population of interest in this study consisted 

of all those students who were successful in the Facu.lty 

of Commerce between the calendar year 1979 and 1988, a 

. d . 34 period of e1ght aca em1c years. Although data was 

available from the year 1964 when the Faculty was begun, 

to date, the latter period was chosen m inly due to the 

ease of data accessibility. The period chosen is nyw y 

long enough so that the study shouLd b able to d qu t Ly 

capture variables that are not time-specific, if ny. 

The term "successfuL" requires some expl n tion. 

It is used here in a restricted sense. Thus, for th 

purposes of this study , a succ ssf l stu n is -in 

to mean a student who gr du w Upp on l 

Honours gr or bov I 0 h n o 

i p rform nc in n n 01 , . n 

y h h 

n 

l 0 
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entering a chosen career. Due to the difficulty of 

accessing the subjects this way, the university examination 

criterion was chosen as the best surrogate. 

There are two reasons for taking Upper Second Class 

or above as criterion of success. Firstly, given the 

Kenyan setting where job opportunities are very competitive, 

most employers of the Faculty's students seek those students 

with at least an Upper Second Class Honours degree. 

Secondly, most students strive to excel in the examinations 

and to meet the requirements for most higher educational 

studies such as M.B.A. which require at least an Upper 

Second Class degree. 

The defined population consists of subj cts who 

likely to have done well in most of their cademic 

r 

undertakings. This is so because admission into high r 

stage of education normally requires high per ormance 

(mainly as measured by way of ex min tion n h 

preceeding stage. For inst c , m o o 0-l v l 

studies r quires high l v o 

school 1 v l. 1 o 

Ur v r y, on 

X 
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the subjects in the defined population not only managed 

to go through al .l stages to University but also obtaine d 

Upper second Class Honours degre e finally attests to .the i r high 

likelihood of having done well in most of their e xamina tions. 

4.2 The Sampling Procedure 

The defined population has been divided into two 

groups of four academic years each. The first group, 

between the academic years 1979/80 a nd 1983/84 inclusive, 

has been us e d to de velop the model . The second g roup, 

beginn ing the academi c year 1984/85 till 1987/88 , has 

been used to cross-validate it . Consequently , the s mpl s 

for the analysis have bee~ drawn from these t wo p riods . 

This i s a n appropriate technique in order o ov rcom 

problems of sample-specific characteristics s sug ste 

elsewhere in this report . The use of n e rli r period 

to deveLop the modeL and a latter one to lid i is 

so as to counter the problem o st tion l1 y ' ' .... ny. 

In sampling, the follo l n 

ch c ego y, o n 

2 
n 
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As the population parameters are not known, it was 

necessary to.carry out a pilot study to estimate them. 

The reliability factor was set at 95 % level of confidence; 

hence z = 1.96. Thus, the maximum tolerable error, which 

is defined as half the reliability factor, is 0.98. 

A convenience sample of forty students for each 

group was picked from the first four academic years t~at 

the study covered (1979/80 to 1983/84). An equal size of 

ten for each year, in e ach group, was selected. Their 

f inal year GPA was used in the pilot study whereby their 

means and s t a ndard deviations were ca l cula t ed . 

The resul ts were : 

Th 

0 

Mean GPA f or account ing students- 63 . 78 

Sample standard deviation 

Adjusted35 standard deviation 

= 3 . 5 

3 . 64 

Mean GPA for non-accounting s ud nt = 62 . 

Sample standard evi tion 

Adjusted s n r io 

JU 0 

0 

n 

3.15 

1 
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For the non-accounting student~, the sample size is: 

n = (1.96) 2 (3.19) 2 = 40.7 

(0.98)
2 

Equal sized groups in discriminant analysis yield 

more accurate results than unequal ~ized ones. Thus, 

the sample size of the group with the larger number, 

accounting, was rounded upwards to 60. Consequently, 

a sample size of 60 was used for each group. 

Depending on the number of students in a given year 

falling into the defined population, a proportionate 

sample size was picked, for each group, using a system tic 

random procedure to determine the total of 60. system tic 

random selection was possible as student files r rr ng 

alphabetically in the Faculty of Commerce ' s archiv s. 

Thus , the total sample size for all the eight ye rs 

was 240 as each group had 120; the first Lot bein for model 

development and the second one b ~ng or mod 1 v lid on. 

4. 3 

L u on ll 

w ob 

Co c , l 
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Quantitative Methods I 

Business Studies 

Introduction to Economics 

Fundamentals of Accounting 

Behavioural Science I 

and Business Law. 

"0" and "A" leve.l aggregat·e scores were also 

included. The study had also, initiall~ proposed to 

use the subject combinations of a student, that is, whether 

a student was arts-based or science-based in school. 

However, this variable was dropped as practically all the 

students included in the sample had done arts cours s 

school (out of the entire sample of 240, only thir 

students had done science-based courses ). 

n 

n 

Since the interest of the study was with reg r to 

pre-entry performance factors, the use of second ye r or 

third year course results (post-entry) waul obvlou ly no 

serve any useful purpose in so s tl obj iv 0 

this study r cone r 
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awarding a grade between 1 and 9 as follows: 

1 - 2 Distinction 

3 - 6 Credit 

7 - 8 Pass 

9 Fail 

Therefore, the .lower the score, the better the performance. 

The sum of the six best subjects thus formed the 0-level 

aggregate. The range for the aggregate for an individual 

in 0-Leve.l is thus six points at best and 54 points at 

worst. 

The A-Level aggregate is also obtained by adding 

the scores of the individual subjects taken. Unlik in 

the case of 0-level, however, all the subj cts r t k n 

into account. The results are given in the form of g· d s 

A to F and these grades are assigned points thus: 

A = 6 

8 = 5 

c = 

D 3 

E 2 

0 1 

0 

n 
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(4 principal subjects) or zero points at worst. Note 

that there is one compulsory subsidiary subject, General 

Paper, which has a max imum score o f one point. 

The first year course results are give n as a 

percentage, ranging from a minimum of zero score to a 

maximum o f a hundred. GPA, which is a linear combination 

of all the first year courses, is also given as a 

p e rce ntage . Spe ci f ically, GPA is a weighte d average of 

t he firs t year courses, wi t h the f ull courses being 

ass i gned a weight of 1.0 and half courses being ass igne d 

5 
36 h. d t t . . . a weight of 0. . T ~s a a per a~n1ng to f1rst year 

courses and the GPA was collected in the form it w s nd 

was not transformed . 

Among the first year courses , two of them r h lf 

37 
courses and the rest are full courses . The h lf courses 

are Business Studies and Behavioural Science I. The full 

courses are 

I ntroduc on to Eco omic 

Busin ss 

Fu n 0 0 

n u n 
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However, no adjustment need be carried out to reflect this 

fact since the interest of the study is with regard to 

the group a student would best be suited for rather than 

on the performance in the university examinations per se. 

Moreover, first year courses are not included in determination 

of final year GPA. Furthermore, the Faculty of Commerce 

has now fully used the semester system in its first year 

studies so that distinction for first year courses as half 

course or full course no longer exists. 

Final year GPA is used to categorise the class of 

degree a student passes in. Generally, the rule is s 

follows: 

70 and above - First Class Honours 

60 - 69 - Second Class Honours (Upp r Division) 

50 - 59 

40 - 49 

- Second Class Honours (Low r Division) 

- Pass 

A student getting a GPA below 0 

degree. Thus, the stu n s 

this studY. h d in l y r G 

y 

l 

OS 

0 

0\: l no 

0 . 

0 
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Fundamentals of Accounting 

Quantitative Methods I 

Business Studies 

Behavioural Science I 

and GPA for first year. 

The data was analysed by use of the statgraphics 

package in the COMPAQ microcomputer. This package gives 

a wide range of statistical analytical tools. Among 

these tools, there are two-sample analysis (t tests) and 

discriminant analysis which were used in this study. 

For the t tests, the confidence interval for the 

equality of variance and hypothesis test for th qu lity 

of group means for each variable is given s ouput in 
1' . . . t l . t one table. D~scr~m~nan ana ys~s ou put begins with th 

means for each group for every variable. Then, th st nd rd 

deviations of each of these variables for e ch group re 

given. Next are given the group cl ssific tion func ion 

coefficients, followed by th st n r i un n r i 

coefficients of h d' c n n ) . 

Th v r ou 0 h 

0 h c n n. 

h l . 

u n 
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out to assess the equality of variances for each variable 

between the groups. For the condition of multivarite 

norma .lity, no test was performedas none was available in 

the computer package. As has been seen elsewhere, 

however, it is quite unrealistic for groups to have equal 

dispersion matrices and yet not to be multivariate normal. 

Hence, the variables were assumed to be multivariate 

norma.lly distributed. 

Further t tests were carried out to screen the 

variables individually for their discriminating power. 

Again, the superior method of stepwise discriminant 

analysis, much as it would have been prefer ble s it t k s 

into account the interrelationship of th v r bl s t 

each step, was not available. Discrimin nt n lysis 

then performed with what were found, on the b sis 0 

t test, to be the 
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to suppose differences in costs of classification errors 

across group~, the assumptions of equal probability of 

being plac_ed in either group and of equality of 

misclassification costs across the groups are adopted. No 

"borderline" or "gray" area was defined, so that each case 

was placed in one and on.ly one of the two groups. 
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CHAPTER 5 

DATA ANALYSIS AND FINDINGS 

5.1 Introduction 

In this chapter on data analysis and findings, 

t tests are carried out, first .ly in order to assess the 

equality of variances for the variables for the two groups, 

Accounting option and non-accounting option. Secondly, 

t-tests are done to screen those variables which are not 

significantly different between the two groups as they 

would not be suitable for the development of 

model. 

discrimin nt 

Discriminant analysis is then performed using 

variables that were found to have signific nt differences 

in their means between the two groups . 

validation of the model evetope s 

sample. For most of th t l i 

was set ~ = o.os . 

Th v 

h c 0 

0-l v l 

In th in 1 ph se, 

one using hol -out 
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Q~antitative Methods I 

Business Studies 

and Behavioural Science I. 

The first year GPA can a .lso be regarded as a separate 

category. This is because it is a linear combination of 

all the first year courses mentioned above. This 

categorisation of the variables is useful in discussing 

the results. 

The following symbols were used to represent the 

variables. 

1 

Variable 

O-level aggregate 

A-level aggregate 

Introduction to Economics 

Business Law 

Fundamentals of Accounting 

Quantitative ethods I 

Business S udi 

Beh viou l 

Gr o ' n 0 

y 

Symbol 

OLEV 

ALEV 

ECON 

BLAW 

FACT 

. 1 

• TUD 

0 
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groups was performed with the following guiding 

hypotheses: 

Null hypothesis (H
0

) : The re is no diffe r e nce in the 

Alternate 

variance s of the variables 

between the two groups. 

Hypothesis (H 1 ): There is a difference in 

the variances of the 

variable s betwe en the two 

g r o ups . 

The test was done by finding the 95% confidence 

interval for the ratio of the variances in group 1 and 

group 2 . The results are summarized in T ble 5 . 1. 

TABLR 5 . 1 : CONFIDENCE INTERVAL FOR RATIO OF VARIANC S 

VARIABLES 95% CONFIDENCE INTERVAL 

UPPER LIMIT LOt ER LIMIT 

0-LEV 0.650 1.821 

A-LEV 0.623 1. 7 7 

ECO 0.820 

BLAW 1.000 . 0 

ACT 0. 7 

M 0 

UD 0 

o. 
7 

STATISTICAL 
DECISION 

F i l 0 j ct 

tl 

It 

"a 
l 0 

" 

Ho 

II 



52 

Thus, ·except for Business Law, all the variables had 
1 included in the confidence interval, a result that would 
be expected if the variances for the two groups were equal 
for a given variable. Even for Business La~ 1 is just on 
the margin (at the lower limit). Indeed, the 99% confidence 
interval for the ratio of the variances for this variab .le 
is 0.872 to 2.932, and hence including 1. So, it cannot 
be concluded that the variances of the variables in the 

two groups are different. In fact, it can be inferred 

that there is some evidence that these variances may be 

equal between the groups for a given variable. 

ALthough comparison of covarianc m trix v Lu s 
across the groups is not· done, the result obt in bov 
for the equality of variances, though by no me ns 

concLusive on the assumption of equality of dispersion 
matrices between the two groups, is neve·th L s 

strong indicator of their possib y b ing qu l. I c nno 

be overemph sized th t th t ) p · o m only 
. L 38 rtt~ o e . 

v nc -cov n 

l 
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I : , 

TABLE. 5 , '2 ( i) : VARIANCE-COVARIANCE MATRIX FOR GROUP 1 

OLEV ALEV ECON BLAW FACT QM BSTUD BSCI GPA1 

OLEV 26.27 -1.67 -4.09 4.47 -12.74 -1.79 -14.99 -0.13 - 4.46 

ALEV 2.27 0.29 2.07 0.87 6.75 -1.38 0.80 1. 96 

ECON 61.55 -8.11 20.61 19.19 15.07 3.6 2 19.95 

BLAW 71.36 -10.23 2.21 -6.86 1. 01 11.49 

FACT 54.25 19.87 18.27 1. 86 18.50 

QM 119.84 -19.46 1. 84 30.65 

BSTUD 54.04 10.27 7. 73 

BSCI 26 .78 5 .44 

GPA1 17 . 55 

TABLE 5 . 2 ( i i ) : VARIANCE-COVARIANCE MATRIX FOR GROUP 2 

OLEV ALEV ECON BLAW FAC'r • QM BSTUD SCI G Al 

OLEV 25 . 18 -2 . 03 -4 . 71 0.49 -2.53 4.04 3.5 -2. 18 -0.35 

ALEV 2 . 09 0 . 57 0.69 1.19 3.32 -0 . 55 0 . 37 1.13 

ECON 44.85 10.69 15 . 8 53.90 16.11 l. 5 2 .73 

BLAW 2.61 -3. 15 28. - . 3 -7. 3 L .3 7 

FACT 7 8 .81 .08 . 03 1 . - 1 

QM !1 . 

BSTUD . . . 7 

SCI 

1 . 7 

l 
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those in the leading diagonals. 

Thus, even though the above analyses are not 

cortc.lusive, they do not provide any evidence on the vio.Lation 

of the equality of variance-covariance matrices. so, 

this condition wi.l.l be taken to ho.ld. Hence, the 

variables can be used to develop a .linear discriminant 

mode.l (at Least as far as this condition is concerned) , 

as opposed to a quadratic one which would be the case if 

there was gross violation of this condition. 

5. 2. 2 Equality of Means Tests 

t tests for equality of means for th v ri bl 
5 

w r 

carried out in order to abandon those v ri bles ound not 

to be significantly different bet een the groups. Th y 

were performed under the following hypotheses: 

Null Hypothesis (H 0 ): 

Al rn t Hy o ( H ) : 

Ther ~s no i f rene in 

m ns of g'v n v ri bl 

oup 1 n au 

n 

0 n 

n 

o.o 
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results of this test are summarized in Table 5.3 (iii) 

below. The variable means and standard deviations are 

given in Tables 5.3 (i) and 5.3 (ii) respective .ly. 

TABLE 5.3 (i): GROUP MEANS 

VARIABLE GROUP 1 GROUP 2 

OLEV 17.283 18.900 

ALEV 14.617 14.333 

ECON 63.800 56.367 

BLAW 57 .88 3 53 . 967 

FACT 66 . 500 51 . 150 

QM 72.450 55 .0 33 

BSTUD 60.600 60.383 

BSCI 61.783 60 . 567 

GPA1 64.407 55.400 

TABLE 5 . 3 (ii): GROUP ST NDARD DEVI TIONS 

V RIABLE 

OLEV 

v 

GROUP 1 

. 0 

• 7 

0 

7 
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TABLE 5.3 (iii): TEST FOR EQUALITY OF MEANS 

VARIABLE T VALUE STATISTICAL DECISION 

OLEV -1.746 Fail to reject Ho 
ALEV 1. 051 II 

ECON 5.582* Reject Ho 

BLAW 2.842* II 

FACT 11.806* II 

QM 8.394* II 

BSTUD 0.154 Fail to reject Ho 

BSCI 1. 036 II 

GPA1 10.85 5 * Reject Ho 

* = significant at OC = 0.05 

Hence, the most significant variables in order of t v lu , 
are :-

Fundamentals of Accounting 

GPA for first year 

Introduction to Economics 

Quantitative Methods 

and Business L w. 
# 

These 1ari bl s th on h l 

b th mo c n 

w' ll h n n n 

mo l. 

h L no n c n n h 

0 n ( 
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:Business Studies 

Behavioural Science I 

A-level aggregate 

and 0-Level aggregate. 

The failure of 0-level and A-level aggregate to 

differ between the two groups should not be a surprising 

result. This is so because admission into the University 

is based on A-level performance and to some extent, the 

o-level performance since a student must have obtained at 

least five credits in 0-level as one of the prerequisites 

for entry into University. Similarly, admission into 

A-level is based on 0-level scores. Thus, th se stud 

were not randomly selected, since, as far as 0-l v L.~ 

A-level performance are concerned , all of them re 

already equally good performers in these two courses 

hence are not significant in discrirnina ing betwe n the 

groups. 

It is diff'cult o un r 

nd B h viour 1 sc· nc 

how v r, rnon 0 n 

n nv 

no 

0 

l 

y B u 

y 

0 L ho 

n 

nts 

nd 

nd 

U l I 
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to be time-?pecific. 

5.3 Model Development 

This section on model development starts with the 

discriminant model which includes all the variables 

regardless of whether they were found to differ 

significantly between the two groups or not. This was 

necessary so as to facilitate comparability and thus, 

a discussion of the results. This model will be 

referred to as Full Model I. 

A slightly reduced model, with all the variables 

included except GPA for first year, is formul ted next. 

This is further to enhance discussion of th- result . 

This model is referred to as Full Model II. 

A model using only those variables found to 

significantly between the two groups is formulate 

This model is referred to as Reduce 1od 1 I. A 

reduced model which inc ud s t o v · bl ou 

differ s'gnific n ly o ou w 

XC p ion 0 GP Ol 0 l 

w LL b o 

L n 

h 0 

0 0 

if fer 

next. 

ur h 

0 

h 
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a discriminant model. These variables are 

0-level aggregate 

A-level aggregate 

Business Studies 

and Behavioural Science I. 

This model will be referred to as Reduced Model III. 

Thus, in tota.l, there are five discriminant models 

developed. 

5.3.1 Full Model I (with GPA) 

The results of the discriminant function derived by 

inclusion of all variables are shown in tables 5 .4 (i) 

through to 5.4 (iii). 

TABLES 5.4 (i) - 5.4 (iii): DISCRIMINANT MODEL: FULL MODEL I 

TABLE 5.4 (i): CLASSIFICATIO 

VARIABLE 

OLEV 

ALEV 

co 

L 

GROUP 1 

1. 725 

.7 8 

GROUP 2 

7 

7. 07 

7 

7 

COEFFICIENTS 
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TABLE 5.4 (ii): SIGNIFICANCE STATISTICS 

STATISTIC VALUE 

EIGENVALUE 1. 718 

CANONICAL CORRELATION 0.795 

WILKS' LAMBDA 0.368 

CHI-SQUARE 113.477 

GROUP CENTROIDS: GROUP 1 1. 300 

GROUP 2 -1.300 

TABLE 5.4 (iii): DISCRIMINANT FUNCTION COEFFICIENTS 

COEFFICIENT 
VARIABLE 

STANDARDIZED UNSTANDARDIZED 

OLEV -0.044 -0.008 

ALEV -0.176 -0.119 

ECON -0.768 -0.105 

BLAW -0.637 -0.08 

ACT 0.10 0.01 

-0. 07 -o.o 0 

BSTUD -o 1 7 -o.o 
-o. 0 -0.0 

0. 
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Science r · and GPA for First Year, the standard 
deviations for the accounting group is consistently 
higher than for the non-accounting group (table 
5. 3 ( ii) _,_· It jv_ould be incorrect to make any conclusions 
based on the mean alone as it does not take into 
account the variability and interrelationship 
between the variables. Furthermore, the variables 
are not standardized and hence, they are not on a common 
scale. 

The standardized discriminant function (table 

5.4 (iii) is 

z =-0 .040 OLEV- 0.176 ALEV- 0.768 ECON- 0.637 BLAW 
+ 0.109 FACT- 0.907 QM- 0.737 BSTUD- 0.302 BSCI 
+ 2.512 GPA1 

where z is the discriminant score . 

The unstandardized discrimin nt function ~s 

z = -0.008 OLEV- 0 . 119 ALEV- 0 . 105 

+ 0.015 FACT- 0.080 1- 0.0 

0.55 GPAl - .852 

Th 

G o 1 

oup c n o 

• 1. 00 

- . 00 

0 

CO - 0.08 BLAW 

u - 0 . 055 c 

Ll 

0 

) 
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The canonical correlation is also quite high, being 
0.795 whereas Wilks' Lambda for the equation is low, } 
at 0.368. All these statistics point to the high 
discriminating power of the model. 

The order of discriminating power per individual 
variable can be obtained from tab~e 5.4 (iii) (the 
standardized discriminant function coefficients). It 
is only the absolute value which matters as discrimination 
can be either way as the group centroids are on either 
direction of the Line-number continuum from zero. 
Thus, the ranking of the variables (with the most 
discriminating first) is 

GPA 

Quantitative Methods I 

Introduction to Economics 

Business Studies 

Business Law 

B haviour sc· nc 

n 

n Ll l 

L y 
l 
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of the variables, compared with the ranking given by 

the t test. 

In terms of classifying an individual case, the 

higher the score in all variables except 0-level 

aggregate, Fundamentals of Accounting and GPAl, the 

more likely for that case to be classified into a 

non-accounting course, all other factors held constant 

(tab.le 5.4 (i). This is in spite of the group means 

which show contrary results. This lends further weight 

to the likelihood of these results being distorted. 

5. 3. 2 Full Model II (without GPA) 

In order to address the problem of distortion 0 

results due to GPA seen in the preceeding section, 

discriminant analysis w s performed using all v ri bl 
5 

except GPA. The results are presented in t bles 5.5 (i) 

to 5.5 {iii). 
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TABLE 5.5 (i) - (iii): DISCRIMINANT MODEL: FULL MODEL II 

TABLE 5.5 (i): CLASSIFICATION FUNCTION COEFFICIENTS 

VARIABLE GROUP 1 GROUP 2 

OLEV 1.748 1.772 

ALEV 7.042 7.383 

ECON 0.790 0.791 

BLAW 1. 074 0.992 

FACT 0.8 5 2 0. 526 

QM - 0 . 169 -0 . 253 

BSTUD 0 . 668 0 . 771 

BSCI 1 .. 62 9 1. 617 

CONSTANT -215 . 609 -197 . 461 

TABLE 5 . 5 (ii ): SIGNIFICA CE STATISTICS 

VARIABLE V LUE 

EIGE VALUE 1.707 

C 0 IC L COR L 

0 

0 0.7 

0. 
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TABLE .5.5 (iii): DISCRIMINANT FUNCTION COEFFICIENTS 

COEFFICIENT 
VARIABLE 

STANDARDIZED UNSTANDARDIZED 

OLEV -0.048 -0.010 

ALEV -0.194 -0.132 

ECON 0.004 0.001 

BLAW 0.240 0.032 

FACT 0.896 0.126 

QM 0.368 0.032 

BSTUD -0.308 -0 .040 

BSCI 0.025 0.005 

CONSTANT - -7.003 

The standardized discriminant function obt in · l .S 

z = -0.048 OLEV- 0.194 ALEV- 0 .00 ECON + 0.2 0 BLAW 

+ 0.900 FACT 0 . 368 

The unst nd rdiz 

z = 0 . 0 0 OLEV- 0.132 

0.126 

- 7.00 

o.o 

i cr 

- 0.308 B TUD + 0.0?5 BSCI 

n 

- 0.00 

- 0 0 u 

ion 

0 . 0 

o.oo 

l 

l 

l 
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TABLE 5.6: COMPARISON OF FULL MODEL I AND II ON SIGNIFICANCE 

STATISTIC FULL MODEL I FULL MODEL II % CHANGE (!=II) 
I 

Eigenvalue 0.718 1.707 0.6 

Canonical 

Correlation 0.795 0.794 0.1 

Wilks' Lambda 0.368 0.369 -0.3 

Chi-square 113.477 113.540 -0.1 

Group Centroid 1. 300 1. 296 0. 3 

The eigenvalue and the canonicaL correlation went 

slightly down, by 0.6% and 0.1% respectively whereas 

~vilks' Lambda went up by 0.3%. The group centroid 

neared zero by 0.3%. All these changes indic t v r:y 

slight reduction in terms of the discrimin ting pow r 

of the variables without GPAl. It should be ppreci t d 

here that generally, the more the variables included 

in a discriminant model, the higher the discrimin nt 

power of the model, even i 

of the variables d' f r. 

h n 0 d 

n 'vi u 1 v r 

T o 

h r l tiv contribu ions 

0 

0 

l 

ll 

0 

o n 

h 

n 

n 

l 

n 
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A-level aggregate 

0-level aggregate 

Behavioural Science I 

and Introduction to Economics. 

It is seen that Fundamentals of Accounting, which 

was the second least discriminant in Ful.L Model I, is 

now the best one in spite of little difference in overall 

discriminating power of the two mode.ls. Similarly, 

Introduction to Economics, which was the third best 

discriminator, is now the least whereas Behavioural 

science I loses its relative importance. 0-level 

aggregate, which was the least discriminating v ri bl 

in Full Model I, has now assumed quite some import nc . 

The nature of distortion is likely to be the 

relatively high discriminating power of GPA alone 

vis-a-ViS the Other variables, SO th t it II bsorbed" most 

of the discrminating cap city. R i tiv o h s cond 

most important v ri bl 

M thods·IJ, i w o 

L v'n L v 

roup , 0 

in th o v 

.a 

n h 

0 • 

v l 
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a-level agg~egate 

Business Law 

Fundamentals of Accounting 

Quantitative Me thods I 

and Behavioural Science I. 

on the other hand, a case is more likely to fall 
into the non-accounting group relative to the accounting 
o ne i f the score is higher in the following variables: 

A-leve l a ggre g a t e 

I ntroduction to Economics 

and Business Studies . 

It is not possible to determine the relative importance 
of these variabLes as outLined above as they are not 
measured on a common scaLe . NevertheLess , the resuLts 
give a different picture from that given by FuLL ModeL I , 
which incLuded GPA. Three courses, Business Law , 
Quantitative Methods I and Behavioural Science I, 
which in FuLl ModeL I, the higher th scar s in those 
courses the• higher the l"k l"hood o 
cl ssi i d in o 

n Account'n 

v nc o 

v 

n 

on 

non- ceo n n 

h v no 

0 

n n 

on . 

b in 

h 

0 l 

n , l n, ·h 
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differ significantly between the two groups. These 
variables are likely to contribute only marginally 
in a discriminant model. Thus, it may not b e an 
optimal model as such. 

To work towards an optimal model, significant 
variables are used to develop it. These variables are 

Introduction to Economics 

Bu s ine ss Law 

Fundamenta l s of Accounting 

Qua ntitative Methods I 

and GPA for first year. 

The results of this analysis are pres nt d in 
tables 5 . 7 ( i ) to 5 . 7 ( iii ). 

TABLE 5 . 7 (i) - (iii) : DISCRIMINANT MODEL: REDUCED HODEL I 
TABLE 5 . 7 (i) : CLASSIFICATIO FUNCTION COEFFICIENTS 

VARIABLE 

ECO 

BLA 

GROUP 1 

- .3 7 

-0.7 

GROUP 

57 

-0 . 

0 

. 0 
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TABLE 5.7 (ii) r SIGNIFICANCE STATISTICS 

STATISTIC VALUE 

EIGENVALUE 1. 601 

CANONICAL CORRELATION 0.785 

WILKS' LAMBDA 0.384 

CHI-SQUARE 110.404 

GROUP CENTROIDS: GROUP 1 1. 255 

GROUP 2 -1.255 

TABLE 5.7 (iii): DISCRIMINANT FUNCTION COEFFICIENTS 

COEFFICIENTS 
VARIBLE 

STANDARDIZED UNSTANDARDIZED 

ECON 0.261 0.036 

BLAW 0.538 0.071 

FACT 1.164 0.163 

UM 0 .7 95 0.070 

GPA1 -0.890 -0.1 

CO STJ\ T - -8. .. 

Th t n 

- 0. 0 



71. 

The unstandardized discriminqnt function is 

Z = 0.036 ECON + 0.071 BLAW + 0.163 FACT + 0.070 QM 

0.196 GPA1 - 8.483 

The function is significant, though there is some 

loss in discriminating power as compared with the model 

that includes all variables and the one excluding only 

GPA. To assess the extent of this .loss, comparative 

figures are given in table 5.8 below. The figures are 

comparative for what is regarded as the best model, that 

is, the full model excluding GPA with the model which 

includes only the significant variables. 

TABLE 5.8: COMPARISON OF FULL MODEL II AND MODEL W TH 

SIGNIFICANT VARIABLES 

STATISTIC FULL MODEL II MODEL ~VITH % CHANGE 
SIG IFICANT (~) 
VARIABLES (A) 

A B 

Eigenvalue 1.7 07 1 . ... 01 

Canonic l 

Corre l t i o n 0 . 7 0.7 

w lk t L m 0 . 0 . 

c u 1 0 0 . 0 

n 
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would only amount to 6.2 %. The other measures of 
signifd.c:an\c:e~ ind:ii.cate only slight changes. In particular, 
the more appropriate of these measures, the canonical 
corre lation, Wilks' Lambda and Chi-square have only 
changed by 1.1 % , 4.1 % and 2.8 % respectively. The 
two group centroids have both approached zero by an 

exte nt of only 3.1 %. 

It can thus be asserted that the change from the 
f uLL mode L excluding GPA to the one wi th o n Ly 
significant v a ria bLe s i s n o t great a t a LL. This may 
have been expec t ed as the variabLes excLu ded are those 
not found to differ much between the two groups in terms 
of their group means . . 

The reLative importance of the variables in t rm o£ 
their discriminating power for this model can be disc rned 
from table 5 . 7 (iii) (standardized coefficients). The 
ranking is as foLLows (beginning ith the most 

important) : 

Fund m n l o co n 

GP o 

L h 

l 
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All other factors held constant, an individual case 

has a higher probability of being placed in accounting 

the higher the score in all variables except GPA for 

first year, whereby the higher it is, the more likely 

for a case to be p .Laced into a non-accounting course. 

Again, this is contrary to the results of the group 

means, particularly for GPA, where GPA is ranked third 

in terms of differences in group means (it is the first 

in terms of differences of the standardized scores and 

second according to the t test for group means). Even 

though the mean scores per se are not a sufficient 

indicator of discriminating power of a variable, one 

would nevertheless be wary of this result. This find'ng 

Lends further credence to the distorting nature of 

GPA when used in conjunction with first ye r course 

results. Thus, the results from this model m y no be 

very reliable. 

5.3.4 odel wit ing GPA 

Du o th probl h 

r n m n in o L 

0 l 

( ) 
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TABLE 5.9 (i) - (iii): DISCRIMINANT MODEL: REDUCED MODEL 

TABLE 5.9 (i): CLASSIFICATION FUNCTION COEFFICIENTS 

VARIABLE GROUP 1 GROUP 2 

ECON 0.743 0.764 

BLAW 1.128 1. 048 

FACT 1.179 0.892 

QM 0.0 36 -0.0 51 

CONSTANT -9 6 . 843 - 71. 219 

TABLE 5 . 9 ( ii ): SIGNIFICANCE STATISTICS 

STATISTIC 

EIGENVALUE 

CANONICAL CORRELATION 

WILKS ' LAMBDA 

CHI-SQUARE 

GROUP CE TROIDS: GROUP 

GROUP .. 
TABLE 5. 

1 

VALUE 

1. 545 

0.779 

0.393 

108.355 

-
1.233 

. 33 

0.0 

0. 1 

D 
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. The s~andardized"discriminant function is 

z = -0.060 ECON + 0.243 BLAW + 0.827 FACT + 0.403 QM. 

The unstandardized function is 

z = -0.008 ECON + 0.032 BLAW + 0.116 FACT + 0.035 QM 

- 10.395 

Even though GPA for first year, a seemingly high 
discriminating variable, has been dropped, the function 
with the four variables is still highly significant, 
with ~2 = 108.355. Thus, not much loss in terms of 
discriminating power of the function is sustained. This 
position can be further appreciated with a comparativ 
analysis of the two models as outlined in table 5 .10 b low. 
The table also gives values for the assessment of 
difference between the optimal model and the full mod L 
which excluded GPA (Full Model II) . 

TABLE 5 .1 0 : COMPARISO OF OPT! L MODEL ITH FULL MODEL II 
A D MODEL 

FULL 
MOD L I STATISTIC 

( ) 

nv .707 . 0 



76 

A comparison of the optimal model with Full Mode .l II 

shows a maximum loss in significance, as measured by the 
eigenva.lue, of under 10%. The more reliab.Le statistics 
for measuring significance, that is canonical correlation, 
Wilks' Lambda and Chi-square give a reduction in 

significance of 1.2%, 6.5% and 4.6% respectively while 
the centroid approaches zero by 4.7%. This reduction 

in significance is not very large, though, when compared 

with the number of variables dropped from Full Model II to 
this optimal model. 

Further, the change from the model with significant 
variables (Reduced Model I ) to the optim l mod L is v ry 
slight, being much less .than the change from Full Mod 1 I 

to Full model II (table 5.8). The eigenvalue gives 

change of only 3.5%, whereas the canonical correlation 
reduces by 0.1%. Wilks' Lambda, cni-square nd the 

group centoids change by 2.3 1.9 an 1.8 in th to r. 

It is evident then th v n i GP i x lu om 
the signific nt v ribl no to m 
pow r of h· i crim · n n 

0 h 

n 
n 

l 
n 

L 0 
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discussed. It is the model that can thus finally be used 

in distinguishing between students who perform well, as 

measured by their final year GPA, in the Accounting option 

and in the non-accounting options. This is with a 

minimum number of variables (the y are only four, out o f 

the original total of nine). 

The ordering of the variables as indicated by their 

di sc riminating powe~ · for the optimal model is as follows 

(with the most dis c rimina t ing fi r s t) (tab l e 5.9 (iii): 

Funda me nta l s of Accoun ting 

Quantitative Methods I 

Business Law 

and Introduction to Economics . 

These results are consistent with those given by Full 

Model II , even though that model included the 

insignificant variables (but without first year GPA, though 

significant) . 

For classificat·on of in v 

the scar in thr e o th our 

h lik lihoo o uc 

op io , c r 

1 

1 h h" h 

0 

l 
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It should be noted that Fundamentals of Accounting 

and Quantitative Methods I are courses that are 

quantitative. It will not be an unexpe cted finding 

that those students who do well in the m (in relative t e rms) 

are Likely to also do well in the Accounting option 

(which is relatively more quantitative than the non

accounting option) . These are also the same subjects that 

the Faculty empha s i zes f or a stude nt wishing to pursue 

Accoun t i ng option upon e nte ring s econd year. 

The case o f Bu s iness Law being an import a nt 

discriminant for success in Accounting option is a 

surprising result . It is not a quantitative subject ; 

indeed , it wou ld have been expected that it wou ld show 

no difference between the two groups, at worst . At best , 

one would have expected that students who eventu lly 

do well in the non-accounting options {which are rel tively 

Less quantitative compared to Accounting option) would 

have down well in Busin ss La in th i r. I s 

rather difficult to r tion 1· 

5.3.5 

0 
0 

0 h v l 

l 
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The results are given in tables 5.11 (i) and 

5.11 (ii). 

TABLE 5.11 (i) - (ii): DISCRIMINANT MODEL: REDUCED MODEL III 

TABLE 5.11 (i): SIGNIFICANCE STATISTICS 

STATISTIC VALUE 

EIGENVALUE 0.039 

CANONICAL CORRELATION 0.193 

WILKS' LAMBDA 0.963 

CHI-SQUARE 4.423 

GROUP CENTROIDS: GROUP 1 -0.195 

GROUP 2 0.195 

TABLE 5.11 (ii): DISCRIMINANT FUNCTION COEFFICIENT 

VARIABLE 
STA DARDIZED u DARDIZED 

OLEV 0.733 0. 

LE -0.25 -o. 70 

BSTUD 0. 0.0 

c -0. 0 -0.0 

0 

- 0. 0 

0 0 
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The function, with a chi-square of 4.423, is not 
significant as the critical value of chi-square with 
4 degrees of freedom and~= 0.05 is 9.488. Indeed, 
the other statistics for assessing statistical significance 
attest to this. The canonical correlation is very small, 
being only 0.193 and Wilks' Lambda, at 0.963, approaches 
unity whereby the two groups would be homogeneous, 
that is, there would be no distinction between them. 

similarly, the group centroids, at an absolute 
value of 0.195, almost merge at zero, indicating virtually 
no distinction between the two groups. It can thus be 
rightly concluded that these four variables do not 
discriminate between the two groups, at least not when 
they are combined alone in a discriminant model. 

5.4 Model Validation 

Having screened the variables th t o no i SCl:'imin ... te 
significantly between th two grou ceo n ing 
non- ccoun ng nd h v'ng xclu 0 

du to i b in d min 0 y 
h op L mo l only t h 

0 

0 

o n 
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The discriminant function used is that which give s 

unstandardized coefficients of the variab.les 

(table 5.9 (iii). This is the appropriate function to use 

as the scores of the variables are not themselves 

standardized. 

The equation is 

z = -0.008 ECON + 0.032 BLAW + 0.116 FACT+ 0.035 QM 

- 10.39 5 . 

The group centr o i ds are equ a l i n a b s olute terms . 

They are 

Group 1 (Accounting ) = 1 . 296 

Group 2 (non-accounting ) = -1 . 296 

A case is assigned to that group where its 

discriminant score is nearest to that group ' s centroi 

Since this is a two group analysis where sample size is 

equaL and the probabiLity of a case f lling in ei her 

group together with error of rn·scl ss· 'c tion b w n 

the two groups are assumed l, h lin 

b tw n th two group 

c 

cl n 

cr m 

0 

n 

0 

l 

n n 
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table 5.12 below. 

TABLE 5.12: CONFUSION MATRIX FOR HOLD-OUT SAMPLE 

ACTUAL GROUP 

GROUP 1 

GROUP 2 

NO. OF CASES 

60 

60 

PREDICTED GROUP MEMBERSHIP 
GROUP 1 GROUP 2 

46 

76.7 % 

9 

15.0 % 

14 

23.3 % 

5 1 

85.0 % 
Pe r cent o f "Grouped" cases correct l y c l a s s ified 

= 80. 8% . 

It can be seen from table 5 . 12 above that the 
correct ly c l ass i fied cases for Account i ng group is 46 , 
representing a percentage of 76 . 7% whereas for non-accounting , 
the correctly classified cases is slightly higher, being 
51 and thus giving a percentage of 85 . 0%. The overall 
correct cLassification rate is 80.8 . 

Given that the data tse for cl ss yi g th c s s 
came from a different mpl oth r 

d v Lop t mo l, h co 

li h ly ov r 80 c n 

h v 

n 

n 

c l 

u 0 

n 
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CHAPTER 6 

CONCLUSION 

6.1 Summary of Findings and Recommendations 

The major objective of this study was to identify 

the variables that clearly distinguish between students 

who will perform well in the Accounting option as opposed 

to those who will perform well in the non-accounting 

options. This was mainly with a view to using these 

variables to help students upon entering second year of 

their studies at the Faculty of Commerce in choosing n 

appropriate option. 

The first chapter discussed the probLem of the choice 

of options which students face in the Faculty of Comrnerc 

just prior to entering their second year. In chapter 

five, various discriminant models were d v lop with 

the ultimate im of coming up it p c o 

v ri bles tl t m y b ul · 

choo ing h r o on . 

Fo o L 0 l, u 

co 

n 
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It was found that a case is more likely to be classified 
in accounting relative to non-accounting, the higher the 
score in each of the three courses, all other factors 
held constant. These courses are 

Fundamentals of Accounting 

Quantitative Methods I 

and Business Law. 

similarly, it was found that, ceteris paribus, a case is 
more Likely to be classified ina non-accounting option 
the higher the score in Introduction to Economics. 

The results for the case of Accounting option are 
fairLy consistent with the advice currentLy given by the 
Department of Accounting to those students wishing to take 
that option except for one course, Business Law. This 
subject could hence be used as one of those to help guide 
a student on whether or not to pursue accounting. 

It may be difficult to suggest cut-o scor~s th t 
may be used to admit students "nto t v rious op ions 

y om o 

h 

L L , 

0 

o only 

y -
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Fundamentals of Accounting 

Quantitative Me thods I 

and Business Law. 

For the non-accounting options, Introduction to Economics 
contributes to the chance of being classified in thos e 
options more than the other subjects, ceteris paribus. 

It cannot b e ove r e mphasi zed tha t it c a n be quite 
erroneou s to f orm an opi nion on whe r e a stude nt i s best 
s u i t ed on the b as i s of on l y one course . The mode l 
developed can on l y rightly be used to c Lassify an individu L 
case when a l l the courses used to deveLop it are 

c ons i dered. 

Also , these findings should be used in the Light of 
Limitations of the study enountered. These Limitations 
are the subject of the next section \here sugg stions for 
further study in this are re lso giv n. 

6.2 

I i o on 

w ny n 

0 
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For instance, a variable such as interest of a 
student for a given option might be a crucial discriminating 
variable but its measurement was not possible. It is 
suggested that possibly a study utilising primary data 
that can tap a factor such as level of interest for a 
given option can be carried out. Other than interest, 
other behavioural factors such as level of motivation, 
influence and so on can be included in such a study. 

Another limitation in this study pertains to data 
analysis. Stepwise discriminant analysis procedures 
which are superior to other procedures of screening 
insignificant variables were not used in this study. 
surrogate procedures were used instead. It is suggested 
that the same study could be replicated, possibly with 
inclusion of more variables and stepwise discrimin nt 
anaLysis procedures utiLised. 

similarly, the conditions for use o Lin r 
discriminant analysis techniques w r not igo ou ly 
ppraised in his s udy. In r u 

of multiv norm Li y 0 

o un v il bit• y 0 oL 

h y coul no 

0 

n n 

n 

on 

u 

n 

l 
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of data in sufficient quantities in the case of the 

Insurance option. In this regard, a study for two or 

more groups can be conducted when data is availab.le and 

when the other options are introduced as already 

reported elsewhere in this study. 
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APPENDIX A 

e Courses offered in the FacuLty of Commerce 

rountJoa~: Opllon 
0 ~01 A ·ountinll for ~cts ° C~02 A ounrin& lor Liabilities 

a .... qo,t liiDJDl>lr lion Option 
The <<lUI~ cnt ol ne full unc from 

list of appro•ed electives. 

ln>u "'" Optloe 
01 -U Ekmcnu <If R.is lnsuran c 
01 214 lntr u i n to lnsuran c Law 

ElcoctJ>cs 

' ountina for scu (non- · 
A' ounting for Laabaluic:s (n n- ounrmg oplion only) 
Prm "I pic of Marlcerina ummg opt1on only) 

Elcmcnu of R.islc lnsuran~(non . 
lnlro..lu~tion 10 ln~ur.10 ·c u ( ·lnsur.tncc Option only) 

' ,. non-lruuran e option only 

II IIIU> 'I' EA K 

H It DIII"ScS 

8 Slncu Pol1cy an..J D«uions 
I Top1cs an Bu incu Po 1cy 

hn 
' ua•lllcnt of two full cour ~. 

u ru d111lnntrotauo Opeiun 
I r Jt~l 

ml of fi e full •ourscs. 

tsccond year course) 

DIN332 
DIN3l3 

Elect ins 

Property Insurance 
Elements of Actuarial Science 

The equivalent of one full course 

Apprond 
DA0..:307 
DACJOS. 
DBAlll 
DBA312 
08Alll 
DBA315 
DBA316 
OBA317 
OBA318 
OBA319 
DBA320 
DBA321 
DBAJ22 
DBA323 
DM$324 
DM$325 
DMS326 
DMS327 
DINlH 
D1Nll5 
D1Nll6 
DINll7 
D!Nll8 
D1Nll9 
DIN340 
DINHI 
DINJ-12 · 
CEC206 
CEC207 
CECJOO 
CECJOI 
CEC304 
CEC305 
CEC306 
CEC307 
CEC308 
CECJ09 
CECllO 
CECJII 

Electives 
Finance II 
Accounting Theory 
Marketing Research 
Selected Applications of Marketing Research 
Banking Pra~'"tice 

Company Law 
International Marketing · 
Labour Relations 
Labour Law 
Management of Co-operatives 
Managemenr of Human Resources 
Problems in Management for Human Resources 
Introduction to Econometrics 
Demographic Statistics 
Quantitative Methods II 
Business Statistics II 
Computing Science II 
Systems Analysis 
Aviation Insurance 
Marine Insurance 
Life Insurance 
Pension Schemes I 
Pension Schemes II 
Insurance of Transportation I 
Insurance of Transportation II 
Consequential Loss Insurance 
Risk Theory 
Comparative Economic Systems 
Comparative Economic Systems 
Economic Development 
Economic Development 
Agricultural Economics 
Agricultural Economics 
Economics of Industry and Labour 
Economics of Industry and Labour 
Money, Banking and Finance 
Money, Banking and Finance 
International Economics 
International Economics 

A ~tudent may select as a elective course a required course in >n 
0 P1•0 n Other than their own. -· 
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APPENDIX B 

E~UNATION REGULATIONS 

3. Final examinations in all courses are University examinations. 
4. Final examinations in all courses will form 70 per cent of the basis 

on which the degree is awarded, the other 30 per cent being 
courseworlc, including term assignments, tests and papers. 

S. The · grade obtained in all courses will be classified and publi· 
shed. 

6. A candidate who fails in the equivalent of no more than two 
full courses in the Univc:rsity Examinations prescribed for any 
year may, on the recommendation of the Board of Examiners 
to the University Sc:nate, be admitted to Supplementary Exami· 
nations within a period of four months after the end of the 
academic year. A candidate who passes his required Supple· 
m.:ntary Examinations is deemed to have passed the University 
Examinations for the year. 

7. A candidate who satisfies the Board of Examiners on either 
his University Examinations or his Supplementary Exami· 
nations may, on the recommendation Qf the Board of Exami· 
ners to the University Sc:nate, be admitted to the following 
yc:ar and, in the case of candidatc:s in the final year, be 
considered as a candidate for the award of the degree. · . 

8. A candidate, in any year of the programme, who fails to 
satisfy the Board of Examin.:rs on the equivalent of more than 
two full courses at the University Examinations may, on the 
recommendation of the Board of Examiners to the University 
Senate:, normally be required : 

(a) On not more than one occa ion, to repeat the year inter· 
nally and resi t the University Examin tions :u their next 
scheduled re itang provided that the c ndid te h s not 
previously repeated the yc r internally. 

(b) To be di ontinucd from the Umversity. 
9. A candidate who frul to ~atisfy the Ooard of Examiners t the 

University Supplementary Examinations may, on the recom
mendation of the Board of Examiners to the University 
Senate, normally be required:-
(a) On not more than one occa~ion, to repeat the year inter· 

nally and resit the Universuy E aminations at thetr ne t 
scheduled resi11ing provtded that the candtd te has not pre· 
viously repeated the year internally. 

(b) To be discontinued from the University. 
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APPENDIX C 

1 1 

1 1 

1 1 

1 1 

1 1 

1 2 

1 1 

1 1 

1 2 

1 2 

1 1 

1 2 

1 1 

1 2 

1 1 

1 

• 1 

1 

1 

0 

2.308 

0.764 

0.400 

0.615 

2.820 

-0.804 

0 . 338 

0 . 545 

- 0. 16 1 

-0 . 158 

2.306 

-0 . 341 

2.209 

-0.712. 

1. ~2 

. 8 

0. 

o. 7 

0 

-0.0 

-o. 1 



CASE ACTUAL GROUP -
25 1 

26 1 

27 1 

28 1 

29 1 

30 1 

31 1 

32 1 

33 1 

3 4 1 

35 1 

36 1 

37 1 

38 1 

39 1 

40 1 

41 1 

42 1 

43 

4 1 

5 1 

7 

0 
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PREDICTED GROUP 

1 

1 

1 

1 

2 

1 

1 

1 

1 

1 

1 

2 

1 

2 

1 

2 

1 

1 

1 

DISCRIMINANT 

1. 002 

0.733 

2.255 

1. 679 

-0.190 

1. 990 

0.728 

0.639 

2 . 210 

1. 872 

2.295 

-0.0 B 

1. 225 

-0.856 

3 . 707 

-0.137 

0.375 

3.055 

7 

o. 

o. 

0.77 

0 

7 

0 

SCORE 
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CASE ACTUAL GROUP PREDICTED GROUP DISCRIMINANT SCORE 

51 1 2 -1.352 

52 1 1 1. 947 

53 1 1 0.580 

54 1 1 1.804 

55 1 1 1. 339 

56 1 1 0.822 

57 1 1 1. 340 

58 1 1 2.366 

59 1 2 -0.104 

60 1 2 -0.126 

61 2 1 1. 864 

62 2 2 -0.815 

63 2 1 0.147 

64 2 2 -0.242 

65 2 2 -1.662 

66 2 2 -0.770 

67 2 2 -1.531 

68 2 2 -0 . 8 

69 2 -0. 5 

70 2 -0.7 

71 

7 -o. 
7 

7 

7 

7 7 
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CASE ACTUAL GROUP PREDICTED GROUP DISCRIMINANT SCORE 

78 2 2 -0.409 

79 2 2 -0.548 

80 2 2 -1.677 

81 2 2 -2.903 

82 2 2 -0.650 

83 2 2 -2.197 

84 2 2 -0.792 

85 2 2 -1.736 

86 2 2 -0.874 

87 2 2 -1.278 

88 2 1 0.347 

89 2 2 -1.229 

90 2 2 -1.557 

91 2 2 -0.905 

92 2 1 0.658 

93 2 2 -0.944 

94 2 2 -1.937 

95 2 2 -1.81 

96 2 2 -0.1 

7 2 0 

8 2 

. 7 7 

00 -o. 70 

0 -0. 0 

0 

0 
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CASE ACTUAL GROUP PREDICTED GROUP DISCRIMINANT SCORE 
105 2 2 -1.918 
106 2 1 1. 618 
107 2 2 -0.977 
lOB 2 1 0.513 
109 2 1 0.272 
110 2 2 -0.740 
111 2 2 -2.236 
112 2 2 -1.313 
113 2 1 0. 52 9 
114 2 2 -2 . 293 
115 2 2 -0 . 004 
116 2 2 -1.016 
117 2 2 -0 . 963 
118 2 2 -3 . 178 
119 2 2 -2.055 
120 2 2 -0.8 7 1 

CORRECT CLASSIFICATIO RATE = 80 . 8 
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