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EXECUTIVE SUMMARY

The financial sector in Kenya has recorded douldé@-drowth in profits for most of the past decade,
with the loans portfolio recording the highest gtiowhile the economic growth has averaged at about
5%. Of particular concern is that the banking seb#s been growing faster than the rest of the aogn
and would result in institutions and householdd @@ not able to repay their debts leading to the
increase of non-performing loans and as a resankswould be required to hold higher capital bidfer
absorb possible shocks considering scenario likeglbbal financial crisis experienced in late 2008.
Banks are required to set aside some amounts éondm-performing loans and thisipact on the
profits as it is a deductable expense. This theeefoeans that loans portfolio should be
effectively managed to ensure that credit risktismanageable levels. Effective management of
the growing portfolio requires frequent review bétcredit granting process to ensure that only
credit worthy individuals are granted loans.

Banks have traditionally employed the use of creddring to differentiate ‘bad’ customers from ‘goo
customers in their credit granting process howéweidea of markov chain where borrowers’ move from
one credit state to anothérings to light that borrower’s status is dynanmmd anot static. Credit scoring

puts a static element to this dynamism andstiely focus now isot if but when will the borrowers

default

With this identified dynamicity, lending institutis need to review their credit granting criteriabi
robust so that they not only score for risk butgoofitability. This would ensure they choose custos
whose time to default is long hence resulting iximé&zed profits since interest charged will compes

or even exceed losses resulting from default.

This paper therefore explores the loan data ansl sisevival analysis techniques specifically the ldap
Meier and Cox Proportional Hazard Model approacmamlel time to default using various borrowers’
application characteristics that include gendeg, @gcome, term of loan, income commitment and
banking history. Both the log rank and Wilcoxonseme used to assess whether there is differante i

survival curves of the categorical variables.

The explanatory variables found to be significanthie univariate analysis are then assessed fa tim
dependency and a multivariate Cox PH model witletindependent covariate fitted. The results showed

that out of the 6 application variables, only in@and banking history were significant. It was éfiere



not meaningful toclassify borrowers on the basis of their gendewe, aerm of loan and

commitments to the bank as these application vimsadid not affect risk of default.

As customers move from low income (< KES 100,0@0high income ¥ KES 300,000), rate of default
decreases by 51%, when all other variables aredwgldtant. Customers with banking history <6 months
experienced default that is 2.3 times higher thesdé who have banked >24 months. Customers with
banking history of 6-12 months have a default th&t is 96% higher than those who have banked > 24
months.
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CHAPTER 1: GENERAL INTRODUCTION

1.1 BACKGROUND

Various research papers have been published arsthef statistical methods to model consumer
credit risk. Banks in response have developed tsedring models that differentiate good
customers from bad customers hence aid in maleogsidn of whether to grant credit to an
applicant or not. The methodology used in creditisg is to take a sample of borrowers; assign
weight to the different borrowers’ application cheteristics and classify them into either

‘goods’ or ‘bads’ depending on their repayment parfance (probability of default) over a

given period of time. In particular, logistic regsgon has become a standard method for this task
(Thomas et al 2002).

There are also other behavioural scoring systeatddbk at how likely a borrower with a given
current performance pattern is likely to perfornaigiven period of time in the future. The idea
of markov chain where borrowers move from one dtanother has extensively been used in
behavioural scoring and this approach brings tat ligat credit status of borrowers has a
dynamic element and that borrowers default at diffetimes during their credit history.

The traditional credit scoring techniques apprgauts a static element to this dynamism since
the methodology looks at the borrowers’ status @tiexed period of time.

Since credit status has therefore been perceived ttynamic and not static (Banasik, Crook, &
Thomas, 1999 Not if but when will borrowers default, the issue of dynamicity has become a key
research question with most studies focusing onfrmit when will the borrowers default.
Lending institutions would want to choose custonvene would help them in maximizing their
profits and this therefore means that if time téad# is long, interest income will compensate or

even exceed losses resulting from default.

Various advantages of studying time to default helve@ady been highlighted (Thomas et al
1999) and these include:



0] Estimates of when an applicant defaults will givieetter view of the likely
profitability of the applicant and hence is a fisg¢p on the road to profit scoring.

(i) That such estimate will give a forecast of the ditfievels as a function of time.
This would be useful for firms’ debt provisioning.

(i)  The estimates may guide the decision making onlbag a credit facility ought
to be granted.

(iv)  That such an approach may make it easier to incatpestimates of future
changes in economic environment and future deéstitnates can be obtained

Narain (1992) was the first author to employ usewtival analysis specifically the Kaplan-
Meier method in building credit scoring models. 9§ model was further developed by Thomas et
al (1999) and showed that survival analysis candsgl to estimate time to default and early
repayment. Several other research works have bm@nahd these will be discussed in the

literature review section.

1.2 STATEMENT OF THE PROBLEM

Kenya's financial industry is currently one of #astest growing not only in the East African
region but in the continent. The banking secta v&ry important sector to the Kenyan economy
with key highlights of performance over the lastyBars (2002-2012) consolidating the
importance of the banking as follows; Assets gremnfKsh.456.7 billion to Ksh.2.35 trillion;
Total deposits grew from Ksh.360.6 billion to KsiZ@ trillion. Net advances increased from
Ksh.222.8 billion to Ksh.1.27 trillionProfit before tax of Ksh.5.8 billion increasedksh.107

billion. The number of bank accounts has incredsad 1.9 million accounts to 17.6 million.

This phenomenal growth has been supported by tha@sion of banks into new market
segments, prudent risk management and enhancedreimoprospects underpinned by a stable
macroeconomic environment. Ongoing reforms andhinies by the Government under the
Vision 2030 agenda and Central Bank of Kenya (G@fedference Bureau for credit information
sharing, prudential guidelines and Risk Managergaitelines) will serve to further propel the
banking sector to new frontiers of financial inetusfor more Kenyans to access these services



The sector has recorded double-digit growth iniggddr most of the past decade, when the
economic growth has averaged at about five peramahiof particular concern is that a banking
sector growing faster than the rest of the econoowd result in institutions and households that
are not able to repay their debts leading to grafiton-performing loans and as a result could
require banks to hold higher capital buffers tocabgossible shocks considering scenario like

the global financial crisis experienced in lat®20

Credit risk is measured by the amounts banks s & the non-performing loans. This in
financial terms is known as provisioning for badbide The provisioning impact on a bank’s
profits as it is a deductable expense. This theeafteans that loans portfolio should be
effectively managed to ensure that credit risk imanageable levels. Effective management of
the growing portfolio requires frequent review lbétcredit granting process to ensure that only
credit worthy individuals are granted loans. Baoksr the years have used the traditional credit
scoring models based on logistic regression thHdrdntiates bad borrowers from good
borrowers over a given period of time and doedal into account how long it takes before the
borrowers default since default has been confirtodze a dynamic event and having a robust

view of a customer would help in effective risk mgament.

This paper tests the hypothesis that probabilitgesault is affected by various application

characteristics of borrowers.
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1.3 OBJECTIVES

Main Objective

The overall objective of this study is to use suaVianalysis techniques to generate default

trends at various points in lifetime of a loan gswarious borrowers’ application characteristic.
Specific objectives
The specific objectives of this study are;

) Identifying which application variables affect deffa
(i) Estimating time to default using Kaplan Meier methor each risk

group.
(i)  Testing difference in the survival curves for eask group using the non-

parametric tests of log-rank and Wilcoxon test.

1.4 SIGNIFICANCE OF THE STUDY

This study seeks to help banks in;

. Identifying which application variables affect deffa
. Applying profit scoring
. Making decision on how long a credit facility ougbtbe granted.



CHAPTER 2: THEORY OF SURVIVAL ANALYSIS
2.1 INTRODUCTION
This chapter looks at the history of survival as#@ytypes of censoring, functions of survival

time, survival analysis techniques and hypothessig of survival curves

2.2 BACKGROUND OF SURVIVAL ANALYSIS

The origin of survival analysis goes back to ceesiago from the mortality tables however its
rebirth emerged after World War 1l stimulated bienest in reliability (or failure time) of

military equipment. New statistical methods thereeged from the strict mortality data research
to failure time research. These ideas quickly spteeough private industry and customers’

response was need for more safer and reliable ptedu

Survival analysis is a branch of statistics dealinity study of “TIME UNTIL AN EVENT
OCCURS'. Several events might be observed in the coofdbe study but only one event might
be of interest. When more than one event of intese® be considered then the problem

becomes a recurrent event or competing risk prob{Ennja, Gupta, & Verma, 2010)

Based on the field of study, survival analysis @ias been referred to as lifetime data analysis,

reliability theory in engineering and event histamnalysis.

Survival analysis application has been extendeitmus fields of study and in the banking
industry the events include time to credit defdirte to early repayment; in the engineering
field the events are failure time of machines aads) life of bulbs etc. In medical fields we
have, survival time after treatment, incubationger.e. time of infection to time of disease
occurrence, incidence period e.g. high dose giganite and time to death due to effect of the

dose. In demography the events are age at dedth, foist marriage etc.

In most studies, there will be subjects who chdosguit participating, who move too far away
to follow, or who will die from some unrelated ev®nSuch kind of exit is called censoring.
Survival analysis gives such studies a major breakigh since it allows researchers to include

the information of these individual up to the pdimy exit/censored.



Survival analysis is therefore viewed as the amslyscensored data.

2.3 CENSORING

Censoring occurs when we have some informationtahdividual survival time, but we don’t
know the survival time exactly. Censoring is atitdd to some random cause during the course

of study.

There are 3 major classification of censoring dre$é areright censoring, left censoring and

interval censoring.

i). Right censoring

This is the most common type of censoring. In slasnario, the study participants are tracked
until a time when they take no further part in stedy, but the event of interest has yet to occur.

Such occurrence can be attributed to:

* The study comes to an end while the participantioaexperienced the event of
interest (also known as withdrawal alive as theviddal is still surviving);
» Participant leaves the study for some other reagooh is independent of the interest

of study (This is also called loss to follow up) ;

i). Left censoring

This is a scenario whereby some of the study ppatints have already experienced the event of
interest yet the study has not yet begun and dsisigcnot exactly known the occurrence time
of the event. Left censoring is an uncommon tyfpeeasoring and is not usually a problem in
various studies, since beginning point is defingdub event e.g. entry of participants in study
and as such participants who have experiencedvédre ef interest are likely to be excluded
from the study.

Examples of left censoring include: Borrower hasady defaulted at the beginning of the study.



iii). Interval censored data

Interval censoring occurs when monitoring of happgf events is done periodically. The
exact time of occurrence of an event is not acely&nown but a time interval bound of the

happenings is well known.

Usually, if the assessment intervals are very shgrtmonthly, then it is common to pick one
end point consistently for the study e.g. month gtiatuis. This therefore implies that interval

censoring can be dealt with as point censoringafftequency of assessment is justifiable.

Examples of interval censoring include credit détaduring any given month etc.

2.4 FUNCTIONS OF SURVIVAL TIME

Survival analysis has 3 functions to be studieds Thparticular are th8urvival function,

Probability Density Functionand thehazard function.

Let T be the length of time to an event under consiaeral is therefore a random variable and
there are 3 different ways of describing the randess of T in survival analyss

a. Survival Function {S(t)}
The survival function gives the probability thagubject will survive past time t.
S (t) = Prob {T>t}

As t ranges from 0 to 1, the survival function Haes following properties:

It is non-increasing

 Attimet=0, S (t) = 1. In other words, the prbbigy of surviving past time 0
is 1.

« Attimet=1,S (t) =S (1) = 0. As time goes mdinity, the survival curve
goes to O.

* Intheory, the survival function is smooth. In fdre€, we observe events on a

discrete time scale (days, weeks, etc.).



F (t) =Prob {T<t} = 1- Prob {T>t}

=1-S(t)

F (t) is the Cumulative Distribution Function (CDF)

b. Probability Density Function {f(t)}

prob(t <T <t + At|T > t)

f@) = lim At

1 F(t+At|T)—F(t)
- hmAt—>0 At

= 2 F(t) = = {1-S®)}

d
=7 {1-5)}

_ —ds

dt

c. The hazard function {h(t)}

The hazard functior (t) is the instantaneous rate at which events oceut gives the rate of change of

probability of failure at a time t:
prob(t <T <t + At|T > t)

h(t) = lim At

From Bayes theorem:

__ Prob(AnB)
PA/B) = —prh )

Therefore;
prob(t <T <t+At NT >t)

h(t) = lim, At .Prob(T > t)




prob(t <T<t+At NT >t)

MO = 5T > DA, AL
1 prob(t <T <t+At)
O = 55 A, At

The cumulative hazard describes the accumulatkdipigo time t,

H(t) = [ h(w)du

Functions relationships

Since the above 3 functions are mathematicallyvedemt, knowledge of any one function

means the other 2 functions can be derived.

_fw_ 1, _as
h(t) = sit) s(t)[ ac)

L odS__d
(t)——ﬁ-z——a 0g S(t)

d
but E{logs(t)} = —h(t)

log s(£)[ = — j “hodt

(o]

logs(u) —log s(0) = — fuh(t)dt

(o]
But s(0) = Prob(T > 0) =1 — Prob(T <0)

=1-F(0)=1-0=1



Therefore

logs(u) = —fuh(t)dt

s(u) = exp{— fuh(t)dt}

In general;

S(t) = exp{—f h(uw)du} = exp{—H(u)}
0

Relationship summary

) fO=7
. _f®
i) h(t) = proey

iii) S(t) = exp{— fot h(u)du} = exp{—H(u)}
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2.5 SURVIVAL ANALYSIS TECHNIQUES

There are 3 broader classification of the survaralysis methods used for dealing with

censored data. These garametric, non-parametric and semi-parametric metts

2.5.1 Parametric Survival Analysis:

Parametric survival models make assumption onigtalzlition of the outcome (survival time).
The outcome is assumed to follow some family obpiulity distributions of similar form with
unknown parameters. Since even the parametersianewn, their exact distribution is also
unknown and data is used to estimate the paramé&irce the value of the parameter is known
by way of estimation then can the distribution bkyfspecified.

Given that the outcome distribution is assumeaHtiodw some distribution whose probability
density functiorf (t) can be expressed in terms of unknown parametengyal and hazard
functions can then be determined once the pdfasied for survival time.

If we have two Poisson distribution with one ofrthbaving a mean of 8 and variance of 8 and
another one having a mean of 10 with a variand®dhen these two distributions are from the

same family (normal) but they are not exactly thee distribution.

Exponential, Weibull and log-logistic distributi@me some of the distributions commonly used
in survival analysis. Their survival and hazarddions are given below.

Distribution S() h(t) f ()= t). h(t)

Exponential exp () A rexp (-At)

Weibull exp (AtP) AptPt M tP1 . exp (ALP)

Log-logistic 1 Ap P71 1 et
m m 1+AtP "1+AtP

From the table above, the survival time is exprssea function of the explanatory variables
thus most of the parametric models are accelerédibure time models.

There are various methods for parameter estimafioese are;

11



I.  The Maximum Likelihood Estimation ( MLE) method
ii. Least Square Method
iii.  Methods of moments

Iv. ~ Cramer Rao method
The mostly commonly used is the MLE method andithaescribed below.
The Maximum Likelihood Estimation (MLE) method

The MLE method takes care of 2 different scenar@mswith complete data (uncensored) and the

other involves censored data.

Case 1: With complete data

Consider a random (independent) sample of sizeth,abservationg;,, x,, x3 ... x, coming
from a larger population with pdfx,0), that is;

x; has pdf (x,,0); x, has pdff(x,,0);...; x, has pdf (x,,,0)

The joint pdf of the sample is the product of thhegpective pdf's. This joint pdf is what is called

the Likelihood Function denoted by L.
L="1(x,0).f(x;,0)... f(,,0)
L=1I}f (x:,6)

To solve for the estimate & , the equatioé% = 0 is solved

However in most casdsg L instead of L is used hence the estimation is;

12



d
ElogL =0

Case 2: With incomplete (censored) data

Letd _{ 1; if the ith life is uncensored
fla4i=1 o if the ith life is censored
Then;
L =TT7[f ()] % [S (] % (i)

Alternatively;
L =TI [f ()] Tz [S (8] (i)
where r are uncensored amdr are censored.

From (i);

n

B . S
v=] [reor s

i

T FeEN”
LZH{S@} [5(e)]

n

L= [t sl

L

Accelerated Failure Time (AFT) Models

Parametric methods of survival analysis assumaeilalision of hazard rate as a function of time.

The AFT model is a general model for survival datevhich the explanatory variables measured

13



on an individual are assumed to act multiplicat(@rroportionately) with respect to survival
time, and so affect the rate at which the indivigaraceeds along the time axis, that is, the

model is interpreted in terms of the speed of @sgion of an event.

(Kleinbaum, n.d.) compared the survival functiansong smokers, (t) and non-smokess (t).
They expressed the AFT assumptiorsgg) = S;(yt) fort>0, wherey is a constant called the
acceleration factocomparing smokers to nonsmokers. In a regressaonework the
acceleration factoy could be parameterized @sp () whereo is a parameter to be estimated

from the data. With that parameterization, the ARddel assumption was expresses) &9 =
S1(exp (a) t).

The general form of AFT model for the hazard fumetis given by;

hi(t) = @7¥ho (t/@)

Where@~! is the acceleration factor; is the value of X variable for thth individual in the
study and when; = 0 thenh, (t/9*!) reduces ta,, (t) which is the baseline hazard function.
Since® must be non-negative, it is then septe e™. Therefore we have that;
hi(t) = e™*%ihy(t/e™1)

When we have explanatory variables recorded for each individoa study, then the hazard

function fori*" individual at timet is given by;
hi(t) = e ™™h,(t/e™)
Where;

n; =g xq; + Xy X535 + -+ +0Cp Xpi

The corresponding survivor function is given by;
Si(t) = so(t/e™)

14



2.5.2 Non-Parametric Survival Analysis:

Non parametric methods compute the instantanealspility of an event of interest occurring
at a certain point in time given that an individhak survived up to that point. Non parametric
methods thus have a major advantage of maximihiegise of individual's available
information up to the point when the individuatensored rather than excluding all information

on a censored person.

Under non-parametric estimation we ha¥aplan Meier (Product Limit) Method, Nelson

Aalen approachandDelta Method

a) Kaplan — Meier (Product Limit) Approach

Let:

1. N = The population /sample size

N

tj = The time at death fgr=1,2,...,ksuch that,.t,....tx
3. dj = The no. of deaths at timgwhered; + d, + -+ d=m

4. (; = The no. of individuals censored between tithend t;,, forj=1,2,...k
Total number censored = N —m

5. n; = The no. of individuals at risk just before time

Note: Njy1 = N — (d] + Cj )

The Kaplan — Meier estimator is given by;

5(0) = My

le—dj
j

)

n
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d;

Var 3(t) = [§(8)] 2 Z

j_

95% Confidence Interval;

$(t) £ 1.964/Var §(t)

b) Nelson-Aalen Method of Estimation

From the geometric series we have that;

_ x? | x3
log (1-x)=x+=5+—+ ...
For small x we ignore the powers of x, therefore;
Log(l-x)~—x

The Kaplan Meier estimate is given by:

5(0) = My

le—dj _ dj
D =y =3

J

Also  S(t) = exp{~ [ h(u)du}

In S(t) = - [, h(wdu
From (2);

i $(t) = n [l < (1 - i—j) = Xeer In(1- i—j)
Equating (3) and (4);

~Jyhadu =Yz In(L =D

d;

)

g nj(nj -

(1)

(2)

3)

(4)

()
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Using (1) we know thatin(1 —%) ~ —%(5) becomes;
] ]

foth(u)du =thst o= ﬁ( t)

nj

H(D== thst % is called théNelson — Aallen Estimator ofH (t).

H (t) is called the integrated or cumulative fucti

S(t)=exp{-H(D)}.
Also; d; ~ Bin (n;,pj)Whered; is the no. of deaths at tintg
E (d))=n; p;
Var (dj) = N p;q;
In this case;

pj=1—% andg; =—=

$O=Mye( =) =Mizepy
E(H®) = Zoee EGH
= Zt]st (njp]) = thst p; = thst {1 __}

Var (H(®)} =Sy 22 = Soye 5 (EDED
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c) The delta method of estimation:

If & ~ N(6,685) then f (9) ~ N{f(6), 67}

Wheres? = 83 |2

Giving an example of Bernoulli distribution:
fO)=p*A-p)'x=01

The delta method is as follows:

p(1-p)

Given thatp ~ N{E(p) =p, Var () = =»

Thenf(p) ~ N{ f(p), Var f(p) }

2.5.3. Semi-Parametric Survival Analysis Method:
The commonly used semi-parametric survival analysthod is the Cox Proportional Hazard

Model and is described below

Cox-Proportional Hazard Method (CPHM)

Cox model is called a semi parametric model sihted product of two functions that depends
partly on the baseline hazard function and panmlyawector of coefficient8 that are linear
multiples of the covariates.

Cox model is called proportional hazards (PH) maddelause of the baseline hazard function
feature that is a function of t and does not inedlve X’'s however the exponential function does
not involve t and the X’s are call¢gidhe independent X’sThis means that the value of the

variables for a given individual does not changerdime

18



Cox (1972) proposed the following model;
hx(t) = ho(t). 2%
Where;

hx(t)= The hazard at time t for an individual with a sBéxplanatory variables

denoted by

hy(t) = The baseline hazard functions at tinvelten the values of all the
explanatory variables equal O.

B = The vector for the regression coefficient

x = The vectoof covariates (Predictor variables that is modétegredict an
individual's hazard.

The model has it that;
hx(t) o hy(t)

thereforeeB X is the constant of proportionality and is always greater than 0. For the

Cox PH the proportionality assumption must hold.

If there are no X’s in the model, the model reducesaseline hazard function and this is why
ho(t)is called the baseline (starting) function. Agairce theh,(t) is an unspecified function,
this property makes the cox model to be called ggamametric model as opposed to the
parametric model whose functional form is fully sified with the exception of the values of the

unknown parameters

The Cox Proportional Hazard Model also has an adgenin that it allows X’'s which involve
called theTime-varying Covariate¢CPHM with TVCs) and is given by

h{t, x(£)} = ho(t). eB'X®
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The above model of Cox with TVCs gives hazardraett for observation x, given parametgrs
Variables whose values change over time are kn®ilinae Dependent VariablesThere are 2

types of time dependent variables i.e. internalextdrnal variables.

Internal variables relate to a particular indivitdumea study and can only be measured when an
individual is alive i.e. repeated measurement dfae characteristics is made on an individual
over time e.g. blood pressure while external véesre time dependent variables that do not
necessarily require the survival of an individual their existence e.g. inflation rate, age e.t.c.
Of importance is thaB 'X(t) can be rewritten aB '(t)X asX(t) = Xt is a time dependent

variable

Cox contribution was to come up with a method fimeatingB 's  for arbitrary, (t). The

method is known as the partial likelihood approddiis means that the cox model has a

flexibility to introduce time dependent covariatesscribed above.

The partial likelihood Function

Considering data with no Ties and no Censoring
Let;
* Times at occurrence of an event of interegbg arranged in an ascending order
e.t; < t, <tg <. <t fori=l,2,...,k
* Risk setR(t;) be the set of all members at risk just before time
» Probability of individual dying at timet; given the risk seR(t;) be given by;

Hazard ofindividual i dying at timet;

The sum of hazards at time t;

Then the Cox partial likelihood is given by

L(B) = [Ti{~——__3 (1)

Yjere) hi(t)
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Sincehx(t) = hy(t). e X , the hy (t;) will cancel each other at the numerator and
denominator of equation (1) and this will give;

eBi'X

L(B) = I 3 @)

!
. Bj'X
Yjer(t;) €

The maximum Likelihood estimates Bfare then found by maximizing the logarithm of
equation (2).

Considering data with Ties and Censoring

In certain instances we get data that are recaatteda given period of time and as such several

failures can be at a particular time. In such casesabove model is modified such that

!
eXp( S Diﬁ)
ZRer(t;d;) eXP(S'RB)

L(B) = IIf{ )

Where;

d; = The number of failures at tinte

D; = The set of d; individuals failing at t;

R(t;; d;) = The set of all subsets df individuals taken from the rigdeR (¢;)
R € R(t;; d;) = The set ofl; individuals who might have failed at timpe

Sg = Xier X; is the sum of the covariate vectat®ver the individuals in set R

Sp, = 2iep; X1 = The sum of covariate vectors of these individual
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2.6 COMPARISON OF GROUPS OF SURVIVAL DATA
This section involves hypothesis testing of thevistat curves of two or more groups to check if
they are statistically equivalent. There are 2 meshof this hypothesis testing i.e. the parametric

and the non- parametric methods.

i). PARAMETRIC METHODS

Parametric analysis relies on the data being ndyrt@ nearly) distributed so as to test whether

estimates on a given population parameter is dqualvo samples.

Parametric hypothesis tests the null hypothesisagan alternate hypothesis, example, whether
or not the population mean is equal to a certalnejand then using an appropriate statistic to
calculate the probability that the null hypothasisue. You then reject or accept the null
hypothesis based on this calculated probabilityafetric analysis can only be used on

guantitative data since it is only quantitativeadditat can have normal distribution.

Below are the parametric Hypothesis Tests thaheadable

Comparison of means Parametric (means)

Differences between the means of two independemnipgr Independent t-test

Differences between paired (matched) samples eighivbefore
Paired t-test
and after a diet for each subject

Differences in the means of 3+ independent groapsrie variabl¢éOne-way ANOVA

Differences between 3+ measurements on the sanecsub Repeated Measures
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Comparison of means

Parametric (means)

ANOVA

if). NON-PARAMETRIC METHODS

Hypothesis testing involves assessing whether gaireurves for two or more groups are

statistically equivalent.

The problem is to test;

Ho: 5:(t) = S,(0)

{No difference between the survival curves}

vs. H;: S;(t) # S,(t)

The commonly used tests for non-parametric methoglshe;

i). Log-rank test statistics

il). Generalized Wilcoxon Test Statistics.

The above test statistics are both based on ther lmgometric distribution given by;

No. dead No. Alive Total
Group 1 X m-X m
Group 2 r-x n-r+x n
Total R m+n-r m +n
Prob(X=x)=% x=0,1.2,..,r
(m;-n) l ) )y
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and is called the hyper-geometric Probability Masaction.

mr

E(X = =
( x) m+n

mnr(m+n-—r)

Var(x = dlj) - (m+n)??(m+n-1)

a). THE LOG RANK TEST STATISTIC

This is a large sample chi-square test that make®fiobserved versus expected cell

computation over groups of outcomes.

The log-rank statistic groups are defined by ed¢heoordered failure times for the entire set of

data being analyzed.
Let
t; betime to an everior j =1,2,... . kandt;t<..<ty
d; = The total number of events of interest occurahgmet;
n; = Individuals at risk of event of interest jusfdre timet;
d;; = The no. of events occurring for groupl,2 at timet;
n;;=Individuals at risk of event of interest in groupl,2 before time;

The above information can be summarized in a 2bRktas follows

Group No. dead No. Alive Individuals at risk in Bac
group just before time

Group 1 dq; nyj —dyj nyj

Group 2 dZ] an - d2] an

Total d; n;—d; n;
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(Z”:)(Z”ﬁ)
Prob (X:dlj) :—1Z >2] X dU :0,1,2,...,dj
nj

dj

il
E(X = dy;) = 24

n;

Var(X = di)) = =20 =1
J

Recalling from basic statistics that;
If x~N(u,6%) thenZ = =F ~ N(0,1)
2 _ [ XZHY 2 w2
Andz? = (5£) 2~ X2(1)

Let Y=Y, dy;

Standardizing Y we get;

_Y-E(Y) . _ _
Z= e E(Z)=0and Var(Z) =1

(Zt] dl] _Zt]E(dlj)

72 = 2 ~X2(D)
/th Var (dqj)
[zt,.{ dyj - d’:.”} ?
7% = .~ -~ X2(1) UnderH,
Zt.{ nljnzjdj(nj—dj)
] njz-(nj—l)

This is called the log-rank test statistics (Untther null hypothesis, the log—rank statistic is

approximately chi-square with one degree of freedom
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If the calculatecX?(1) is greater than the tabl¥$ atx —level of significance ther#, is

rejected i.eS;(t) = S,(t)

Log rank test statistic can also be used to comgavreral survival curve$(3 groups); the null
hypothesis is that all the survival curves aresiume. The log—rank statistic has approximately a

large sample chi-square distribution with G — 1rdeg of freedom.

72~ X2(G — 1) df

A similar table used for the 2 groups can be usedelrer the test statistic gets complicated since
it involves calculation of covariance and varianoesummed observed minus expected values
for each group. This calculation has however beadeaxmuch easier since there are several

computer programs that can calculate the statistic.

b). Generalized Wilcoxon Test Statistics.

This test is a modification of the log rank tedteTog rank test gives similar weights to each

failure time while the Wilcox test apply differemweights to each failure time.

The Wilcox test (also called Breslow test) statigtigiven by;

ding;
3¢ W(t,->{ dyj - ’nj“}]z

72 = ~X*(1)

nljnzjdj(nj—dj)
W) ———7——
2 e ]){ n}(nj-1)

W (t;) = weight at jth failure time
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W (t;) =nj(number at risk) for Wilcoxon test but equals to 1 for the log rdekt statistic.

In the Wilcoxon scenario, the observed versus degealues at timg are subjected to

weighting by considering the number at ngkover all groups at time tj.

This therefore means that more weight is assigh#tkeastart of the survival curve since the
number exposed to risk is great compared to |éégres i.e. more weight applied to early failures

than later time failures.

It is appropriate to use this kind of weightingrégatment effects is more pronounced at the early

stages of administration than later stages
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CHAPTER 3: LITERATURE REVIEW
3.1 INTRODUCTION

This chapter looks at the previous works done whiehrelated to the topic of study. It gives the
names of the author(s), topic of study, year oflipabon and the journals used. It then

summarizes the reviews in form of a table to idgrgaps and finally group the findings.

1. Wekesa, Okumu Argan; Samuel, Mwalili; Peter, Mwita(2012. Modeling Credit Risk for
Personal Loans Using Product- Limit Estimatomternational Journal of Financial
Research; Vol. 3 Issue 1, p22-32

The purposeof this study was to estimate default probabdgit various points in time using
product limit estimator and to test the statistgighificance of the differences in the survival

curves for 2 risk groups, namely male and femaj#diegnts based on log-rank tests.

Methodology

250 female and 250 male applicants were randondgen from a Kenyan bank portfolio of
personal loans whose maturity was 30 months. Tasavgroup (cohort) of loans taken in the
month of January, 2007 and were observed for agef 30 months (January 1, 2007 to June
30, 2010).

An account was considered bad if it missed paymfent8 consecutive months. If an account
did not miss 2 consecutive months and was closedmived beyond the observation period
then the study considered it as having been cetisG@eses of early settlements or repayment
were considered as censored in this study.

The life of the account was thus being measured ffee time it was opened up to the time it got

a bad status or was censored for any reason.

Time in months at which the borrowers made earhayenent (censored) or defaulted were then

obtained differentiating for females and males amenging the times in ascending order.
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The Product limit estimator was then used to assesval probability for the gender based

study.

Mean survival time and median survival times wdse abtained for the 2 groups.

The survival curves for males and females were tdoampared using the log rank test. The
hypothesis tested was;

H,: The male and female curves are statistically dbffe

H;: The male and female curves are statistically #mees

Result

Out of 250 male loan applicants for loans matunm80 months, 11 defaulted and 4 settled their
loan accounts before maturity. Mean survival tines\Ww5 meaning that on average, a male
applicant would take 15 months to default whileméle would take on averagely 16 months to

default.

The survival curves of the 2 groups were founddimilar. This was confirmed by test statistic
(log rank 0.17) that gave a significance value.6i78 that showed that the 2 survival
distributions were statistically the same at 95%iCience interval. If the significance value was

<0.05 then the null hypothesis would have been@ede

Conclusions

From the data used, there was no significant diffee between male and female borrowers in
their time to default. It was thus not meanindéutlassify borrowers on the basis of gender as
this did not affect credit risk. Mean survival 8Bsawould guide underwriting on average age for

loans so as to minimize losses emanating from dedaults thereby optimizing profit returns.

Recommendation and Suggestions for Further Research
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Product limit method was reasonably reliable toam®pared to the parametric methods as it
did not make assumptions about loan default digtiob. However, since this method is a
univariate method, it may be more informative togtdnultivariate techniques like Cox model
to model credit risk. Thus further research cowddcbnducted on the same data set using other

survival techniques.

2. Lm J.K, Apley DW, Qi C, Shan X (2012)A time-dependent proportional hazards survival
model for Credit Risk AnalysisJournal of the Operational Research Society 63(3306-
321

Purpose:

This paper uses a modification of the proportidregards survival model that includes a time
dependency mechanism for capturing temporal phenarfeeynamic economic conditions) and
develops a maximum likelihood algorithm for fittitlge model.

Methods

A set of credit card customer performance datawsasl. Data consisted of (1) All customers
card requests approved between January 2003 t@J08/and who defaulted at some point
within this period (2) A 1% random sample of alstamers who were approved between
January 2003 and July 2008 and who did not defahlis, data set obtained by random under-
sampling of the majority class (those who did nefadlt) and by using the entire minority class
(those who did default). Data set was balancethfwove classification performance, Batista
al (2004) and Chawlat al (2004)

A random sample o /3 was used for training and the régB for testing out of a total of
212,742 customers. There were several predictaaas but only 75 were chosen by field
expert to be potentially significant. Only 10 ratlsegnificant variables were chosen for the study
out of 75 predictor variables by simply using arffard sequential feature selection methbue

10 variables could not be disclosed due to confitiity issues.

The MLEs algorithm was used to estimate the vatdie¢lse time dependent function (variable)
y and the values of the parameters of the exponduatiation¥ (x)and the log normal base

hazard functionh,(t) model were derived.
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Time Dependent Proportional Hazard (TDRIHvere estimated and compared with the PH and
LR models. The modeling approach was used to atsesdfectiveness in representing the time

to default distribution under dynamic market coris and in scoring customers for credit risk.

Results

TDPH model fitted the data well. As a scoring metliiwat takes into account dynamic market
conditions, the LR model using the TDPH as an aatthd predictor achieved roughly a 3.2%
improvement in KS Statistic over regular LR whedifferent vintage windows of data are
considered under quite different conditions.

Conclusion

-This result is consistent with the results of Teh@l (2007) and Bellotti and Crook (2009), who
found modest but statistically significant improvems in predictive performance using
macroeconomic variables with substantial dynamrcaidity.

- Overall, incorporating the TDPH into either thR br the PH approaches improves the
performance of these methods.

- Additional benefits of the TDPH approach is tiigtrovides an inherent mechanism for
adjusting the customer acceptance threshold to &eegtant the collective default rate of
accepted customers in the face of dynamic markaditions.

3. Bellotti T and Crook JN (2009).Credit Scoring with Macroeconomic Variables
using Survival AnalysisJ Opl Res S060:1699-1707

Objective

- To show that survival analysis is competitive foegiction of default in comparison with
logistic regression.

- To explore the hypothesis that probability of défeiaffected by general conditions in the
economy over time i.e. inclusion of the macroecoicorariables provides a statistically

significant improvement in predictions of default.
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Data & Methods:

Data

Credit card application and monthly performancedaim a UK bank was used. The card
accounts were opened between 1997 to mid-2005.ukts@pened between 1997 and 2001
were used as a training data set, and those ofreteeen 2002 and 2005 were used as a test
data set. Each data set contained over 100,00Qaiscwvith application variables such as
income, age, housing and employment statoisg with a bureau scotaken at the time of

application.

An account is in default status if it goes 3 mordb#/n or more within the first 12 months for
this particular study. An account that defaulteeierred to as a bad case and a non-defaulting
account is referred to as a good c&s® this data set, using this definition, the progmn of

bad cases in the data was small.

Macroeconomic variables.

The following macroeconomic variables were usedrbgt Rates (IR), Earnings, FTSE,
Unemployment (Unemp), Production (Prod), HouseedPinclex (House) and Consumer
Confidence Index (CC). These variables were salesethe most likely to affect default. A
positive value meant that as the value of the nexxnoomic variable rises, this was linked to a
rise in risk of default and vice versa e.g. interate had a positive value meaning that increase
in interest rate is expected to place further streshe economy resulting into increase in default
while production that has a negative value is acator of improving economy providing
conditions for reduced risk of default.

Methods
Since the data was skew in terms of good to bagisggieater weight was given to the bad
casesThis is possible for both Cox PH and logistic esion (LR) models since both use
Maximum Likelihood Estimation for which bad cases ®©e included in the likelihood function
multiple times.
Training data was modelled using Cox PH survivatleldo model time to default with each

macroeconomic variable. Cox PH model was used siradlows for inclusion of
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macroeconomic variables as Time Varying Covari@I&Cs). This was contrasted with the
logistic regression (LR) which is a standard mddekcoring.

A Cox PH Model without macroeconomic variables &b built to determine whether any
uplift in performance was due to the use of CoxNRbtlel or the inclusion of macroeconomic
variables.

Each macroeconomic variable was then interactel avitapplication variable and added to the
basic modellt was expected that some categories of credit consrs would be more prone to
changes in economic conditions than othefBhe uplift of the model was then measured using
the Log Likelihood Ratio (LLR) derived from the Miaxum Likelihood procedure used to
estimate the model. The interaction giving thedst\p-value for its LLR is included in the

optimal macroeconomic Cox PH model.

Assessment:
The optimal model was assessed in terms of bo#xfkanatory power on the training data and
its predictive power on the independent test set.
The Cox model was assessed as an explanatory tmpdeporting its fit to the training data with
and without macroeconomic variables using LLR. Sigmificance of each coefficient in the
model is determined using a Wald statistic derifrech MLE. The Wald statistic follows a chi
square statistic, so a p-value can be computetthéonull hypothesis that the coefficient value is

Zero.

Results and Conclusion:

Interest Rates (IR), Earnings, FTSE, UnemploymeneMmp), Production (Prod), House Price
Index (House) and Consumer Confidence Index (CCg\wak found to be significant macro-
economic variables with all having a positive ctatien with default except Earnings and
Production that were negatively correlated i.ehasvariable increases then there is a decrease in
risk of default. Interaction with other applicatigariables was also found to be very significant
e.g. interaction of IR and Income were highly sigaint. Increase in interest rate was expected

to place further stress in the economy resulting increase in default while production that has

a negative value is an indicator of improving eaog@roviding conditions for reduced risk of

default.
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The inclusion of macroeconomic variables consi$fegdve better performance over time. The
Cox PH model with macroeconomic variables outpen®LR. There is also a general
improvement in prediction over time using macroe&guoit variables, in relation to LR.

This method of estimation also makes this modeéble for stress testing by including
macroeconomic conditions that simulate a depressbdoming economy. This makes it
valuable for the implementation of the requiremeritdhe Basel Il Accord (e.g. see Basel Il

paragraph 415).

Recommendation:

Future lines of research should focus on furthgtieation of these methods to other credit card
and fixed loan products.

Also, although the analysis of the explanatory nhgilees an understanding of how each
macroeconomic variable contributes to modelingddua, further extensive experimental work is
required to determine the effect of each of thensemonomic variables on the prediction of
Probability of Default.

4. Stepanova M and Thomas LC (2002purvival analysis methods for personal loan data.

Opl Res 50: 277-289

Objective:

This paper identifies three developments that impithe present application of Cox’s
proportional hazards model to build credit-scomngdels for personal loan data that assess
aspects of profit as well as default.

Firstly, it develops a new coarse-classifying apgtofor the characteristics in credit scoring.
Secondly, it explains how the residual tools camsed for examining fitness of the model, and
discusses pluses and minuses of each of these tools

Finally, the paper expands the use to the time-itigr® models to overcome the restriction of
the proportional hazards.
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Data and Methods:

50,000 personal loan data obtained from U.K. fim@nnostitution with their repayment terms

varied from 6 to 60 months. The data set had repayistatus for each month of the observation
period up to 36 months.

There were 16 application characteristics useddntion a few, customers age, amount of loan,
account closing date, years at current addresss y@th current employer, gender, no. of
dependent children, frequency paid, home phongiaen, Insurance premium, loan type
(single/joint), marital status, account openingegdéérm of loan, home ownership and purpose of

loan. There were 22 different purposes for loan.

Coarse-Classifying Using the Survival-Analysis Amaich

Application characteristics of continuous variablese coarse-classified into categories bands
to ensure that credit scoring systems were robeispiedictive rather than descriptive of data.
Continuous variable e.g. age were coarse clasafddllows;

1. Split the characteristic into 15 to 20 equaldsan

2. Create a binary variable for each band.

3. Fit Cox’s proportional hazard model to theseabyrvariables.
4. Chart parameter estimates for all bands. (Pasarastimates from the PH model predicting
default/early repayment are drawn in a chart/graph)

5. Choose the splits based on similarity of paramestimates.
For discrete characteristics such as purpose do#re a binary variable was created for each
attribute of the characteristic and then the meikdtde same as for a continuous characteristic.
After charting the 22 purpose parameter estim#tes, three binaryndicator variables are
created so that one has purposes with the highesingters, i.e., purposes with highest risk of
early repayment or default, the second one hasogagwith the middle values of parameters,
and the third one has purposes with the lowesinpeters.
Separate splits were done for every type of faitmesidered (early repayment and Default)
since the effect of the characteristics differedssantially for default and early repayment.

Predicting default

Based on the competing risk approach, loans tleati@fiaulted are considered failures while all

others are considered censored.
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The data is then modelled using Cox’s proportidr@aards model (PH) compared with a logistic
regression approach (LR) under two criteria:

. Estimating which loans defaulted within the fir& honths.

. Estimating which loans, which are still repayingeafl2 months, will default within the next 12
months.

Two separate LR models were built on the train@ugsle for each of these definitions. One PH
model was fitted to the times until default, comsidg all other outcomes to be censored.

To compare LR and PH models, the latter were medsumder two criteria whose two
definitions are as follows:

1. PH model gives the ordering of relative likeldlicto default, i.e., for each customer there is a
“score” that reflects the estimated likelihood &falilt relative to others.

2. The cutoff is then chosen in both the PH and_fRenodels so that number of predicted
“bads” equals actual number of “bads” in some hotdample

The numbers of “bads” and “goods” correctly classifoy the PH and the LR models for
predicting default in the holdout sample are corapand the result suggest there is a little
difference between the models in either t@dthe 2% year, and that segmentation has a less

dramatic improvement on PH results under the detaitéria than the early repayment criteria.

ROC curves were also produced to compare perforenahithe two models under the above
criteria. The results without segmenting on thentef the loan, LR and PH give very similar
results in both the®land the ¥ years i.e. segmentation by term of loan has Iesten
predicting default.

Segmentation by term of the loan (24, 36 and 48 1tis) had less effect in predicting default
because default was independent of term of the loan

SAS statistical software was used to fit both thieadd the LR models with procedures PHREG
and LOGISTIC, respectively. There are three optmiitseatment of ties available in the
PHREG procedure: “Breslow,” “Efron,” and “discréteshich correspond to three different
approximations of exact likelihood. The SAS statadtpackage recommends “discrete” for the

data that contain large number of ties.
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- The log likelihood values were then obtained biyrfif the proportional hazards model to the
data using the discrete method and the Breslowoappation. The smaller value of the log-
likelihood statistic indicates better fit to thetalaFrom the log-likelihood values, discrete
approximation gave a much better fit in the seguatgont by term, but there was almost no
difference in parameter estimates and no differémtiee number of correctly classified
accounts between the two methods. This suggedtthtnBreslow approach is a good
approximation, and because it is by far the fastethod of the three, it was used for the

majority of calculations.

Comparison of Model Diagnostic Methods

Cox-Snell residuals were then calculated and isrglwy;
T, = exp(B x;) Hy(t;) = H,(t;) = —log(5,(t))

WhereH,(t,) is the estimated cumulative baseline hazH;) is the estimated cumulative
hazard for individuaith individual at timet; andS, (t;) is the estimated survivor function.
The residuals were then examined to check wheltlegrtiave unit mean exponential
distribution i.e. the Kaplan-Meier estimate of avivor function was obtained and log-log
transformation of these values plotted againsolape corresponding residual. A straight line
with unit slope and zero intercept indicates thatfitted model is correct. The plotted points
were close to the straight line, with unit slopé a@ero intercept if the observations with the

lowest residuals were ignored thereby concludirg the model fitted the data well.

Martingale residuals given hy;, -6; — rc,were also plotted against rank order of time and
should not exhibit any pattern if the model is ag®g. The residuals interpreted as the
difference between the observed number of failtoean individual in the interval (®;) and
the expected number of failures.

The values appear in two bands, one representiogngored observations and another
representing censored ones. This is because Maldingsiduals are always negative for the

censored observations. The scatter of the poiritsrwa band increases with rank order of time.

Deviance residuals were also plotted and are veryes in appearance to Martingale residuals.

There are no clear outliers. Because the numbelosdrvations is very large, it is doubtful that
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these plots can be as useful in identifying prolslevith the model as in medical studies, where
the number of observations is fewer.

Because of the large number of observations, thievable patterns are clearly visible and
overshadow any other systematic features or ositlier

Schoenfeld residual that is the difference betwberobserved value of the covariate xi and its
expected value, conditional on the risk Betvere also plotted to investigate whether any
covariates needed to be transformed or whethesfthet of a covariate on the survival time
changes over time. The diagnostic was very labsnlben the number of covariates is as large

as in the data used. The plots did not show amssif time dependency or transformation.

TIME-DEPENDENT EFFECTS OF COVARIATES
Finally, the paper expanded to the use to the tependent models to overcome the restriction

of the proportional hazards. This is an extensioiiné PH model.
Since the predictor variables were large in numibey were screened for possibility of the

time-dependent effect before including a time-bgrelsteristic interaction in the model.

Test for Time-Dependency

Harrel's test was chosen as a screening test ¢tuding the time-dependent covariate because it
is close to the time-dependent covariate test weppand is also computationally simple. It is
based on Fisher’s z-transform of the Pearson @dioel between Schoenfeld residuals of the
model and rank order of time. The statistic is enva deviate, so its value is compared with
normal distribution tables to test for significanemrrel’'s Z-test suggested several possible time-

by covariate interactions.
Parameter estimates, from proportional hazardessgmn predicting default when no time-by-

covariate interactions, are compared with parame@mates when time-by-covariate

interactions are included.
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It was found out that including time-by-charactecignteraction in the credit scoring for loan
data adds another dimension—flexibility to reflantincrease or decrease of the effect of a

characteristic with the age of the loan.

Conclusions

» Data analysis, specifically match-rate tables a@CRurves, supports the idea that
survival-analysis models are competitive with the@ustry standard logistic regression
approach when used for the traditional purposdasisifying applicants into two groups.

* Segmenting continuous-characteristic variablesragtbuping discrete ones using
survival-analysis techniques are more appropriaa the traditional method of using
good-bad ratio, if one wishes to avoid choosingdntrary time horizon. It is important
to do such segmentation separately for all typdailfre under consideration because
the attributes of the most risky individuals dependhe type of failure.

* Segmentation by term of the loan has less effguteidicting default than early
repayment because default is independent of tetiredban and early repayment is not.

» Diagnostics methods to test the model adequacy emmpared and all suggested that
the model fits well. Cox-Snell residuals were thsiest to interpret when analyzing loan
data.

« Several tests for time-dependency of the effeet obvariate were considered, and
Harrel's Z-test was found to be the most appropriditme-by-characteristic interactions
suggested by Harrel’s test were included in theehadkhis extension allows the effect of

a covariate on the predicted time-to-failure ta@ase or decrease as the loan evolves

5. Banasik J, Crook JN, Thomas LC (1999Not if but when will borrowers default] Opl
Res Soc 50:1185-119(Banasik et al., 1999)

Objective
- The aim of this study is to show how some ofitteas of survival analysis may be applied in

the credit scoring context (time to default or &wlg repayment) and compare the results with

more standard approaches.

39



Data & Methods:
The data consisted of application information of08@ UK financial loans accepted between

June 1994 and March1997 together with their montkelyormance description for the period up
to July 1997.

The sample was split in two random groups where W@ used to build the systems and the
remaining 30% (15,018 cases) was used as a hadoutle.

The initial application characteristics includefbrmation on age, marital status, employment,
residency type, electoral role information as vaslloan specific information such as the
purpose of the loan and its term. Variables thdtdeveral categories were split into attributes
by combining answers e.g. purpose of loan that2tachtegories were reduced to four by
putting together ones with similar purposes whieesdefault rate was not dissimilar to form
categories like vehicle purchase whether for newidicars, motorbikes or other vehicles were
put together. Continuous variables like age werdar@tegorical to have <21, 22-24, 25-32, 33-
42, 43-51 and over 5Banding of variable like age and income is a steshgaocedure because

even for continuous variables, the default riskas monotone.

The number of months until the loan defaulted, mdickarly or paid off on time was recorded.
Therefore for each loan one had a survival timestiwr it was censored or not. In building the
models for time until default, all the cases oflyar normal payoff as well as those which were

still active by July 1997 were considered censored.

The data was analyzed using the non-parametricoptiopal hazards model (no baseline hazard
assumption i.e. the Cox PH model), two parametopprtional hazards models using
exponentiallf, (t) =x) and Weibull baseline hazards,(t) = k ¥ t*=1) and an ordinary

logistic regression scorecard approach. The exp/Meidull approaches give probability
functions of the avoidance of default for all diwas of the loan, while Cox’s proportional
hazard approach gives an ordering of relativeihiogld to default for each loan.

In all three cases the ordering of the likelihodde&fault of the loans stays the same at all times,
this is the proportional hazard assumption. Se#me group is considered most at risk for all

ages of the loans. This is not necessarily the fmagbe standard logistic regression approach
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Two measures of how these survival approaches caapdth the logistic regression approach
were used, namely
(i) How likely are the loans to default in theirst 12 months?

(i) How likely are loans that survive 12 monthstkefault in the subsequent 12 months?

Two separate logistic regression scorecards (LR¢ weerefore built for each of these
approaches. For (i) ‘bads’ are failures in thet fir8 months, ‘goods’ are all others; for (ii) only
loans that are still being repaid at 12 months weresidered and ‘bads’ were the ones that
defaulted before 24 months.

This gave the LR approach quite an advantage aintto separate logistic regression-based
scorecards were built and each one was tailoreé tbe best classifier for the criterion under
which it was used.

The same proportional hazard model was measurest timel two criteria in turn. Moreover
because they are proportional hazards models witktant coefficients it was the same
applicants who will be considered most likely tdaddt whatever time period is taken. The aim
here was to present the simplest type of survimalysis models however there are
generalizations of proportional hazards like allogvihe coefficients to be time dependent or

taking accelerated life models with other distribang which would have overcome this problem.

The estimators and logistic regression scorecardbult on the training sample and the
resulting functions applied to the holdout sampieeach case the cut-off was chosen so that the
predicted number of ‘bads’ equals the actual nurobédyads’ in the holdout sample under each
of these criteria, which removes any effect of¢beoff.

Two competing risks approaches were identifiedaiter the borrower pays off early or
defaults. Exactly the same methods above weretos@ddel time until early payoff. In this
case, the loans that were paid off early were ttes dhat were considered as ‘failures’ while the
repayment times of all the others were considesetkasored times. The Cox, Exp and Weib

methods were then applied to the early repaymeat da
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Results & Conclusion

The proportional hazard models (exponential, Weittl Cox’s nonparametric models) were
competitive with the logistic regression approacidientifying those who default in the first
year, and may be superior to that approach foritmpat who will pay-off early in the first year.

The proportional hazard results for the second, yelaere there were fewer defaulters were not
S0 encouraging and suggested that more sophistinatdels would have been appropriate. The
superior performance on early repayment comparéduddefault might have been because the
sample used had already been credit scored. Therdiere are very few bad cases under the
default criterion compared with the early repayn@iterion, and the survival analysis approach

benefits more from a large sample of ‘bads’ thaesdie logistic regression approach.

To overcome the fixed for all time risk orderingmbportional hazards, it was proposed to
allow the b-coefficients to be time dependent andse accelerated life models with other
distribution families than the Weibull one. Bothtbése extensions would allow the risk
ordering to vary over time. The developments oftirathge models in survival analysis to deal

with these problems could also prove useful indteglit scoring context

6. Stepanova M and Thomas LC (200RHAB scores: proportional hazards analysis
behavioural scores] Opl Res Soc 52: 1007-1016.

Objectives:
Behavioural scoring is a type of credit scoring iegperformed on existing customers to assist

lenders in decisions like increasing the balangaromoting new products. The paper shows
how using survival analysis tools specifically Co¥H regression, allows one to build
behavioural scoring models. Their performance mgared with that of logistic regression.
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Data and Methods:

Data from a UK financial institution containing 500 customers with their
application characteristics and subsequent perfiocmaariables for 36 months was
used.

Application characteristics used included Amounkoain ,Term of loan, Months with
current employer, Months at current address, N=irnre, Living with parents or
renting, no. of dependent children, Married, Higik purposes(such as refinance),
Low risk occupation code

The data was split into three samples (two traiing one holdout) of approximately
equal size. The two training samples were usedhtalate the real-life situation and
the holdout sample was then scored with the agmitacore and all the PHAB
scores so that their performance were evaluated¢@amgared.

The application score was first built using onlypkgation characteristics based on
the Cox PH on the first training sample .Time tfad# was thus computed and the
loan duration of customers who did not default w@ssidered censored.

Since Stepwise proportional hazards regressioh@first sample was used to build
an application score, this was an exploratory aisiy see if PHABS made sense, no
transformation was done neither to the variablesoarse-classifying the first five
variables which were continuous. The remaining fimgables were binary and were
attributes that were found to be of importanceh®ystepwise procedure.

The second step was to build a PHAB score on tbensktraining samples for each
month of the life of the loan from 4 to 32. The degent variable was remaining time
to default at the month of observation. The modetlie ith month was fitted to the
remaining time to default, e.g. if a customer dé&lin month 12 and the model is
for month 4, remaining time to default was 8 monffise application score from the
first step and behavioural ( performance) variablese used as predictors variables
for the ith month

Several performance variables and their combinatveere tried out to see which
ones result in the better fit. The log-likelihoddtsstic, which indicates how well a
model fits the data, was plotted over time for eaicthe models.
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- The predictive power of PHAB scores using the ligisegression model and of the
proportional hazards based application score wamgared over time using ROC
curves with two different definitions of "good' aithd'. The ROC curve is a plot of
the percentage accepted "bad' versus percentaggt@dcgood' customers. It shows

how well the scoreboard discriminates between "pawod "bad'.

Results:

As opposed to what would have been expected mélyti early default could not be predicted
well by application score since, if it could, theg®plications would have been rejected.
However, these early defaulters are identifiedegaésily using behavioural variables as
customers with large balance difference, i.e. custs who are falling behind at the early stages.

ROC curve analysis has shown that Proportional idazanalysis Behaviour (PHAB) scores
were competitive with the traditional logistic regsion scores, especially after about 2 years

into the loan.

Furthermore the use of survival analysis enablestorestimate the “survival' probability of the
loan over time, i.e. the probability of receivingcé of the monthly repayments. This allows one
to estimate the profit from the loan, which is arportant addition to scoring techniques since

lenders are now moving from scoring only for riskstoring for profitability.

Profit plots versus scores showed that the effsktlras on the return are consistent with what
would be expected intuitively. Profit increaseglasscore goes from high to low risk. The fact
that the profit curves cross for different termgha loans of similar amounts suggests that one

has to look at both term and behaviour score whghking loans of similar amount.

Conclusion and Recommendation:

Early default could not be predicted well by apation score since, if it could, these applications

would have been rejected. However, early defauéiersdentified quite easily using behavioural
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variables as customers with large balance differene. customers who are falling behind at the

early stages.

Application and behaviour information complementteather, but their importance changes
over time: at the early stages behaviour variadtesnore important and at the later stages

application information becomes more predictive.

Plotting expected profit versus application scarevas found that profit increased as risk
decreased meaning that underwriters must look #t teym and application score when ranking

loans of similar amount.

Proportional Hazards Analysis Behaviour (PHAB) nedee competitive with the traditional

logistic regression model.
The formula used to calculate profit can be alteoaithiclude time-dependent interest rates and
hence incorporate economic conditions into the rhddeernatively interest rates can be

included as a covariate when estimating survivatfion.

7. Neural Network Survival Analysis for Personal L@an Data

Objective

The purpose of the paper was to discuss and costedsstical and neural network approaches
for survival analysis in a credit-scoring contei)be paper contrasted the performance of a
neural network survival analysis model with thatteé well-known proportional hazards model

for predicting both loan default and early repaytmen

Data and Methods:

- The statistical and neural network survival analygchniques were applied to

personal loan data from a major U.K. financial itagion. The data set consisted of
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the application information of 50,000 personal Katogether with the repayment
status for each month of the observation perio86ainonths.

- Application characteristics were available in thatadset and the status variable
indicated which loans were bad, paid off to terraidpoff early, or still open. A
subsample of 15000 observations was taken and owmhgidered loans having
duration of less than 36 months. Missing valueseweputed using the mean for the
continuous attributes and the most frequent cajeigorthe categorical attributes.

- The data was randomly split into a training setO(® observations) and a test set
(5000 observations).

- For the statistical approaches, the experiment we@sducted with the logistic
regression model, the Cox proportional hazards inetide for the neural network

analyses, a variant of the approach suggested Iny \W&s adopted.

For Mani, every observation in the training set,aknoutput units are computed. These output
units represent the hazard rate instead of thevaliprobabilities. The outputs are then

computed as follows:

1, 1<t<L
s(t) = -1, D=1and L <t < Tmax
s(t—l)*(l—h(t)),D=0andL<tSTmax

Again, Tmax represents the maximum number of perindolved in the study, L the subject
life-time or censoring time, and D indicates if gwbject is censored (D = 0) or not (D = 1). For
uncensored observations, the hazard is set tourgitdhe time of death and 1 thereafter. For
censored observations, the hazard is set to zé¢ilccensoring time and to the Kaplan-Meier
estimate thereafter. The survival probabilities rtien be estimated by using Kaplan-Meier
estimator. The generated survival curves will thesnonotonically decreasing which simplifies
the interpretation and increases robustness. Hawheetopic of time-varying inputs has been
left unaddressed.
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Results:
The results for predicting default in the firsth®nths on the oversampled data set indicated that
the logistic regression classifier yielded the Ipestormance followed by the Cox model and the

neural network. The performance differences wexegver not statistically significant.

For loan default between 12 and 24 months, theah@etwork was superior and yielded a
classification accuracy of 78.58% whereas the tagiegression classifier gave 78.24% and the
Cox model 77.50%. The performance difference batviee NN model and the Cox model was

significant.

Conclusion:
It was found that, for early repayment, the sugggesieural network approach outperformed the
proportional hazards model. For predicting defabk, superiority of the neural network model

was somewhat less pronounced.
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3.2 TABLE OF LITERATURE REVIEW

Authors (Argan, Corresponding, Samuel, (Im, A, Qi, & Shan, (Banasik, Crook, & Thomas, Stepanova M and Thomas (Stepanova & Thomas, 2002) (Baesens, Van Gestel, (Bellotti & Crook, 2007)
& Peter, 2012) 2012) 1999) LC (2001). Stepanova, Van den
Poel, & Vanthienen,
2005)
Title Modeling Credit Risk for Time-dependent PH Not if but when will PHAB scores: proportional Survival analysis methods for Neural Network Credit Scoring with
Personal Loans Using Product- survival model for borrowers default hazards analysis personal loan data. Survival Analysis for Macroeconomic Variables
Limit Estimator Credit Risk Analysis behavioural scores Personal Loan Data using Survival Analysis
Variables Gender Not disclosed due to Age, marital status, Amount ,term, Months Age, loan amount, yrs. at Age, amount, Yrs. at Income, age, housing,
confidentiality issues | employment, residency type, with current employer, current address, yrs. with Current Address, Yrs. employment status,
electoral role, purpose of the | Months at current address, | current employer, gender, no. | with Current Employer, bureau score.
loan and term Net income, Living with of dep children, frequency Gender, No. of Dep. Macroeconomics; Interest
parents/renting, paid, home phone no, Children, Frequency Rates (IR), Earnings, FTSE,
dependent children, Insurance premium, loan type | paid, Home Phone Unemployment (Unemp),
Married, High risk (single/joint), marital status, Number Given, Production, House Price
purposes(such as term, home ownership and Insurance Premium, Index (House) &Consumer
refinance), Low risk loan purpose Loan type (single or Confidence Index (CC)
occupation code joint), Marital Status,
Term, Home Ownership
& loan purpose
Data 250 female & 250 males. Loans 212,742 card 50 000 UK loans accepted 11,500 UK loan customers. 50,000 personal loan with 50,000 loans data Over 100,000 card
Description taken in Jan 2007. Loan term 30 | customers btwn June 1994 and Performance variables for term varying from 6 to 60 availed. accounts opened between

months with observation period
of 30 months

approved between
Jan 2003 to July 2008

March1997 Observed period
up to July 1997

36 months used.

months
Observation period - 36
months

Observation period of
36 months used.
Missing values imputed
using the mean & mode
for the categorical
attributes

1997 to mid-2005.

Data collection

Random selection from a

(1) All customers

Sample split into 2 random

Data split into 3 samples (2

Two separate LR models were

15000 data with term

Databank of personal loans

(Sampling) databank of personal loans in a who defaulted groups. 70% to build the training and 1 holdout) of built on the training sample. less than 36. Randomly in a Kenyan bank. Greater

Kenyan bank. (2) A 1% random systems and the remaining approximately equal size. split into a training set weight given to bad cases
sample of all who 30% used as a holdout (10000) and a test set as data was skewed.
did not default sample. (5000 observations).

Analysis The Product limit estimator (TDPH) B estimated Cox PH model, parametric- Training & holdout sample Continuous variables For the statistical Cox PH model with TVCs
used to asses survival and compared with exponential & Weibull scored with the application | categorized. Cox’s PH approaches, LR & Cox contrasted with LR and
probability for the gender based | the PH and LR baseline hazards compared score &performance of the | compared with LR approach. PH model used while Cox PH Model with &
study & log rank test for models with logistic regression 2 compared .Cox’s PH Reg Model Diagnostic Methods for the NN analyses, a without macroeconomic
comparison of survival curves. scorecards (LR). used to build behavioural using various residuals variant of the approach | variable. Macroeconomic

scoring models then compared. Time-dependent suggested by Mani was variables interacted with
performance compared models ( Harrel’s test) used to | adopted. application variables.
with LR. overcome the restriction of
PH
Log rank test, Mean Survival proportional hazard LLR & ROC curves- Classification accuracy, LLR-model uplift, Wald
) B for TDPH, PH and ) S . . .
Times LR Median KS assumption discriminate between LLR,ROC Curves, match rate Survival function, Statistic -significance of
Tests/Output ’ ‘good' and "bad'. tables, residuals variables significance. each coefficient.
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Results Mean survival time was 15 TDPH model fitted The PH models (exponential, Early default not predicted Segmentation by term (24,36 | Differences in classifiers | All the variables were
months for male applicant while | the data well. The LR | Weibull & Cox’s) competitive | by application score. ROC and 48 months) had less for LR, Cox & NN not significant to default, all
female would take on averagely | model using the with the LR in identifying curve analysis showed that effect in predicting default in statistically significant having positive correlation
16 months to default. TDPH as an those who default in the first (PHAB) scores competitive 1st & 2nd yrs. Harrel’s Z-test in predicting 1st yr except Earnings and
Log rank test not significant additional predictor year, and may be superior to with LR scores, especially suggested possible time-by default. Btwn 12 & 24 Production.

achieved roughly a LR for looking at who will after about 2 years into the | covariate interactions. Time- months, NN was Interacting the application
3.2% improvement pay-off early in the first year. loan. Profit increases as by-characteristic interaction superior yielding a variables with
in KS Statistic over Loan amount, Refinance application score goes from | adds flexibility dimension— to | classification accuracy macroeconomi variables
regular LR and PH . purpose & employment high to low risk. Profit reflect an increase or of 78.58%, LR classifier - | show significance.
greatly effect on default. curves cross for different decrease of the effect of a 78.24% & Cox 77.5%. The Cox PH model with
terms of loans of similar characteristic with the age of Performance difference | macroeconomic variables
amounts. the loan btwn NN and the Cox outperforms LR.
model was significant.

Conclusion It was not meaningful to classify | Incorporating the Amount of loan (8k+), Application characteristics Default rate is independent of | Years employed, Both the macroeconomic

on Variables borrowers on the basis of TDPH into either the Refinance purpose and i.e. Amount,term, Months term of purpose of loan and variables (IR), Earnings,
gender as this did not affect LR or the PH employment (17+ yrs) had with current employer, the loan but that early insurance premium FTSE, (Unemp),(Prod),
credit risk. approaches the highest significance to Months at current address, repayment also takes into were found to be most (House) and (CC) and

improves the default. Net income, Living with account how much longer the | significant in predicting interaction with the
predictive parents/renting, Married, loan is to exist and how much default. application variables
performance of High risk purposes(such as more would be needed to pay Income, age, housing and
these methods. refinance)and Low risk it off now. employment status,
occupation code were bureau score are
found to be highly significant to default.
significant to default.
Behavioural variables i.e
balance differences also
affect default and are used
to identify early defaulters.
Overall Gender does not affect credit This result is The PH models were At early stages behaviour COX PH competitive with LR For predicting default, These results demonstrate
Conclusion risk however Mean survival consistent with the competitive with LR approach | variables are more approach in scoring. the superiority of the that survival analysis is

times would guide underwriting
on average age for loans so as
to minimize losses emanating
from loan defaults thereby
optimizing profit returns.

results of Teng et al
(2007) and Bellotti
and Crook (2009),
who found modest
but statistically
significant
improvements in
predictive
performance using
macroeconomic
variables with
substantial dynamic
variability

in identifying those who
default in the first year and
more sophisticated models
required for 2nd yr where
there were fewer defaulters.
Credit risk to be measured on
loan amount, employment
history and purpose of loan.

important while later
stages application
information is more
predictive.

Loan profits can be
estimated, which is an
important addition to
scoring techniques since
lenders are now moving
from scoring only for risk
to scoring for profitability.
PHAB models competitive
with LR model.

It's not meaningful to purely
classify borrowers on the
basis of term of loan as term
doesnt affect default.
Cox-Snell residuals show that
model fits data well.

neural network model
was somewhat less
pronounced.

It was found that, for
early repayment, the
suggested neural
network approach
outperformed the
proportional hazards
model.

competitive in comparison
with

logistic regression as a
credit scoring method for
prediction.

The inclusion of
macroeconomic variables
gives a statistically
significant improvement in
predictive performance.
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Recommendation
for Policy

Mean survival times would
guide underwriting on average
age for loans so as to minimize
losses emanating from loan
defaults thereby optimizing
profit returns.

TDPH provides an
inherent mechanism
for adjusting the
customer acceptance
threshold to keep
constant the
collective default
rate of accepted
customers in the
face of dynamic
market conditions.

Credit risk to be measured on
loan amount, employment
history and purpose of loan.

Application & behaviour
information complement
each other over time.
Banks to look at both term
and behaviour score when
ranking loans of similar
amount since profits
increase as default risk
decrease.

Time-by-characteristic
interactions suggested by
Harrel’s test were included in
the model. This extension
allows the effect of a
covariate on the predicted
time-to-failure to increase or
decrease as the loan evolves.

Credit risk to be
measured on Years
employed, purpose of
loan and insurance
premium since they are
most significant in
predicting default.

This method of estimation
makes this model suitable
for stress testing by
including macroeconomic
conditions that simulate a
depressed or booming
economy

Recommendation
for further
studies

KM is a univariate method, it
may be more informative to
adopt multivariate techniques
like Cox model to model credit
risk. Thus further research could
be conducted on the same data
set using other survival
techniques.

To overcome the fixed for all
time risk ordering of PH, it
was proposed to allow the b-
coefficients to be time
dependent & use accelerated
life models with other
distribution families than the
Weibull one. Development of
multi-stage models in survival
analysis to deal with these
problems could also prove
useful in the credit scoring
context or consideration of
Bayesian analysis for the PH
Model.

The profit formula can be
altered to include time-
dependent interest rates
thus incorporate economic
conditions into the model.
Alternatively interest rates
can be included as a
covariate when estimating
survival function.

Survival analysis models
suffer from a number of
drawbacks: the
functional form of the
inputs remains linear or
some mild extension
thereof, non-linearity &
interaction effects must
be explicitly modeled
by the statistician, and
in the standard PH
Model, the baseline
hazard function is
assumed to be uniform
and proportional.
Multilayer perceptron
NN proposed as a
solution to these
problems since they are
non-linear & universal
approximators

Further application of
these methods to other
credit card and fixed loan.
Although the analysis of
the explanatory model
gives an understanding of
how each macroeconomic
variable contributes to
modeling the data, further
extensive experimental
work is required to
determine the effect of
each of the
macroeconomic variables
on the prediction of
Probability of Default.
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3.3 SUMMARY OF STUDY VARIABLES

Narain (1992) irBurvival analysis and the credit granting deciswas one of the first
authors to use survival analysis method to devetedit scoring models. She compared
the performance of traditional Logistic Regressaapproach to that of survival analysis
approaches (exponential regression model) and fouhthe exponential regression
model estimated the number of failures at eachrailime well and better credit-
granting decision could be made if the score wapasuded by the estimated survival

times.

The model has further been developedBgn@asik, Crook, & Thomas, 1999);
(Stepanova M and Thomas LC (2001); (Stepanova &nHsp2002); (Baesens, Van
Gestel, Stepanova, Van den Poel, & Vanthienen, 20BBllotti & Crook, 2007); (Im, A,
Qi, & Shan, 2012); (Argan, Corresponding, SamueR&er, 2012jho found out that
survival analysis methods are competitive with, aoghetimes superior to, the traditional
logistic regression approach. A common featurdldhase papers is that they use
parametric, non-parametric or semi-parametric 1o techniques for modelling the

time to default.

(Banasik, Crook, & Thomas, 1999)nd that amount of loan (8k+), Refinance purpose

and employment (17+ yrs.) had the highest sigmfteato default.

(Baesens, Van Gestel, Stepanova, Van den Poel, &thi@nen, 200% found that years
employed, purpose of loan and insurance premiune ter most significant in predicting

default.
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Stepanova M and Thomas LC (200fbund that application characteristics i.e. amount
of loan, term, Months with current employer, Mon#éturrent address, Net income,
Living with parents/renting, Married, High risk qposes(such as refinance) and Low
risk occupation code were highly significant toaléf. Behavioural variables i.e. balance

differences also affect default and are used totifyeearly defaulters.

(Stepanova & Thomas, 2002)Default rate is independent of term of the loan.

(Bellotti & Crook, 2007)- Both the macroeconomic variables i.e. IntereseR (IR),
Earnings, FTSE, Unemployment, Production, HousseRndex and Consumer
Confidence Index and their interaction with thelagpion variables i.e. income, age,

housing and employment status, bureau score gmdisant to default.

(Argan, Corresponding, Samuel, & Peter, 201f»und out that it is not meaningful to

classify borrowers on the basis of gender as gethokes not affect credit risk.
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CHAPTER 4: METHODOLOGY
4.1 INTRODUCTION

In this study, time to default is the event of net. This section gives the description of
the data used, variables obtained, data grouporgpeting risks and the methods used to

achieve the objective

4.2 DATA DESCRIPTION

Sample of personal loan application data approweddésbursed in 2010 was obtained.
The data set consisted of 1,712 personal loansmmess whose repayment terms varied
from 11 to 72 months together with their repaynstatus during the observation period
of up to May 2013. The repayment status variabkeoled whether the customers

defaulted, paid off their loans early, paid theauns to term or the loan was still open at

the end of the observation period.

In this study, a customer is said to have defauftdtby have missed more than 90 days

in repaying the amounts due to the bank as peethdatory guidelines.

4.3 VARIABLES

The following 7 application variables were selecisdhe most likely to affect default by

field experts and were made available for the data

Age of customer
Customer gender
Term of loan
Income

Commitments

S T o

Banking History
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Age of customer, income and banking history wergsmtered continous variable while

gender, term of loan and Commitments were categjorariables.

4.4 DATA GROUPING

Compared to the traditional approaches like logistgression, survival analysis main

aim is to be predictive rather than descriptive asduch, the continous variables such as
customers’ age, commitments, term of loan werd spb attributes to form categories
that well define them based on expert judgemerhBure that the analysis was robust.

Binary variables were then created for each cagegor

4.5 COMPETING RISKS

In the data set, there are 2 competing evenththat been identified to be affect survival
time i.e. default and early repayment. Early repayt could occur as a result of a
customer requesting the bank to top-up his/her foaaning the old account is closed
and new one opened and therefore observation endlsat particular account or another
bank buying off the customers’ loan resulting itite closure of the loan account before

the expiry of the contractual term.

LetT be the survival time in the studg, to be the time until default arfg to be the

time to early repayment/closure of the account therpredicted life time of the loan is
T = min(Ty, T,, term of loan). In our data the minimum for the competing risi;is
since customers who experience both events woudnheaiically default first before they

clear their arrears and the account is finally @tbs
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4.6 DATA ANALYSIS
Both exploratory and informatory data analysis wesed on the data set.

The non-parametric Kaplan-Meier curves - was tre fitep to provide insight into the
shape of the survival function for each of the gateal predictor. This step was to
provide insight into the shape of the survival fmes for each category and give
preliminary indication of whether the groups aregartional or not, that is, by checking
whether the survival functions are parallel to eattter or not before pursuing into any

complex model.

Tests of equality using the non-parametric log rané Wilcoxon test across strata were
also explored to consider whether or not to inclirsecategorical predictors in the final

model.

For the continuous variables with the very manfjedént levels involved, it was not
realistic to calculate the Kaplan-Meier curves ashepredictor level would have its own
curve and instead the Cox proportional hazard madhkla single continuous predictor
variable was used to obtain the significance ofvidméable so as to consider whether or

not to include the continuous predictors in thalfimodel.

4.7 PROPORTIONALITY ASSUMPTION TEST

In this study, proportionality will be checked mcludingtime-dependent covariates
(already described) in the model. Time dependevairtates are interactions of the
predictors with time. The variables are interactétth log (survtime) because this is the

most common function of time used in time-dependenariates

4.8 FINAL MODEL

All the predictor values whose p-values were cogrgd significant in the univariate
analysis were considered in the final model andipées interactions considered for the
significant variables.
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CHAPTER 5: RESULTS AND DISCUSSIONS
This chapter gives the results of both the exptoyadnd confirmatory analysis already
described in chapter 4. MS Excel 2010 was usedxploratory analysis while SAS 9.2

was used for confirmatory analysis.

The discussion of the results follows after.

5.1 EXPLORATORY RESULTS

5.1.1 Analysis by Gender

Population distribution
by Gender
80% - i CENSORED 445 1120 1565
70% 1 DEFAULTED 37 110 147
:z ' Grand Total 482 1230 1712
—— 28.15% Table 5.1
30%
20% -
10% | _d . . .
o% / Figure 5.1 shows that bookings concentrated more on
F M
Figure 5. 1 male than female, with male comprising 72% of all
loans booked.
% DEFAULT BY GENDER
95% - % u G e Figure 5.2 shows that male seem to have higher
8.9%
9.0% - 8.6% default rate than female. The difference is to be
8.5% 1 established by confirmatory analysis.
8.0% 1 77%
7.5% j
7.0% - . T
FEMALE MALE TOTAL

Figure 5. 2
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5.1.2 Analysis by Income

Income is a continous variable and various categanieated to compare performance.

Where low< 100k, middle (100-300k), high >300k (All in KESu€ency)

Histogram — Income Distribution
35 |
=
=
1 T I T I I T T T I I
T Soeee le28800 AZ Soo0e 1Seeaes A7 Seses Zesopee Z2Z2Se80e ZSe00es ZFSeDes Seceeee SZSooee
IMNCOME
Figure 5.3

CENSORED 834 545 186 1565

DEFAULTED 89 48 10 147

Grand Total 923 593 196 1712

Table 5. 2

Extreme Observations Quantile Estimate
N i Lowest----  ----- Highest----- 100% Max 3262995.0
Mean 147066.9 Value Obs Value Obs 99% 735648.0
Median 90949.5 95% 437500.0
Mode 60000.0 9580 1051 1212210 1048 90% 323453.0
11000 1052 1299200 1711 75% Q3 179186.5
12617 325 1414304 1049 50% Median 90949.5
13276 1053 1625000 1050 25% Q1 52508.0
13483 1054 3262995 1712 10% 34703.0
5% 26307.0
1% 19117.0
0% Min 9580.0

Table 5.3
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% DEFAULT BY INCOME SEGMENT

9.6%

10.0% - 8.1% 8.6%

8.0% A
5.1%
6.0% -
4.0% -

2.0% -

0.0% T T r 1
LOW  MIDDLE  HIGH Total

Figure 5. 4

Since the histogram is highly skewed because ofifieividuals earning very high

salaries, a more robust stem & leaf and histog@msdlaries< 250,000 was fitted

STEM AND LEAF FOR FEMALE & MALE BASED ON INCOME < 250000

Gender = F

Stem Leaf # Boxplot

25 001 3 0

24 0367 4 0

23 01359 5 0

22 005 3 |

21 578 3 |

20 00001557789 13 |

19 166 3 |

18 223678 6 |

17 11779 5 |

16 0001235689 10 |

15 00003445666778 14 |

14 1223777 7 |

13 0022455577889 13 |

12 0000000012223344589 19 |

11 00112234557888889 17 +----- +
10 00001345555566779 17 [ |
9 00001112344455666666778888999 29 [ |
8 000000000222366666677888899 27 |+
7 0000002222223444444555667778899 31 REEEE *
6 000000000001111222222333445555667777889999 42 [ |
5 000000000111111222233334444455555666666788888899 48 [ |
4 00000011112222233345555555666788899999 38 +----- +
3 00001122222222333444555555566666677788999999 44 |

2 0000022222345555566678889 25 |

1 13455688899 11 |

R et R L LR TR P e
Multiply Stem.Leaf by 10**+4

Gender = M

Histogram # Boxplot
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Histogram — Income Distribution

By Gender
10 |
b
e
F : 6 —
e 4
: -
3 — (- R
° 12 7 Male
10 —|
b
s
M : 6 —1
e 4
5
L L o
2] 20000 40000 60000 80000 100000 120000 140000 160000 180000 200000 220000 240000 260000
INCOME
Figure 5. 6
Location Figure 5.5 indicates that most of the customers given loans earn between
N 1450
Mear.1 94451.600 KES. 30,000 and KES. 80,000. Income of KES 60,000 is the most common
Median 77000.00
Mode 60000 .00

salary for the customers. This income distribution is also the same across
gender as depicted by Figure 5.6. Mean for men is KES 97,000 with a mode
of KES 60,000 and for women is KES 88,000 with a mode of KES 50,000. This
is also the same group (<KES 100,000) whose default rate is higher compared

to other groups as shown in Figure 5.4
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N
Mean
Median
Mode

Table 5. 4

5.1.3 Analysis by Commitments

Histogram — COMMITMENT (%)

a8 |

fFa3mnAa Mo

Figure 5.7
Extreme Observations
1712 ----Lowest---- ----Highest---
40.99065 Value Obs Value Obs
44 .00000
49.00000 7] 1680 60 1459
7] 1430 60 1511
7] 474 60 1619
3 482 60 1646
3 169 172 309
CENSORED 349 332 606 278 1565
DEFAULTED 31 18 66 32 147
Grand
Total 380 350 672 310 1712
Table 5.5

Quantile
100% Max
99%

95%

90%

75% Q3
50% Median
25% Q1
10%

5%

1%

0% Min

Estimate
172
60
59
58
49
44
32
23
17
11
]
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% DEFAULT BY COMMITMENTS %

12.0% 7 9.8% 103%
10.0% 1 8.2% 8.6%
8.0% -
6.0% 5.1%
. 0
4.0% -
2.0% -
0.0% - T T T T T
<=30 3140 41-50 >50 Total

Figure 5. 8
Figure 5.7 and Table 5.4 indicate that most of the customers have committed between 40% and 50%
of their salaries, the mode being 49% while default is higher in commitment >50% followed by

41%-50% category as shown in Figure 5.8
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5.1.4 Analysis by Age
Age was analyzed as a continuous variable as waategorical variable to compare

differences.

A30P N300

21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96 101 106 111
AGE

Figure 5.9
LOCATION Extreme Observations Quantile Estimate
N 1712 100% Max 111
Mean 40.46028 ----Lowest---- ----Highest--- 99% 62
Median  40.00000 95% 54
Mode 35.00000 Value Obs Value Obs 90% 51
75% Q3 46
21 516 110 1506 50% Median 40
21 229 110 1639 25% Q1 34
23 404 110 1675 10% 30
23 349 111 1205 5% 28
23 236 111 1659 1% 25
0% Min 21

Table 5. 6
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2 DEFAULT BY AGE_BAND
9.7%
10.0% - 8.9% B8.6%
8.0% - 7.0%
6.0% - 5.0%
4.0% -
2.0% -
0.0% - . ' ' ' ‘
<=30 31-40 41-50 >S50 Grand
Total
Figure 5. 10
| Aceean |
STATUS <30 3140 41-50 >50 | Grand Total
CENSORED 174 678 524 189 1565
DEFAULTED 13 73 51 10 147
Grand Total 187 751 575 199 1712
Table 5.7

Figure 5.9 and Table 5.6 indicate that most of the customers are between the age group 31- 45 with 40

being the mode and the mean. Default is also higher in the age band 31-40 as shown in Figure 5.10
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5.1.5 Analysis by Term

Histogram — TERM

35

EC]

25

28

15

EERIGERE]

1e

TERM_MONTHS

Figure 5. 11

LOCATION Extreme Observations Quantile Estimate
N 1712 100% Max 72
Mean 54.09229 ----Lowest---- ----Highest--- 99% 72
Median  60.00000 95% 72
Mode 72.00000 Value Obs Value Obs 90% 72
75% Q3 72
11 1091 72 1679 50% Median 60
12 1699 72 1692 25% Q1 36
12 1698 72 1695 10% 24
12 1686 72 1697 5% 18
12 1684 72 1700 1% 12
0% Min 11

Table 5. 8
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% DEFAULT BY TERM BAND

9.5%
10.0% - 8.6%
0.0% 7.9% CENSORED 190 375 1000 | 1565
8.0% - DEFAULTED 10 32 105 147
6.0% - 5.0% Total 200 407 1105 | 1712
4.0% - Table 5.9
2.0% -
0.0% T T T 1
<=24 24-48 48-72  Total
Figure 5. 12

Figure 5.11 indicates that the highest term of loan in the data is 72 months. Most of the customers are
given loans with term of 72 followed closely by 60 months. Default seems to increase as term of loan

increases as shown in Figure 5.12
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5.1.6 Analysis by Banking History

Histogram — Banking History Distribution

e
P
t
1 T T 1 1 T 1 T 1
@ 12 24 36 4B 6@ 72 B4 96 188 128 132 144 156 168 180 192 284 216 228 248 252 264 276 288 380 312 324 336 348 36@ 372 384 396
BANKING HISTORY
Figure 5. 13

LOCATION Extreme Observations Quantile Estimate
N 1050 ----Lowest---- ----Highest--- 100% Max 399
Mean 61.27714 99% 290
Median  44.00000 Value Obs Value Obs 95% 180
Mode 1.00000 90% 113
0 98 341 1044 75% Q3 91
%] 96 347 677 50% Median 44
2] 90 351 936 25% Q1 19
2] 85 373 876 10% 6
2] 80 399 779 5% 1
1% 2]
0% Min 2]

Table 5. 10
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% DEFAULT BY BANKING HISTORY
(MONTHS)
20.0% -
15.0%
15.0% - 12.0%
10.0% - 81% 749 85%
5.0% -
0-0% = T T T T
<6 6-12 12-24 >24  Missing
Figure 5. 14
STATUS <6 6-12 12-24 >24 Missing Grand Total
CENSORED 85 88 114 672 606 1565
DEFAULTED 15 12 10 54 56 147
Grand Total 100 100 124 726 662 1712
Table5.11

Figure 5.13 indicate that most of the customers have banking history less than 12 months with the
majority in this group having banked for just 1 month. Default increases as banking history declines as

shown in Figure 5.14
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5.2 CONFIRMATORY RESULTS

5.2.1 Analysis by Gender

LEGEND: 1=Female 2=Male

0
°©
N
n

Survival Distribution Function
[
3

T T T T T T
e 5 10 15 20 25 30

SURVTIME

STRATA: Gender=1 © O O censored Gender=1 Gender=2 Q © O censored Gender=2

Figure 5. 15
Stratum 1: Gender = 1
Product-Limit Survival Estimates
Survival
Standard Number Number
SURVTIME Survival Failure Error Failed Left
0.0000 1.0000 (%] 0 %] 482
1.0000%* %] 481
1.0000%* %] 480
2.0000%* %] 479
3.0000%* %] 478
3.0000%* %] 477
3.0000%* %] 476
4.0000%* %] 475
4.0000%* %] 474
4.0000* %] 473
4.0000* %] 472
5.0000 1 471

31.0000 0.8683 0.1317 0.0211 37 126



33.0000* . . . 37

11
34.0000% . . . 37 10
34.0000% . . . 37 9
34.0000% . . . 37 8
34.0000% . . . 37 7
34.0000% . . . 37 6
34.0000% . . . 37 5
34.0000% . . . 37 4
34.0000% . . . 37 3
34.0000% . . . 37 2
34.0000% . . . 37 1
34.0000% . . . 37 0
The LIFETEST Procedure
NOTE: The marked survival times are censored observations.
Summary Statistics for Time Variable SURVTIME
Quartile Estimates
Point 95% Confidence Interval

Percent Estimate [Lower Upper)

75

50

25

Mean Standard Error
29.4708 0.2589

NOTE: The mean survival time and its standard error were underestimated

because the largest observation was censored and the estimation was
restricted to the largest event time.

Stratum 2: Gender = 2

Product-Limit Survival Estimates

Survival

Standard Number Number
SURVTIME Survival Failure Error Failed Left
0.0000 1.0000 (%] %] %] 1230
1.0000 . . . 1 1229
1.0000 0.9984 0.00163 0.00115 2 1228
1.0000% 2 1227
2.0000% 2 1226
2.0000% . . . 2 1225
3.0000 0.9976 0.00244 0.00141 3 1224



3.0000%*
3.0000%*
4.0000

33.

34.
34.
.0000*
34.
34.
34.

34

observations.

0000

0000*
0000*

0000*
0000*
0000*

0.8462

3 1223
3 1222
4 1221

0.1538 0.0160 110 94

110
110
110
110
110
110

ORrNWDMU

NOTE: The marked survival times are censored

Summary Statistics for Time Variable SURVTIME

Quartile Estimates

Point 95% Confidence Interval
Percent Estimate [Lower Upper)
75
50
25
Mean Standard Error
30.9033 0.1980

NOTE: The mean survival time and its standard error were underestimated
because the largest observation was censored and the estimation was restricted
to the largest event time.

Stratum

Summary of the Number of Censored and Uncensored Values

Percent

Gender Total Failed Censored Censored
1 482 37 445 92.32
2 1230 110 1120 91.06

1712 147 1565 91.41

Testing Homogeneity of Survival Curves for SURVTIME over Strata
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Test of Equal

ity over Strata

Test Chi-Square DF Pr>Chi-Square
Log-Rank 0.5970 1 0.4397
Wilcoxon 0.6964 1 0.4040

-2Log (LR) 0.6421 1 0.4230
Table 5.12

5.2.2 Analysis by Income

Income is a continuous variable and various categavere created after

grouping to compare performance.

Legend: 1: LOW (< 100K); 2: MIDDLE (100-300K); 3: HIGH (>300K)
333 gonooo-
- v O
2 0.75]
]
p=
5
2
=
=
= 0.507
=
=
=
2 0.257
0.00 T T T T T T T
) 5 10 15 20 25 30 35
SURVTIME
STRATA: — INCOME=1 O OO censored INCOME=1 INCOME=2
OO censored INCOME=2 — — ~ INCOME=3 O OO censored INCOME=3
Figure 5. 16
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The LIFETEST Procedure

Summary of the Number of Censored and Uncensored Values

Percent
Stratum INCOME Total Failed Censored Censored
1 1 923 89 834 90.36
2 2 593 48 545 91.91
3 3 196 10 186 94.90
Total 1712 147 1565 91.41
Test of Equality over Strata
Test Chi-Square DF Pr>Chi-Square
Log-Rank 4.3086 2 0.1160
Wilcoxon 6.2107 2 0.0448
-2Log (LR) 4.8686 2 0.0877
Table 5.13

Analysis of Income as a continous variable

The PHREG Procedure

Model Information

Data Set WORK.MASTERS
Dependent Variable SURVTIME
Censoring Variable STATUS
Censoring Value(s) 0
Ties Handling BRESLOW
Number of Observations Read 1712
Number of Observations Used 1712

Summary of the Number of Event and Censored Values

Percent
Total Event Censored Censored
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1712 147 1565 91.41

Convergence Status

Convergence criterion (GCONV=1E-8) satisfied.

Model Fit Statistics

Without With
Criterion Covariates Covariates
-2 LOG L 2027.990 2020.979
AIC 2027.990 2022.979
SBC 2027.990 2025.970

Testing Global Null Hypothesis: BETA=0

Test Chi-Square DF Pr > ChiSq
Likelihood Ratio 7.0110 1 0.0081
Score 4.6398 1 0.0312
Wald 5.3168 1 0.0211

Analysis of Maximum Likelihood Estimates
Parameter Standard Hazard
Variable DF Estimate Error Chi-Square Pr > ChiSq Ratio
Income 1 -1.6756E-6 7.26665E-7 5.3168 0.0211 1.000



5.2.3 Analysis by Commitments

Legend: 1 < 30%; 2: (31-40)% 3: (41-50)% 4: >50%

©
w
®

)
N
w

Survival Distribution Function

) 5 10 15 20 25 30
SURVTIME
STRATA: COMMITMENT=1 O OO censored COMMITMENT=1  ~~" COMMITMENT=2 O O O censored COMMITMENT=2
T T COMMITMENT=3 OO QO censored COMMITMENT=3 COMMITMENT=4 © O O censored COMMITMENT=4
Figure 5. 17

Summary of the Number of Censored and Uncensored Values

Percent

Stratum COMMITMENT Total Failed Censored Censored
1 1 380 31 349 91.84

2 2 350 18 332 94.86

3 3 672 66 606 90.18

4 4 310 32 278 89.68
Total 1712 147 1565 91.41

Testing Homogeneity of Survival Curves for SURVTIME over Strata

Test of Equality over Strata
Test Chi-Square DF Pr>Chi-Square
Log-Rank 5.5376 3 0.1364
Wilcoxon 5.0223 3 0.1702
-2Log (LR) 6.2694 3 0.0992

Table 5.14
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5.2.4 Analysis by Age
Age was analyzed as a continuous variable as waategorical variable to

compare differences

Legend: 1 :< 30; 2: 31-40 3:41-50 4: >50

Survival Distribulion Function

STRATA:

Figure 5. 18

T T
1e 15

Age=1
Age=3

00

O O censored Age=1
© censored Age=3

SURVTIME

The LIFETEST Procedure

T T
25 30

O © O censored Age=2
© © O censored Age=4

Summary of the Number of Censored and Uncensored Values

35

Percent
Stratum Age Total Failed Censored Censored
1 1 187 13 174 93.05
2 2 751 73 678 90.28
3 3 575 51 524 91.13
4 4 199 10 189 94.97
Total 1712 147 1565 91.41
Test of Equality over Strata
Test Chi-Square DF Pr>Chi-Square
Log-Rank 5.9598 3 0.1136
Wilcoxon 5.0467 3 0.1684
-2Log (LR) 6.1131 3 0.1062
Table 5.15
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Variable
Age

DF
1

ANALYSING OF AGE AS A CONTINOUS VARIABLE

Model Information

Data Set WORK.MASTERS
Dependent Variable SURVTIME
Censoring Variable STATUS
Censoring Value(s) 0

Ties Handling BRESLOW

Number of Observations Read
Number of Observations Used

Summary of the Number of Event and Censored Values

1712
1712

Percent
Total Event Censored Censored
1712 147 1565 91.41
Model Fit Statistics
Without With
Criterion Covariates Covariates
-2 LOG L 2027.990 2025.373
AIC 2027.990 2027.373
SBC 2027.990 2030.364

Testing Global Null Hypothesis: BETA=0

Test Chi-Square DF Pr > ChiSq
Likelihood Ratio 2.6168 1 0.1057
Score 2.3587 1 0.1246
Wald 2.4115 1 0.1204
Analysis of Maximum Likelihood Estimates
Parameter Standard
Hazard
Estimate Error Chi-Square Pr > ChiSq Ratio
-0.01522 0.00980 2.4115 0.1204 0.985
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5.2.5 Analysis by Term

Legend: 1:<24 2:24-48 3:48-72

P —Bg -8 BB o-e PP

E 0.75
-'§ 0.50
‘% 0.25
.60 T T T T T T T
(2] 10 15 20 25 30 35
SURVTIME
STRATA: Term=1 O OO censored Term=1 Term=2
OO censored Term=2 7 7 Term=3 O OO censored Term=3
Figure 5. 19
Percent
Stratum Term Total Failed Censored Censored
1 1 200 10 190 95.00
2 2 407 32 375 92.14
3 3 1105 105 1000 90.50
Total 1712 147 1565 91.41
Test of Equality over Strata
Test Chi-Square DF Pr>Chi-Square
Log-Rank 0.3424 2 0.8427
Wilcoxon 0.1622 2 0.9221
-2Log (LR) 0.5346 2 0.7655
Table 5.16
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5.2.6 Analysis by Banking History

Survival Distribution Function

0.50
0.257
0.00
T T T T T T T
(] 5 10 15 20 25 30
SURVTIME
STRATA: BankT2=1 O OO censored BankT2=1 BankT2=2 Q OO censored BankT2=2
BankT2=3 Censored BankT2=3 T 7 BankT2=4 O OO censored BankT2=4
Figure 5. 20
Summary of the Number of Censored and Uncensored Values
Percent
Stratum Banking History Total Failed Censored Censored
1 1 100 15 85 85.00
2 2 100 12 88 88.00
3 3 124 10 114 91.94
4 4 726 54 672 92.56
Total 1050 91 959 91.33

NOTE: There were 662 observations with missing values, negative time values or
frequency values less than 1.

Test of Equality over Strata
Test Chi-Square DF Pr>Chi-Square
Log-Rank 12.9076 3 0.0048
Wilcoxon 11.4502 3 0.0095
-2Log (LR) 9.3543 3 0.0249

Table 5.17
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5.2.7 Final Model

From the above results, only income and bankingphidave p-values < 0.05 hence

were confirmed to be significant in predicting ladefault. Therefore the final model

only had income and banking history as showrgiife 5.21

Analysis of Maximum Likelihood Estimates

Analysis of Maximum Likelihood Estimates

Parameter Standard
Variable DF Estimate Error Chi-Square Pr > ChiSq
MID_INCOME 1 -0.20789 ©.18044 1.3274 0.2493
HIGH_INCOME 1 -0.70509 0.33407 4.4547 0.0348
BANKINGL_6 1 0.83492 0.27674 9.1020 0.0026
BANKING6_12 1 ©0.67735 0.30504 4.9307 0.0264
BANKING12_24 1 0.08747 ©.33079 0.0699 ©0.7915
Linear Hypotheses Testing Results
Wald
Label Chi-Square DF Pr > ChiSq
INCOME 5.0332 2 0.0807
BANKING_HISTORY 12.7005 3 ©.0053

Figure 5. 21

5.2.8 Model Interaction

Hazard
Ratio

.812
.494
.305
.969
.091

PRrRNOO

Income was interacted with banking history to chetlether there was significance. No

interaction is noted as evidenced in Figure 5.22

Analysis of Maximum Likelihood Estimates

Parameter Standard
Variable DF Estimate Error
INCOME 1 -0.24998 0.46152
BankT2 1 -0.30666 0.23412
INCOME_BANKHISTORY 1 -0.00986 0.13913

Figure 5. 22

Chi-Square

0.2934
1.7157
0.0050

Hazard

Pr > ChiSq

0.5881
0.1902
0.9435

Ratio
0.779

0.736
0.990
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5.2.9 Proportionality Assumption Test

The PHREG Procedure

Analysis of Maximum Likelihood Estimates

Parameter Standard Hazard
Variable DF Estimate Error Chi-Square Pr > ChiSq
INCOME 1 -1.41910 0.98210 2.0879 0.1485
BankT2 1 -0.39129 0.48067 0.6627 0.4156
INCOMET 1 0.40754 0.34288 1.4128 0.2346
BANKT2T 1 0.02614 0.17270 0.0229 0.8797
Linear Hypotheses Testing Results
Wald
Label Chi-Square DF Pr > ChiSq
Proportionality_test 1.4144 2 0.4930
Figure 5.23

Since the P-value for proportionality test is not significant as shown in
Figure 5.23, no time dependency was evident. Therefore our final model shown in
Figure 5.21 was adopted. The model adopts the use of Cox PH model with no time

dependency covariate.

Ratio

0.242
0.676
1.503
1.026
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5.3 DISCUSSION

5.3.1 Gender

Aggregated default rate over 33 months is 8.9%fale and 7.7% for female (Figure
5.2) with the number of males included in the mdmhg almost 3 times that of female
(1230 male compared to 483 of female) - Figure GMer 91% of both genders are
censored and this is attributed to early repaymamdsindividuals whose term of loan

exceeded 36 months.

The estimated survival function for female and nudes not go below 0.8683 and
0.8462 respectively, which is why the 75%, 50% 2&% quantiles (percentiles) cannot

be estimated for both genders.

Mean survival time for female was 29.47 months #/hilale is 30.9 months meaning
male survived longer. The mean is not simply therage of the observed survival times,
since it must take account of censored observatibis.is the reason why an indication is
given that the mean survival time and its stanéarar were underestimated because the
largest observation was censored and the estimafgirestricted to the largest event

time.

In SAS the mean is computedﬁjsblﬁ(tj)( tj - tji_1), in which the summation is over
ther ordered death time§(tj) Is the Kaplan-Meier estimate of the survivor fuoictat

thejth death timest; , and ¢, is defined to be Zero.

In general, the location of survival data is bettstimated using the median survival

time, and so the output on mean survival time &ndrror can generally be ignored
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The graphs of the survival curves by gendregiire 5.15 appear to be very close
together throughout the observation period indngatio difference between the groups.
This expectation is confirmed by the Wilcoxon t@sble 5.12)for comparison of the
gender survival curves that is non-significant vatlalues of 0.4040 indicating that
gender is not a risk ranking variable hence no neethssify borrowers with respect to
gender. The log-rank test places more emphasiBeodifferences in the curves at longer

time values.

This finding is also supported by the aggregatedyais where default rate for female is
7.7% while for male is closer at 8.9% even thougttenare 3 times as many as female

(Figure 5.2).

This is also in line with the findings of (Arganp@esponding, Samuel, & Peter, 2012)
who used same sample size of female and male @31 ,ecompared the survival curves
of the 2 groups and found the difference not tgiaificant and concluded that it was
not meaningful to classify borrowers on the basigamder as this did not affect credit

risk.

Gender will thus not be included as a potentiabla@ate for the final model.

5.3.2 Income
Income is a continuous variable and is considergdraficant factor in modeling default
by field experts. The default graph show that ineasrisk ranking i.e. default increases

as income reduces depicting negative correlatibis theory is supported by analyzing
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income as continuous variable and indicates thatvéry significant with a p-value of
0.0211.
To compare various groups of income, income wasgaaiized into bands considered

similar by field experts.

Figure 5.16 having the graphs of the survival curves indi¢h#d the lower income band
< KES 100,000 appear to be separate and lower tiven categories thus some survival
difference in the lower segment however graphséincome segment KES (100k-300k)
and> KES 300,000 appear to be just slightly close togiethroughout the observation
period indicating no major difference between theugs .This preliminary finding is
confirmed by the Wilcoxon test for comparison of survival curves that shows very

significant values with p-values of 0.044@&ble 5.13.

These results are also in line with the findingg(Bellotti & Crook, 2007) who found out
that increase in UK Earnings and individual incomestuced the risk of default as
increase in earnings was an indicator of improxdognomy providing conditions for
reduced risk of default. It was thus meaningfutlassify borrowers on the basis of
income as this did affect credit risk. (M Stepamé& Thomas, 2001) in their work
behavioural scoring on credit customers also foatdhat income was significant in

measuring time default of borrowers.

Income as a categorical variable was then congidese candidate in the final model.
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5.3.3 Age

Age is a continuous variable and is considered@uifstant factor in modelling default by
field experts. Analysis of age as a continuousalde indicates that age is not significant

in predicting default with a p-value 0f1204.

Field experts however believe that default in thedr age group <30 is expected to be
higher due their spend thrift nature and thus tiesavere grouped. The graph of %
default by age-band show a slight increase in diefate in the mid age groups of
between 31 and 50. However the groups in the agdshdass than 30 and above 50 have
lower default probabilities. The default curveswithat survival functions for

borrowers in the age group greater than 50 is highepared to the rest. Comparison of
survival curvesTable 5.15)show non-significance in the default curves witW#coxon
test giving a p-value of 0.1684.

Age or age categories will thus not be considesed potential candidate for the final

model.

5.3.4 Term

Default seems to be increasing with increase im t&frloan. The graphs of the survival
curve are closer together and do not depict arigrdiice Table 5.16confirms the
Wilcoxon test that shows there is no differencéhmsurvival curves with p-values of
0.9221.

These findings are similar to that of(Maria Stepan& Thomas, 2002) in which their
study concludes that segmentation by term of the lwas less effect in predicting default
than early repayment because default is indeperade¢etm of the loan and early

repayment is not.

However (M Stepanova & Thomas, 2001) found out that profit increases as risk
decreases suggesting that the longer the ternedbém the lower the profit obtained
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from customers as risk of default increases sugggestat underwriters must look at both

term and behaviour score when ranking loans ofilaimmount.

Term was therefore not considered a risk factaohéifinal model.

5.3.5 Commitment (%)

Default seems to be high in the groups with incae@mitment greater than 40%.

The graphs of the survival curves however seenetcldser to each other indicating no
difference. This is confirmed by éble 5.14)Wilcoxon test that is non-significant with

p-value of 0.1702.

Commitment was thus not considered as a poteraralidate for the final model.

5.3.6 Banking History

Figure 5.13andTable 5.10indicate that most of the customers have bankistpty less
than 12 months with the majority in this group mayvbanked for just 1 month. Default
increases as banking history declines. The surewales in the four groups show some
significance with a p-value of 0.0095. This is sihaw (Table 5.17)

Banking history was therefore considered a potectiadidate in the final model.

5.3.7 Final model

Since only income and banking history were founbdegignificant under the univariate
analysis, they were considered in the final model.

The same variables were found to be significamgu#ie multivariate Cox PH technique
with a p-value of 0.0807 and 0.0053 for income hadking history respectivelfigure
5.21).
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Interaction of the two variables was non-signific@ifigure 5.22) Figure 5.23testing

for proportionality assumption with the two variag] that is, income and banking history
was non-significant meaning that both income andkiBey history are not time
dependent covariates hence Cox PH method was aseddel time to default.

The final model irFigure 5.21indicate that as customers move from low incame
KES100,000 to high income >KES 300,000, rate ohdkfdecreases by 51%. Customers
with banking history less than 6 months experidraefault that is 2.3 times higher than
those who have banked more than 24 months andncestiavith banking history of
between 6-12 months have a default rate that is ®9&§ler than those who have banked
for more than 24 months. These results on incomea@nsistent with those of Stepanova
M and Thomas LC (2001) who used Cox’s PH Regressiodel to build behavioural
scoring models then compared performance with LdR(Bellotti & Crook, 2007) who
used Cox PH model with Time Varying Covariates aodtrasted with LR and Cox PH
Model with & without macroeconomic variable. Theytl found income to be highly
significant with default with the results demonstrg that survival analysis is

competitive in comparison with logistic regressama credit scoring method for

prediction.
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CHAPTER 6: CONCLUSION AND RECOMMENDATION

6.1 SUMMARY

Given that the banking sector has recorded doupglegtowth in profits for most of the
past decade while economy has been growing by geerie5%, there have been growing
concerns that the banking sector growing faster tha rest of the economy might result
in institutions and households that are not ablepay their debts leading to the increase
of non-performing loans. Banks would be requiretiattl higher capital buffers to

absorb possible shocks. The buffers impacts omk $arofits as it is a deductable
expense. Effective management of credit portfaibave buffers at manageable levels is

therefore important to banks.

Traditionally, banks have used credit scoring féedentiate good customers from bad
customers. Credit scoring looks at the borroweegus after a fixed period of time. The
idea of markov chain where borrowers move from staée to another brings to light that
borrower’s status is dynamic and not static. Creditring puts a static element to this

dynamism.

Dynamicity has become a key research questionmist studies focusing on not if but
when will the borrowers default. Lending institut®owould want customers whose
profile would maximize their profits and this thénee means that if time to default is
long, interest income will compensate or even eddesses resulting from default. Time
to default is modeled by using survival analyschteques already described above and

results of the analysis are also discussed above.

From the data used, gender, term, commitment aaduegnot associated with the risk of
default but higher income brackets and longer baphkistory are found to be associated
with lower default rates levels and therefore pesapplying to customers in these
segments should be more relaxed so that they amieaged to borrow from the bank to

increase banks profitability.

88



Since the estimated survival function does notgjow 0.8462 due to censoring, we are
unable to estimate the correct mean and mediaivalitimes hence unable to estimate

how long a given loan ought to be granted.

6.2 RECOMMENDATION FOR POLICY

Lenders should not classify borrowers with respegender, term, commitment and age
as these variables do not affect credit risk irdliaily. However they can be considered
in developing credit scoring models which are statodels if ranking is found to be
significant.

Higher income brackets (>KES 300,000) and longekivay history (>24 months)
associated with lower default rates levels andetioee policies applying to customers in
these segments should be more relaxed so thaateegncouraged to borrow from the

bank to increase banks profitability.

If institutions increase their appetite for thekyisegments, the interest rates charged
should be commensurate to the loss expected ditioeeito default is short, then interest
income should be realized faster so as to compewsaven exceed losses resulting from

default.

6.3 RECOMMENDATION FOR FURTHER RESEARCH

Since no assumption is made about hazard ratestrapelation of study results beyond
the study period is possible. Parametric methoddeaused to overcome this
disadvantage. Other models like the Acceleratellifealime models can also be

considered in future.

From the data, income is not homogeneous acrogsofndation. We have so many

people earning low income while just a few in tlghler income band. COX PH assumes
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homogeneity of data but the reality is that indixats across populations are not
homogenous. Similar work using the same data wih@cefore also be explored in

future with models that take care of heterogendity/the frailty models.
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