Use of CART and Logistic Regression Analysis

to ldentify Key Determinants of

Pregnancy Wastage

Austin Luki Mueke
(W62/60012/2010)
Institute of Tropical and Infectious Diseases (UNITD)
College of Health Sciences
University of Nairobi

Presented in partial fulfilment for the requirengent

For the degree of

Master of Science in Medical Statistics

University of Nairobi,

November 2013



DECLARATION

This project is my original work and has not beezspnted for a degree in any other University.

Signature Date

AUSTIN LUKI MUEKE

This project has been submitted for examinatiot wiy approval as the University Supervisor:

Signature Date

ANNE WANG'OMBE



ABSTRACT

This master research project compares the perfarenah Classification and Regression
Trees (CART) and Logistic Regression in studyintedainants of pregnancy wastage using
pregnancy information from a population-based samsplvey, The Kenya Demographic and
Health Survey 2008/2009.The project report alsocmless in detail the fundamental
principles of tree construction, splitting algonth and pruning procedures. It also briefly
introduces the logistic regression and then shb@sbmparisons of the analysis results from
the two statistical methods using Receiver Opega@urve, Variable Importance and
Hosmer-LemeshowModel Goodness of Fit Tests. Lagistigression performed slightly
better than CART using AUC with both agreeing oe afjthe woman as the most important
determinant of pregnancy wastage. CART found thatage of the woman, highest level of
educational attainment, age at first birth, Typeplaice of residence being either ourban or
rural and birth order to be the most important aeieants of pregnancy wastage. Logistic
regression analysis found out that Age of the wgmaarriage to first birth interval, usage of
anti-malarial during pregnancy, type of place dfidence and usage of iron supplementation
during pregnancy to be the most important determmarhe Hosmer-Lemeshow Goodness
of Fit Test showed that CART didn't fit the wellethdata while the Hosmer-Lemeshow
Goodness of Fit Test for logistic regression shotied did fit the data well. The lack of close
fit for the data could be explained by the naturelata and this needs further investigation
comparing fits both population based data and tistégata. However, CART results could
be used for selection of key variables to be usddgistic regression analysis. When applied
prudently, both CART and logistic regression arigasle for the analysis of the determinants

of pregnancy wastage.
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CHAPTER ONE: INTRODUCTION
1.1 Background

Pregnancy is a female state that is produced dtleetonplantation of the fertilised ovum in
the uterine endometrium and ultimately gives ris@ ffoetus; and pregnancy wastage is the
loss of product of conception normally or therapmlly (Jeffcoate, 1975). Pregnancy
wastage is one of the adverse birth outcomes amth@gs including preterm births and low
birth weights.Adverse birth outcomes are far moegdent in the developing world because
of the many unplanned pregnancies, pregnancy attddommplications whose repercussions
are generally unfavorable both for the mother ahd baby. They remain significant
contributors to perinatal mortality and developna¢rdisabilities globally. Abu-Saad and
Fraser, (2010) concluded that adverse birth outsomeary lifelong consequences for

development, life quality and health care costs.

Pregnancy wastage can be classified as intra-etddatal death, abortion and menstrual
regulation (Jeffcoate 1195, and Shaw, ScoutterStadton 2003.

Every year about eight million women suffer fronegnancy related complications and over
half a million die(Atikur et al) . About 99% ohém are in developing countries (WHO,
2004).

Generally pregnancy wastage into one of the fotegmaies: miscarriages, stillbirth, birth

loss and medically based termination.

It is estimated that more than 3.3 million babies stillborn every year. Worldwide 1.2
million stillbirths occur during labour (intrapary according to The Lancet. Before labour
(antepartum) stillbirths account for more than hdélfstillbirths (1.4 million). The five big

causes of stillbirth are childbirth complicatiomsaternal infections in pregnancy, maternal
disorders, especially hypertension and diabetes| fgrowth restriction and congenital
abnormalies. The priority programme investmentdushe family planning, care at birth,

antenatal care with hypertension and advanced atatecare.In 2005 WHO gave a global

estimate of 3.3 million stillbirth deaths.

In Kenya a study on poor pregnancy outcomes by ®iag@6 among adolescents in South

Nyanza region of Kenya found significant associaiobetween socio-economic and



demographic characteristics with pregnancy outcomittsplace being rural or urban and the

level of education attainment being strongly assed with adverse pregnancy outcomes.

The purpose of this study is to determine riskdextaissociated with the pregnancy wastage

as an adverse birth outcome, the normal pregnaasyage which is not therapeutic.

1.2 Statement of the Hypothesis and Research Questions

Based on 2008/09 KDHS, there were 6,079 pregnaepsted in Kenya out of which 1,370
ended preterm resulting in pregnancy wastage. Tkstmpn is what are the major risk factors

determining the occurence of pregnancy wastage?.

1.2.1 Hypotheses

* To determine if maternal age at first pregnancg determinant of pregrancy
wastage.

* To establish whether a woman’s household wealtlkexrid a determinant of
pregnancy wastage.

« To examine whether the place of residence is armétant of pregnancy
wastage.

* To compare CART and Logistic Regression Analysisiehgerformancesfor
identifying key determinants of pregnancy wastage.

1.2.2 Research Questions

. Is maternal age at first pregnacy a risk factgeregnancy wastage?
. Is Woman'’s household wealth index a risk factorfagnancy wastage?
. Is the place of residence a risk factor for pregyavastage?

1.3Significant of the Study

Risk factors for pregnancy wastage have not beadiest extensively in Kenya. One
documented study was done poor pregnancy outcomesgadolescents in South Nyanza

region of Kenya(Magadi, 2006).

Pregnancy outcome is influenced by hereditary amdrenmental factors including those
which affect stature in early life, current healind nutritional status, inter-pregnancy
interval, maternal age, genitourinary or generakdses in women and socioeconomic and

educational status.



This study found that adolescents living in ruredas, not enrolled in school or with low
educational attainment had higher proportion ofegigmcing pregnancy wastage compared
to their counterparts who were living in urban arelaad higher educational attainment or
enrolled in school at the time of index pregnanayong other associations. Overall the
patterns of associations between socio-economic @amographic characteristics with
pregnancy outcomes observed in the bivariate antvamiate analyses conform to what is
expected but the issue is that these associatiensoh statistically significant possibly due to
the relatively small number of cases analysed aedcdn insufficient power to detect

statistical significance.

Also the study only covered a region and such tieen® study to at national level to look at

the trends of pregnancy wastage or the issues velgighavate the situation.

This study will use two classification techniquame parametric-discriminant function
analysis and the other non-parametric-classificadind regression trees in order to provide a

non-subjective risk analysis of pregnancy wastage.
1.4 Justifications Of the Study

The findings of the study shall also enable progdevelopers and implementers to know
profiles of women with enormous need for reprotechealth services at population level,
including treatment of reproductive tract infecsoeind malaria prevention so as to check on
adverse birth outcomes which may not be capturetiestith facility level because program
data may not The risk factors for pregnancy wastag&enya have therefore not been
studied extensively and there is no national sttiiyt has been done to establish socio-
demographic and health risk factors for pregnanagtage using population based data. As
such therefore, there is need to have informatiereffect of various socio-demographic and
health factors on the risk of pregnancy outcomé&émyaconcerned with family planning
services to trace areas of need and advise peopleeoneed to check high-risk pregnancies

and unsafe abortions so as to reduce the numiaelvefse pregnancy outcomes.
1.5Definitions
Miscarriages

Any pregnancy that ends unintentionally beforeftietus is viable.



Preterm births
A Preterm birth is defined as birth of less thanw@gks' gestation pregnancy.
Still births

WHO promotes the definition of stillbirth or latethl death as death occurring at least 28
weeks of gestation or at least 1000g birth weight{®is means its babies born within the

last trimester of pregnancy.
Pregnancy Wastage

Pregnancy is a female that is produced due to imtgii@n of the fertilized ovum in the
uterine endometrium and ultimately giving rise ttobatus. Pregnancy wastage is the loss of
product of conception normally or therapeuticallgfcoate, 1975). Pregnancy wastage in

this case means stillbirths, abortions and misages.

1.6 Scope, Limitations and Assumptions

The study will utilise the 2008-09 Kenya Demograpand Health Survey (KDHS 2008/09)
which is a nationally representative sample suve8,444 women aged 15 to 49 and men
aged 15 to 54 selected from 400 sample points@s)sthroughout Kenya. It is designed to

provide data to monitor the population and hedtthation.

The survey utilised a two-stage sample based ori®8 Population and Housing Census
and was designed to produce separate estimatesejoindicators for each of the eight
provinces in Kenya. Data collection took place owerthree month period from %3
November 2008 to late February 2009.

Obstetric data is not available for this study, beer, the population based approach gives a
real picture of what is happening country wide.tRemrmore, the KDHS data is statistically
representative of the country as opposed to spdeiility data which may be biased based
on the profile of the people coming for service dzth®n the geographical and spatial

distribution, socio-economic and other factors, hnrand natural.

The authorization to use the dataset was soughit oth MEASURE DHS and The Kenya
National Data Archive (KeNADA).



CHAPTER TWO:LITERATURE REVIEW
2.1Introduction

This chapter reviews various literatures on factssociated with pregnancy wastage. It
especially points socio-economic, demographic aeadlth factors found out to determine
occurrence of pregnancy wastage. It will also deaew of literature on the methods for
studies done on methods Presentation of concefsarabwork and operational framework
will follow, and then hypotheses and definitionkefy variables will be discussed. Reviews of
this literature will cite what is already known atbgregnancy wastage as well as spell out

the gaps from different studies.
2.2 Pregnancy Wastage

Sidhu and Sidhu(1) examined pregnancy wastage @amtfthat the poor living conditions
contributed to higher pregnancy wastage in thedidied caste women of Punjab. They could
not attribute the very high rate if pregnancy wgstto a particular cause but envisaged that
illiteracy, lower socio-economic status and nonHabdity of medical care may be
contributing factors. They did note an increasiatg rof foetal deaths with increasing age just
as was observed by other investigators includingu¥tealmy et al. 1956, Potter et al. 1965
and Nortman, 1974.

Atikur et al (2) studying the velocity and eladjciof pregnancy wastage and caesarian
deliveries in Bangladesh on the contrary found tbat pregnancy wastage decreases over
ages where caesarian delivery increases. In lodkinige two, they found out that increased
age increase the risk of caesarian delivery butedese the risk of pregnancy wastage. They
however did agree that in the extreme age groupsgnancy wastages are observed

substantially larger.

Prakash et al (3) using data from the third wavéafional Family Health Survey (NFHS,

2005-2006) for India to examine the effects of yamarriage on the reproductive health
status of women and on the well-being of their diigih found that early marriage had
detrimental effects on the reproductive healthustaf women so that women who married at
an early age were exposed to frequent childbeatinglanned motherhood and abortions.
Also in relation to marriage, Sureender et al @}their analysis of the the same data for

Tamil Nadu, 1992 revealed that women marrying thaase relatives had low age at



marriage and experienced a higher percent of preynaastage and child loss(first child) as

compared to those women marrying their distantives or nonrelatives.

In a longitudinal study for the period 1988-92, Agal et al (5) looking at the relationship
between pregnancy wastage and maternal underiomtr#nd other socio-demographic
factors in rural Indian women found no differenaesbortion and stillbirth rates during the
study years. However an increase in haemoglobimveticconsistent reduction in abortion
ratios. Stillbirths showed significant relationshwsth maternal weight and height. In this
study, risk factors for increased perinatal manastillbirths and neonatal deaths in the first
week) were illiteracy, birth interval, previous lislirth, previous preterm, untrained birth

attendant and birth weight.

In Kenya a study on poor pregnancy outcomes by Mia2006) among adolescents in
South Nyanza region of Kenya found significant asgns between socio-economic and
demographic characteristics with pregnancy outcomi#splace being rural or urban and the
level of education attainment being strongly assted with adverse pregnancy outcomes. A
similar study among the adolescents in BangladsgsiiRéhmamet al 2010 on adolescent
pregnancy compilation and wastage found out thanhgoadolescents aged under 20 years

were observed to have highest proportions of dgliecemplications and pregnancy wastage.

A study done in Cameroon using 2004 CDHS on spouskidnce on potentially preventable
single and recurrent spontaneous fetal loss fourtdtlmat spousal violence increases the
likelihood of single or repeated fetal loss. A kngroportion of the risk for recurrent fetal
mortality is attributable to spousal violence, ahdrefore is potentially preventable. The
findings found out that Cameroonian women exposedpousal violence are 50% more
likely to experience single or repeated episodespointaneous fetal loss. Intimate partner
violence within the household among women was aatsat with a third of reported fetal

mortality in women.

A prospective study of 84 pregnant women done hyd&d (1993) looking at the effect of
socio-demographic factors found out that the higpesportion of negative outcomes was to
women who were pregnant for the first time with d&cent of all pregnancies ending up
wastage. In this study, it was found out that neggbregnancy outcome is lower for lower
parities. However, in the same study, it was fowud that the history of difficult and
complicated deliveries were ages 20-24 and oveyed$s suffered the highest proportion of

negative outcome. On the contrary, in a study doyebrahim on a community-based
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prospective study of 6275 women studying the oenwe of stillbirths, it was found out that
the correlation of the outcome of the last pregganith that of the current pregnancy was

highly significant.

Data collected from 750 women of the reproductigesa(15-49) in the rural Rajshabhi district
of Bangladesh by Mahfuzar et al in a purposive darfqund out that increased age increases
the risk of pregnancy wastage. The pregnancy wastaghe age group 25-29 was lower
among the women, followed by the age-group 40-4&hvivas the highest. The proportion

of pregnancy wastage to live births was high inage group 15-19.

According to Priyali and Umesh, various studiesuioent the relationships between lowered
zinc concentrations during pregnancy and low biveight so that there is a threshold for

serum zinc concentration below which adverse pregyautcome increases significantly.

Ibrahim et al in a community-based prospective ytod stillbirths found out that the

outcome of last pregnancy with that of the curpgreggnancy was highly significant.
Nadia et al(2009).
2.3 Statistical Analysis Methods Review and Pregnancy Wstage

In review of statistical analysis methods review oegnancy wastage, Amina et al (2009)
using Cameroon DHS, studied single and recurrdat fess as the dependent variable with
physical, sexual and emotional as independentblariaith individual level of analysis used
Chi-square test to measure the differences in matand socio-demographic characteristics
between the 2 groups(violence and no violence).idtiegregression model was used to
generate adjusted odds ratio and 95% C.Is. Gesedaéstimating equation to account for
intraclass correlation.

Rahman et al (2010) studied reproductive compbestieading to pregnancy wastage using
Micro level survey of 400 adolescents (10-19) ardepth interview with 37 adolescents who
had experienced pregnancy wastage. Micro levelesuoi 400 adolescents (10-19) and in-
depth interview with 37 adolescents who had expesd pregnancy wastage. Logistic
regression was used to estimate the relative n$kke predictors of higher proportions of

women suffer pregnancy problems especially in catearly conception.

Ibrahim et al used Linear Logistic regression wigted to calculate odds ratios of Outcome

of last pregnancy with that of the current pregrya&tratification was used based on the mid
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wife.MahfuzarRahman used Logistic regression maddestudy pregnancy wastage using
Data collected from 750 women of reproductive adé€s49) in the rural Rajshahi district,

Bangladesh.

Using 2001 Census data for Madya Pradesh, Indeanbind-Smith et al studying fetal losses
and maternal deaths using Monte Carlo Sensitiviiglyssis to assess the plausibility of the

estimates of Fetal losses and maternal deaths.

Monica Magadi (2004) used Bivariate and multinomralgression analysis to study
pregnancy outcome including pregnancy wastage, gixgm live birth and full time live
births.

Z proportion test, Relative Risk and Multiple Reggien were performed on a Follow up
study betweenJanuary 1988 to December 1992 by Agernal to study pregnancy wastage.

2.4 Summary of Literature review

These studies provide some evidence that a resdiprexists between pregnancy wastage
and various factors including poor living conditprlower socio-economic status, non-
availability of medical care, extreme ages, earfyrnmage and maternal under nutrition. Other
factors including maternal under nutrition, birtitarval, spousal violence and parity are also

associated with higher incidences of pregnancyagast

Various methods have also been used to study pmegnaastage including logistic
regression, generalised estimating equation, linkgyistic regression, bivariate and

multinomial regression and various other methods.

An investigation is needed to establish in dep#hribk profiles of pregnancy wastage in the

Kenyan situation.



CHAPTER THREE: METHODS
3.1CART Model

Classification and Regression Tree is a type oisttat tree introduced by Leo Breiman et al

in 1984. In mathematical terms, a decision tregeftned as a directed, acyclic and connected
graph having one distinguishable vertex called @ rede. The tree structure consists of
nodes and branches connecting these nodes. Ifehaxibranches leading to other nodes, it
is called a parent node, and the nodes to whictethbeanches lead to are called children of

this node. The terminal nodes are called leaves.

As indicated CART methodology was developed in 89sBreiman, Freidman, Olshen,

Stone in their paper “classification and Regres3imes” (1984). For building decision trees,
CART use so- called learning sample- a set of hcstbdata with pre- assigned classes for all
observations. For example, learning sample foricsebring system would be fundamental

information about previous borrows (variables) rhattwith actual payoff results (classes).

Decision trees are represented by a set of questidrnch splits the learning sample into
smaller and smaller parts. CART asks only yes/nestjons. A possible question could be:
“Is age greater than 50?” or “is sex male?” CAR@oaithm will search for all possible
variables and all possible values in order to fimel best split-the question that splits the data
into two parts with maximum homogeneity. The precesthen repeated for each of the
resulting data fragments. Here is an example opl&rolassification tree, used by San Diego

Medical Center for classification of their patietdsdifferent levels of risk:

Is the systolic blood pressure> 911?

| €757 Class
Sage>b2l.o¢ Low Risk
Is sinus tachycardia
present?

Class

High Risk
9
Class Class

High Risk Low Risk




Classification Tree

The characteristic feature of CART is that the tremstructed by CART algorithm is strictly

binary. The decision tree is constructed recurgiwgiere an attribute is selected at first to be
placed at the root of the node to make one branmclkedch possible value. This splits up the
example set into subsets, one for every valueefttribute (Witten, Frank; 2000). The cases
from the training set are recursively portionedistibsets with similar values of the target
variable and the tree is built through the thorosghrch of all available variables and all
possible divisions for each decision node and #hection of the optimal divisions according

to a given criterion.

The basic principle of the tree model is to pamitspace spanned by the input variables to
maximise a score of class purity and that the ntgjaf the points in each cell of the
partition belong to one class. They are mapping®lidervations to conclusions (target
values). Each inner node responds to a variabley@amo a child represents a possible value
of that variable. A leaf represents the predictelde of target variable given the values of the
variables represented by the path from the roomM@nzies, Y. Hu; 2003).

Splitting Criterion

The splitting criterions have always the followifaym. The case is moved to the left child if

the condition is met, and goes to the right cHilatherwise.

For continuous variables, the condition is defires “explanatory variable x{C”. For

nominal variables, the condition expresses thetfacvariables takes on specific values.

The splitting criterion measures the decreaseardiktribution of the target variable between
the root node and the first subsequent node amwikeketeach pair of subsequent nodes. The
splitting criterion has two objectives: to determie best split for each input variable and to
choose the best split among a multitude of poss#gits from input variables. For
classification trees, there are two common spdjttaniterions, which are Gini index and

entropy reduction.
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Gini Index (Total Leaf Impurity)

Gini index is a measure of purity. If the targetues are the same within the node then the
Gini index is one. The best split is selectedh®y largest Gini index. The Gini index can be

calculated as follows:

Gini index = B(m) = 3 Reav&{dffpfj

leaves

- Eg (m) is the Gini index at node m.

- piis the proportion of each target class in thadde.

- Peaves= NUmMber of individuals in the leaf node/total nenbf individuals in noden.
(Matiganon, 2007)

Entropy reduction

Entropy reduction is a measure of variability iriegporical data. If the target values are the
same within the node then the entropy is zero. sTkhe best split is selected by smallest

entropy reduction. The Entropy reduction is defiasd

Entropy reduction= Eg(m)

=10y (plm(dzmpi fog, piD

leaves

* pi is the proportion of each target class in corradpw nodem. (Matignon, 2007).

11



Construction of maximum tree

Let t, be a parent node angt, — respectively left and tight child nodes of pareade,,.
Consider the learning sample with variable matrixvith M number of variables; and N

observations. Let class vector Y consist of N olesons with total amount of K classes.

Classification tree is built in accordance withitsiplg rule-the rule that performs the splitting
of learning sample into smaller parts. Each timadeve to be divided into two parts with

maximum homogeneity:

PLeft

Figure 2.1: Splitting algorithm of CART

where,, t; t, — parent, left and right nodes; — variable j; x}2 — best splitting value of

variablexj.

Maximum homogeneity of child nodes is defined bycaled impurity function i (t). Since
the impurity of parent node, is constant for any of the possible splits< xj =
1, ..........,m, the maximum homogeneity of left and right childdee will be equivalent to

the maximization of change of impurity functidri(¢t):
Ai(t) = i(t,) — E{i(te)}

where, —left and right child nodes of the parent node Assuming that theP;, B.-

probabilities of right and left nodes, we get:
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Ai(t) = i(t,) — Pyi(ty) — Pyi(ty)
Therefore, at each node CART solves the followiraximization problem:
arg max[i(tp) — Pi(ty) — Bi (tr)]

Equation 2.1 implies that CART will search througlh possible values of all variables in

matrix X for the best split questiaty < x}"’ which will maximize the change of impurity

measurai(t).

The next important question is how to define th@unity function I (t). In theory there are
several impurity functions, but only two of themeawidely used in practice: Gini splitting

rule and Twoing splitting rule.

Gini splitting rule

Gini splitting rule (or Gini index) is most broadiysed rule. It uses the following impurity

function [ (t):

0= (%) p (1/6)

k#1

wherek,l1,.......... ,k,-index of the class; p (k/t)-catiohal probability of class k provided we

are in node t.

Applying the Gini impurity function 2.2 to maximizan problem 2.1 we will get the

following change of impurity measurg(t):

k K K
K K k
Ai(t) = —ZPZ — |+ Plz P2 (—+ Prz P? (—)
t ty ty
k=1 p K=1 K=1

Therefore, Gini algorithm will solve the followingoblem:

arg max

y< k=1 [ ZPZ(k/tp)+PlzP2< >+P ZPZ(K/t

13



Gini algorithm will search in learning sample faetlargest class and isolate it from the rest

of the data. Ginni works well for noisy data.
3.2Regression tree

Regression trees do not have classes. Insteadateresponse vector Y which represents the
response values for each observation in variablkeixné Since regression trees do not have
pre-assigned classes, classification splittingsrdike Gini 2.3 or Twoing 2.4 cannot be

applied.

Splitting in regression trees is made in accordawidd squared residuals minimization
algorithm which implies that expected sum varianf@mstwo resulting nodes should be

minimized.
arg min[P,var(Y;] + B-Var(Y;)
x; <xRj=1,.... m(P, Var (V) + B-Var (Y,)}

whereVatY);), Var(Y,) — response vectors for corresponding left and righitd nodes;

X < xf",j =1,........m,— optimal splitting question which satisfies thendition 2.5

Squared residuals minimization algorithm is ideaitito Gini splitting rule. Gini impurity
function 2.2 simple to interpret through varianoesation. If we assign to objects of class k
the value, 1, and value 0 to objects of other elmsthen sample variance of these values
would be equal to p (k/t)(t) (1-p(k/t). Summarizibg number of classes k, we will get the

following impurity measure | (t):

k

k

i =1-) p* @)
k=1

Up to this point so-called maximum tree was corm$éd which means that splitting was
made up to the last observations in learning sanidéimum tree may turn out to be very
big, especially in the case of regression treeernwbach response value may result in a

separate node.
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Recursive partitioning

Up to this point the classification problem hasrbased to define and motivate our formulae.
However, the partitioning procedure is quite geharal can be extended by specifying 5

“ingredients”.

» A splitting criterion, which is used to decide whnigariable, gives the best split. For
classification this was either the Gini or log <€likood function. In the anova method
the splitting criteria aresS; — (SS, + SSg), where SS; = Y.(y; — y)*the sum of
squares for the node is, afifl,, SS; are the sums of squares for the right and left son
respectively. This is equivalent to choosing thi $p maximize the between-groups
sum-of-squares in a simple analysis of variancés fithe is identical to the regression
option for tree.

* A summary statistics or vector, which is used tectiée a node. The first element of
the vector is considered to be fitted value. Fer @nova method this is the mean of
the node; for classification the response is theglipted class followed by the vector
of class probabilities.

» The error of a node. This will be the variance dbyanova, and the predicted loss for
classification.

» The prediction error for a new observation, assigteethe node. For anova this is
(Ynew — ¥)-

* Any necessary initialization.

The anova method leads to regression trees; tteeislefault method if y a simple numeric

vector, i.e, not a factor, matrix, or survival aije
Notation

The partitioning method can be applied to manyedéht kinds of data. We will start by
looking at the classification problem, which is afehe more instructive cases (but also has
the most complex equations). The sample populatimmsists of n observations from C
classes. A given model will break these observatiato k terminal groups; to each of these
groups is assigned a predicted class (this willthe response variable). In an actual
application, most parameters will be estimated ftbmdata, such estimates are givensby

formulae.
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m;i=12........C Prior probabilities of each class.
L(i,j) i=1,2,....C Loss matrix for incorrectly classifyiaa | as a j. L 9i,i)=0
A Some node of the tree.

Note that A represents both a set of individualshie sample data, and, via the tree that

produced it, a classification rule for future data.

r(x) True class of an observation X, veheiis the vector of predictor variables.
r(4) The class assigned to A, if A werbéataken as a final node.

n;, nyNumber of observations in the sample that are ¢Jassmber of obs in node A.
niyNumber of observations in the sample that are ¢lasd node A.

P (A)Probability of A (for future observations).
¢ 1m Plxe A—(x) =1}
~ Y =1mnA/n
R (A) Risk of A

2E=1PWMAL (i,m (D)

where r 9A) is chosen to minimize this risk.

R (T) Risk of a model (or tree) T

k
=) =1P(4)R(A4)

J

Where4jare the terminal nodes of the tree.

If L (i,j)= 1 for all | # ], and we set the prior probabdgill equal to the observed class

frequencies in the sample then p (i/A);z/,4 and R (T) is the proportion misclassified.
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Building the tree

Splitting criteria

If we split a node A into two sond;, and A,into two sons), we will have.
P(ADR (A)) + P(Ar) R(Ag) < P(A)R (4)

(this is proven in (1). Using this, one obvious wajybuild a tree is to choose that split which
maximizesA R, the decrease in risk. There are defects wit) towever, as the following

example shows.

Suppose losses are equal and that the data is B8%Ils and that some trial split results in
A; being 54% class 1's andl; being 100% class 1's. Class 1's versus class i@stlee
outcome variable in this example. Since the mininmisk prediction for both the left and
right son is r(4;) = r (Ag) = 1, this split will haveAgz= 0, yet scientifically this is a very
informative division of the sample. In real datahwsuch a majority, the first few splits very

often can do no better than this.

A more serious defect with maximizirfgR is that the risk reduction is essentially lindér.
there were two competing splits, one separatingltia into groups of 85% and 50% purity
respectively, and the other into 70%-70%, we waddally prefer the former, if for no other

reason than because it better sets things updandht splits.

One way around both of these problems is to usé lalbead rules; but these are
computationally very expensive. Instead rpart uzes of several measurers of impurity, of

diversity, of a node. Let f be some impurity functiand define the impurity of a node A as.

C
1) =) f (i)
i=1

whereP; A is the proportion of those in A that belong tossla for future samples. Since we
would like | (A)=0 when A is pure, f must be coneawith f (0)=f (1)= 0.

Two candidates for f are the information index)f£pp log (p) and the Gini index f (p)=p (1-

p). We then use that split with maximal impuritguetion.

Al = P(A)I (A) —p (A,) —p (AR)I (AR)
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The two impurity functions are plotted in figure),(2ith the second plot scaled so that the
maximum for both measurers is at 1. For the tws<laroblem the measurers differ only

slightly, and will nearly always choose the samié ppint.

Another convex criteria not quite of the above glastowing for which

1 (A)=min (f (PC,)+ f (PCy)

where; C, is some partition of the C classes into two drgjaets. If C=2 twoing is
equivalent to the usual impurity index for f. susprgly, towing can be calculated almost as

efficiently as the usual impurity index. One potah&dvantage of towing.

is that the output may give the user additionalgimsconcerning the structure of the data. It
can be viewed as the partition of C into two sugasses which are in some sense the most
dissimilar for those observations in A. For certaioblems there may be a natural ordering
of the response categories (e.g. level of educationwhich case ordered towing can be
naturally defined, by restricting, to be an interval (1,2,.....k) of classes. Twoingas part

of rpart.
Incorporating losses

One salutatory aspect of the risk reduction caterot found in the impurity measurers is
inclusion of the loss function. Two different wagkextending the impurity criteria to also
include losses are implemented in CART, the geim@@lGini index and altered priors. The

rpart software implements only the altered prioethod.

Generalized Gini index

The Gini index has the following interesting interfation. Suppose an object is selected at
random from one of C classes according to the fitbes (P, P, ....PC and is randomly

assigned to a class using the same distributioa.pfbbability of misclaffification is.

ZiZj#i Pi P] = ZLZ] PLP] — Zi Piz = Zi 1-— Piz =Gini index for P

18



Let L (1,j) be the loss of assigning class j toaject which actually belongs to class i. The

expected cost of misclassification)9 L(i, j)P;P;.This suggests defining a generalized Gini

index of impurity by.

6(P) = (Y ) > LLHPF,

In particular, for two-class problems, G in effagtores the loss matrix.
3.2.2 Altered priors

Remember the definition of R (A)

c
R(A) = ZPiAL (i, 7 (A)
i=1

Cc

> i Lo ()i /n 4/ 1) (n/7)

i=L
Assume there existsand L be such that
7Tl'L (l,]) = 77,'1' L (l,])vlj & C

Then R (A) is unchanged under the new losses aodspif L is proportional to the zero-one
loss matrix then the priors should be used in the splitting criteria. Thipassible only if L

is of the form.

(L i#
L(”):(ol t=j>

in which case.

This is always possible when C=2, and hence altgréats are exact for the two class

problem. For arbitrary loss matrix of dimension Cx@art uses the above formula with
LiY; L7230 )).

A second justification for altered priors is thisn impurity indexI(4) =Y. f (P;) has its

maximum atP; =P, = ---.= P, = %.If a problem had, for instance, a misclassificatiass lo
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for class 1 which was twice the loss for a clags 3 observation, one would wish 1 (A) to
have its maximum aP, = 1/5,P2 =P;= 2/5, since this is the worst possible set of

proportions on which to decide a node’s class.
The altered priors technique does exactly thisstbiting theP;
To final notes

When altered priors are used, they affect onlydheice of split. The ordinary losses and
priors are used to compute the risk of the node. dlkered priors simply help the impurity

rule choose splits that are likely to be “goodtemms of the risk.
The argument for altered priors is valid for bdik gini and information splitting rules.
Pruning the tree

We have built a complete tree, possibly quite laagd/or complex, and must now decide
how much of that model to retain. In forward steggviegression, for in-stance, this issue is
addressed sequentially and no additional variables added when the F-test for the

remaining variables fails to achieve some level a.
LetTy, Ty, er v e T, be the terminal nodes of a tree T. Define

|T| = number of terminal nodes

k
risk of T = R (T) = z —, P(T)R (T}
i
In comparison to regressiolf;| is analogous to the model degrees of freedom afif) B

the residual sum of squares.

Now let a be some number between 0 andvhich measures the ‘cost’ of adding another
variable to the model; a will be called a complgxiarameter. Let RT{) be the risk for the

zero split tree. Define.
Ro(T) = R(T) + alT|

to be the cost for the tree, and defiheto be that sub-tree of the full model which has
minimal cost. ObvioushyI, =the full model and’,, =the model with no splits at all. The

following results are shown i |.
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If T, andT, are subtrees of T witR,(T;) = R,(T,), then eithefT; is a subtree of, or
T, is a subtree df;;hence eithe|T,| < |T,| or |T,| < |Ty].

If @ > g then eithefl, = Tj or T, is a strict subtreedis.

. Given some set of NUMDErS Ay, Ay, e veeveecon e Ay, both

Tay ooe vee vee o Ty and R (T, )., R(T,,,) can be computed efficiently.

Using the first result, we can uniquely defifie as the smallest tree T for whidh, (T) is

minimized.

2 implies that all possible values of a can be geaLinto m intervals, & (T)

Il = [O! al]

1, = (ay,a3)

Im = (am - 1! OO)

where allael; share the same minimizing subtree

Cross-validation

primary task-is to find the optimal

The procedure of cross validation is based on @dtproportion between the complexity of
the tree and misclassification error. With the é&&ge in size of the tree, misclassification
error is decreasing and in case of maximum tresclassification error is equal to 0. But on
the other hand, complex decision trees poorly perfon independent data. Performance of

decision tree on independent data is called tredigtive power of the tree. Therefore, the

misclassification error. This task is achieved tigto cost-complexity function:

min

Ro(T) = R(D) + a(m) ="
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where R (T)-misclassification error of the treeal(T)-complexity measure which depends
on T-total sum of terminal nodes in the tree a-pet@r is found through the sequence of in-
sample testing when a part of learning sample ésl ts build the tree, the other part of the
data is taken as a testing sample. The procesategbeeveral times for randomly selected

learning and testing samples.

Although cross- validation does not require adj#stihof any parameters, this process is time
consuming since the sequence of trees is constrbeteause the testing and learning sample

are chosen randomly, the final tree may differ fitome to time.

Cross- validation is used to choose a best value liy the following steps:
1. Fit the full model on the data set
computet,, 1,, ... ... ... .

sef; =0

B2 = a1a;

Ba= faza;

Bm—1=.\a,—2a, —1

Bm = @
eaclp;is a ‘typical value’ for itd,;

2. Divide the data set into s grougs, G, G, each of size s/n. and for each group

.........

separately:

+ Fit a full model on the data set ‘everyone exagpiand determindyy, Tgy, ... Tfp,
for this reduced data set.
» Compute the predicted class for each observatidh, imnder each of the models

» from this compute the risk for each subject.
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3. Sum over thes; to get an estimate of risk for eag. For thatg (complexity
parameter) with smallest risk compuig for the full data set, this is chosen as the best

trimmed tree.

In actual practice, we may use instead the I-SE. riilplot of 8 versus risk often has an
initial sharp drop followed by a relatively flatgteéau and then a slow rise. The choice of
B among those models on the plateau can be esgenéiatiom. To avoid this, both an
estimate of the risk within one standard error leé tichieved minimum is marked as
being equivalent to the minimum (i.e consideredbéo part of the flat plateau). The

simplest model, among all those “tied” on the @ates chosen.
In the usual definition of cross-validation we wibllave taken s=n above, i.e. each of the

G; would contain exactly one observation, but for erade n this is computationally

prohibitive. A value of s=10 has been found to kicent.
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3.3Logistic Regression

Logistic regression is used in this study to shdwethier an event will occur or not usi
a set of independent variables. Furthermore, it bel used to explain the percent
variance in the dependent variable which is explhiby i specific predictor variable
This will be explained in terms of odds ratio. Tlogistic equation may be written

follows;

An explanation of logistic regression begins withexplanation of ttHogisticfunctior,

which always takes on values between zero and

et 1

et +1 - 1+et’

f(t) =
and viewingt as a linear function of eexplanatoryvariabb¢ we have

elBo+p1z) 1

elBo+hiz) 4 1 B 1 + e~ (Bo+o1z)

m(x) —

Wherei'T{IJI is the probability that the response y
Dois the equation constant ¢
[1is the coefficient of the predictXy

The advantage of a logistic regression model istti@independent variables don't h:
to be normally distributed. Secondly, it does rediame a linear relationship between
independent and dependent variableowever logistic regression is sensitive to
correlations among the predictor variables. Thieferred to as multicollinearity. Palle
(2005) recommends that multicollinearity problenmwd be checked before logis
regression analysis. Furtherre, SPSS package can perform collinearity diagos:
This can pick up problems with multicollinearityathmay not be evident in a correlat
matrix (Pallant 2005).
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CHAPTER FOUR: RESULTS AND DISCUSSIONS
Risk Factors for Pregnancy Wastage

This chapter presents the results of the analysisthe major factors contributing to
pregnancy wastage using both the CART and LogR#éigression to profile and explain the
determinants ofpregnancy wastage .

4.1. Bivariate Analysis

Bivariate analysis shows that mother’s educatiatiinment, household wealth index, age
at first marriage, the nature of place of residembether urban or rural, current age of the
woman and marriage to the first birth interval astbrs showing significant association with
pregnancy wastage.

4.2. Classification and Regression tree

The CART methodology is used to find significanskrifactors by applying recursive
partitioning the data into smaller and smallertatrim order to improve the fit as best as
possible. They partition the sample space intotaokeectangles and fit the model in each
one. The optimal split is found over all variab&sall split points. This in essence split the
populations into meaningful subgroups which allbe identification of groups of interest.

CART analysis constructs a set of decision ruleg ttentify homogenous groups of the
response variable as a function of a set of explay&ariables.

For gaining understanding on the influence of défé¢ variables on pregnancy wastage,
CART was employed to determine variable importaarirteen possible risk factors were
considered as predictor (independent variables) pratjnancy wastage considered as
predictive (dependent) variable, the one whose roence is influenced by the risk factors
tested. The response variable is categorical

The CART derived clusters to help identify whichrighles can best explain pregnancy
wastage in Kenya on population based data. Matezdatation, maternal work status,
household wealth index, birth order, age at fiisthb the nature of the place of residence
whether urban or rural, whether the woman was gik@m or not during pregnancy,number
of antenatal visits,timing of antenatal visits, agdirst marriage, Age at first birth, marriage
to first birth interval and use of malarial drugaridg pregnancy including Chloroquine,
Fansidar or any other malarial drug were usedenGART model for the analysis.

The most important risk factors for pregnancy wgestirom the analysis are the mother’s
age, mother’'s educational attainment, mothers agérsa birth, the nature of place of

residence whether urban or rural , birth order amatriage to first birth interval with a

prediction with average prediction success of 6%h%&th an overall correct rate of 62.21%
as shown in table 4.2.3. Table 4.2.2 below showsvHriable importance. Fifty three trees
with different complexities and error values usiD4RT based on the splitting criteria are
reflected in Table 4.2.1. These variables wherel @sesplitters to spilt the data recursively.
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Figure 4.2.1 shows the splitters used to genehateCART optimal tree (Figure 4.2.2) based
on the lowest cross-validated relative error. Tiee tselected for deriving decision rules is
shown in Figure 4.2.3 along with relative cost.

Table 4.2.1. Details of trees generated using CARNg with relative error complexities

Tree Teminal Cross-Validated Resubstitution Complexity
Number Nodes Relative Cost Relative Cost
1 1018 0.69476 +0.00887 0.47558 0
2 866 0.68866 +0.00885 0.47668 0.00001
3 794 0.68363 +0.00883 0.47886 0.00002
4 683 0.68331 +0.00884 0.48467 0.00003
5 618 0.68094 +0.00883 0.48938 0.00004
6 561 0.67773 +0.00881 0.49481 0.00005
7 514 0.67741 +0.00881 0.50015 0.00006
8 485 0.67724 +0.00881 050403 0.00007
9 440 0.67534 +0.00880 051105 0.00008
10 395 0.67713 +0.00881 051895 0.00009
11 352 0.67441 +0.00880 052774 0.00011
12 329 0.67565 +0.00880 0.53286 0.00012
13 291 0.67184 +0.00879 054181 0.00013
14 257 0.67463 +0.00878 0.55089 0.00014
15 249 0.67026 +0.00876 0.55323 0.00015
16 234 0.66656 +0.00874 0.55797 0.00016
17 208 0.66541 +0.00871 0.56664 0.00017
18 187 0.66552 +0.00872 057418 0.00019
19** 175 0.66528 +0.00870 0.57886 0.0002
20 166 0.66740 +0.00872 05827 0.00022
21 150 0.66794 +0.00870 058993 0.00023
22 140 0.66857 +0.00867 0.59466 0.00024
23 137 0.66914 +0.00867 059618 0.00026
24 132 0.67217 +0.00869 0.59901 0.00029
25 130 0.67300 +0.00870 0.60024 0.00031
26 128 0.67401 +0.00873 0.60155 0.00034
27 127 0.67544 +0.00876 0.60224 0.00035
28 125 0.67498 +0.00876 0.60368 0.00037
29 117 0.67561 +0.00874 0.60969 0.00038
30 115 0.68117 +0.00874 0.61126 0.0004
31 112 0.68141 +0.00873 0.61369 0.00041
32 111 0.68866 +0.00876 0.61455 0.00044
33 110 0.68984 +0.00878 0.61543 0.00045
34 107 0.69697 +0.00881 0.61823 0.00047
35 96 0.69846 +0.00882 0.62891 0.00049
36 91 0.70018 +0.00883 0.63386 0.0005
37 88 0.70044 +0.00886 0.63695 0.00052
38 81 0.69863 +0.00885 0.64471 0.00056
39 79 0.70473 +0.00887 0.64707 0.0006
40 71 0.71072 +0.00889 0.65677 0.00061
41 70 0.71575 +0.00896 0.65803 0.00064
42 66 0.71709 +0.00899 0.66362 0.00071
43 63 0.72161 +0.00901 0.66794 0.00073
44 44 0.72769 +0.00902 0.69758 0.00079
45 43 0.73284 +0.00905 0.69916 0.0008
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46 31 0.73891 +0.00905 0.71985 0.00087
47 16 0.76462 +0.00897 0.74672 0.0009

48 13 0.77793 +0.00909 0.7555 0.00147
49 11 0.78241 +0.00915 0.76206 0.00165
50 7 0.78894 +0.00925 0.77749 0.00194
51 3 0.82517 +0.00933 0.81506 0.00471
52 2 0.82528 +0.00886 0.82528 0.00512
53 1 1.00000+ 1.18721E-009 1 0.08737

Table 4.2.2Variable importance of determinantsrefjpancy wastage.

Variable Importance

Variable Score
VO12NEW 100.0000 | [[[HIITTETEIER R
V106NEW 32.0542 | [N
V212NEW 27.6851 | [l
V025 26.1405 | ([
BORDNEW 15.3766 | |[llIlI
V511INEW 14.1875 | |IIlll
M49A 13.1832 | |[]ll|
V221INEW 8.9078 | |||
M49X 1.2488
M49B 1.2488
M45 1.2488
M1ANEW 0.0000
M13NEW 0.0000
V190NEW 0.0000
V71ANEW 0.0000

To calculate the variable importance score, the TAlRyorithm looks at the improvement

attributable to each variable in its role as aagate to the primary split. These values for the
respective improvements are summed over each nodeae scaled relative to the best
performing variable in the dataset. The variablthwhe highest sum of improvements thus
scores the highest score 100, and all the otheiablas have lower scores ranging

downwards towards zero as shown in the table above.

Table 4.2.3 Prediction Success

Prediction Success - Test

Actual Total Percent 0 1
Class Class Correct W=13517 | W=9084.32
0 19,293.39 62.90% 12,134.64 7,158.75
1 3,307.92 58.21% 1,382.35 1,92557|
Total: 22,601.32,
Average: 60.55%
Overall % 62.21%
Correct:
Specificity 62.90%
Sensitivity/Recal 58.21%
|
Precision 21.20%|
F1 statistic 31.08%
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Figure 4.2.1Splitters for the tree generated uSIART.

VO12NEW

V106NEW

M49A l

V212NEW

V025

V221INEW

The high value split variables always go to thétjidpw value goes to the left.
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Figure 4.2.2Classification tree for Pregnancy Waesta

Node 1
Class =0
VO12NEW = (1,2)
Class Cases %
0 19293.39 85.4
1 3307.92 14.6
W = 22601.32
N = 22532
I

VO12NEW = (1,2)
1

Terminal
Node 1
Class =0
Class Cases %
0 9497.64 90.0
1 1050.46 10.0
W =10548.10
N = 10415
]

VO12NEW = (3)
3

Node 2
Class =1
V106NEW = (0,2)
Class Cases %
0 9795.76 81.3
1 2257.4718.7
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1
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Node 2
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Class Cases %
0 75.26 89.1
1 9.18 10.9
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0 4287.54 85.9
1 705.03 14.1

W = 12053.22
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I
r L 1
V106NEW = (0,2) V106NEW = (1)
1 1
Node 3 Terminal
Class =0 Node 7
M49A = (1,9) Class = 1
Class Cases % Class Cases %
0 4362.8185.9 0 5432.9577.9
1 714.2114.1 1 1543.2522.1
W = 5077.02 W = 6976.20
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]
L 1
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1
Node 4
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0 888.01 90.7
1 90.77 9.3

N = 1262

W = 4992.58
N = 5733
|
r 1 1
V212NEW = (1) V212NEW = (2,3,4)
1 1
Terminal Node 5
Node 3 Class = 1
Class = 0 V025 = (1)
Class Cases % Class Cases %
0 391.86 95.6 0 3895.69 85.0
1 18.09 4.4 1 686.94 15.0
W = 409.95 W = 4582.63
N = 492 N = 5241
| ]
r L 1
V025 = (1) V025 = (2)
1 i
Terminal Node 6
Node 4 Class = 1
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V22INEW = (0,2,3,5)
Class Cases %
0 3007.68 83.5
1 596.17 16.5
W = 3603.85
N = 3979
I
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1
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0
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Figure 4.2.3Thetree sequence of lowest complexitjchv yielded 7 nodes with the cross
validation error rate
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The CART doesn't fit the data very well because thlative cost is very high as shown
above.
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4.3 Logistic Regression

Usinglogistic regression. The same number of fact@quired were used to test their
influence on pregnancy wastage.Table 4.3.1 shdvesrdlative importance/relevance of the
variables to pregnancy wastage in decreasing ¢bdeed on value of the z, the higher the z,
the higher the relevance of the variable).

Table 4.3.1 Variable importance in multivariablgikiic regression

Risk Factor Odds Ratio | Std. Err. z P>|z| | [95% Conf. Interval]
Age 1.065908 | 0.0162074 | 4.2 0| 1.03461 - 1.098152
Marriage to 1* birth interval 1.154148 | 0.0499918 | 3.31 | 0.001 | 1.06021 - 1.25641
Took other drug for Malaria 1.651662 | 0.3862566 | 2.15 | 0.032 | 1.044383 - 2.612056
Place of residence -

Urban/Rural 1.269734 | 0.2126851 | 1.43 | 0.154 | .9143941 - 1.763162
Iron tablets/Syrup during

pregnancy 1.090229 | 0.068895 | 1.37 | 0.172 | .9632247 - 1.233979
Age at first birth 1.032773 | 0.0255224 | 1.3 | 0.192 | .9839426 - 1.084028
Timing of first antenatal visit 1.007722 | 0.0063795 | 1.22 | 0.224 | .995296 - 1.020304
Wealth Index 1.062593 | 0.0572546 | 1.13 | 0.26 | .956098 - 1.180949
Antenatal visits for pregancy 1.000322 | 0.0040246 | 0.08 | 0.936 | .992465 - 1.008241
Mother’s working status 0.9941402 | 0.0848496 | 0.07 | 0.945 | .8410035- 1.175161
Birth Order 0.9934445 | 0.0442516 | 0.15 | 0.883 | .9103911 - 1.084075
Highest educational level 0.9263823 | 0.0841678 | 0.84 0.4 | .7752703 - 1.106948
Took fansidar during -

pregnancy 0.8908719 | 0.1015907 | 1.01 | 0.311 | .7124401 - 1.113992
Took chloroquine for malaria 0.6625726 | 0.1714748 | 1.59 | 0.112 | .398971 - 1.100337
Age at first marriage 0.9200581 | 0.0198984 | 3.85 0 | .881873 - .9598965

From this, it shows it shows that the relative imi@nce of factors for pregnancy wastage are
the age of the woman, marriage to first birth wmékr anti-malarial drug usage during

pregnancy, type of place of residence, usage of stgpplementation during pregnancy, age
at first birth, timing of first ante-natal visit,obhsehold wealth index, ante-natal visits for
pregnancy, working status of the mother, birth gréghest educational attainment of the
mother, usage of fansidar or chloroquine for malaltiring pregnancy and lastly the age at

first marriage in that order.
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Table 4.3.2. Results of Multivariate Logistic Reggi®n

Odds
Variable Levels Ratio Linearized Std. Err.| t P>|t| [95% Conf. Intdi
Highest No education 0.852353 0.1766125  -077 0.441 .567129.281023
Educational Level| Primary 0.787333 0.2047538  -0.92 0.358 .472151812892
Currently Working | No 0.843393 0.1586171 -0.91 0.366826837 1.220751
Middle 0.917795 0.1859998 -0.42 0.672 .6161558367102
Wealth Index Highest 1.006131 0.2022944 0.03 0.976 .677584893D82
2t03 1.055562 0.2541275 0.22 0.822 .657508694596
Birth order >4 1.008084 0.29953683 0.03 0.9y8 .5620401 1888
11to 14 1.17348¢ 0.3117018 g.6 0.547 .6960803®78B22
15-24 1.00774 0.4078315 0.02 0.985 .454744 2PB3
Age at first Birth | 35+ 0.753782 1.335683 -0.16 0.8f3 .023127 24568
11to 14 1.082811 0.2392909 0.86 0.719 .70120472D96
Age at first 15-24 0.789768 0.2648966 -0L7 0.482 .4083993 27263
marriage 35+ 2.206343 2.89937p 06 0.547 .166544 29.22921
Place of residence| Rural 1.3659B83 0.3322849 1.28 201Q. .8467485 2.203618
Antenatal visits for
pregnancy 4 and above 0.876008 0.1596(188 -0.73  80.46122285 1.253437
Use of other drug
for malaria m49x 2.451994 0.6979032 3/15 0.002 mMa6 4.291097
Chloroquine use
during pregnancy m49b 0.372047 0.1232%39  -2.98  30|0A939576 .7136576
Fansidar use
during pregnancy m49a 1.079495 0.1491623 0.55 0.8226742 1.416491
Iron use during
pregnancy m45 1.051042 0.1034121 051 0.613 .8@b169275374
410 6 0.690992 0.1447347 -1.76 0.078 .457731043121
Timing of 1st
Antenatal Check | 6 to 8 0.723473 0.2397971 -0.98 0.329 .377040B88R15
25t0 34 1.728684 0.3892827 2.43 0.016 1.11028591599
Age 35+ 3.49599 1.060411 4.13 0 1.925559 6.34721
6to 10 0.655334 0.2326104  -1.19 0.235 .3261103816927
11to 15 1.245112 0.3950709 .69 0/49 .667208323569
Marriage to first 16to 20 1.336204% 0.5127981 V6 0.451 .628292B41739
birth interval 21 & Above 1.430901 0.4449803 .15 0.p5 .77635Q%37311
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In the logistic regression increased incidencerefyjpancy wastage was associated with the
type of the place of residence whether urban @&l rmon-usage of anti malarial drug during
pregnancy, failure to use iron supplements duriregpancy, all aspects of the age of the
woman, marriage to first birth interval and birttder. The other factors favour the reduction

of the pregnancy wastage including education, Hmldés wealth index and antenatal visits.

Having more than four antenatal visits greatly muthe odds of pregnancy wastage by
13%. An increase in educational attainment is aasst with a reduction in pregnancy
wastage. There is notable reduction in pregnancstaga from secondary(21.3% reduction)
compared to primary (14.8%). The timing of antehaisits is also an important factor in
pregnancy wastage. Having ante-natal visits eaitiethe pregnancy period reduces the
likelihood of pregnancy wastage. The women who fade-natal visits earlier in
pregnancy(4-6 months) had a 30.9 reduction in tkelitood as opposed to those who
attended later (6-8 months) who had a 27.7% realucti

The maternal work status is also associated wiglgrmancy wastage in that being working
status reduces pregnancy wastage by 16%. Theaseia household wealth indexreduces
pregnancy wastage. Being middle class reducesréumancy wastage by 8.3%. By contrast,
being in the highest wealth index increases theliikbod of pregnancy wastage by 0.6%.

This is a paradox which may need further invesiogat

Increase in birth order is associated with decr@ageegnancy wastage. Women with 2 to 3
children are more likely to experience pregnancygtage than those with more than four

children at 5.5% and 0.8% respectively.

Age at first birth is also an important factor fmegnancy wastage. With increasing age at
first birth, there is increased pregnancy wastdlgemen in the 11-14 age category have 8%
increased chance, 15-24 have 21.1% increased claamtehe 35+ category have 121%

increase in pregnancy wastage. Being in the 24&#%syold category is associated with

72.8% increase in pregnancy wastage while beingy@afs old increase pregnancy wastage
by 250%.

The nature of the place of residence is also assativith pregnancy wastage. Being in rural
residency increases the likelihood of pregnancytagesby 36.6%. Looking at the antenatal
visits, women who have had more than 4 antenasitsvinave had their pregnancy wastage

incidence reduced by 13%.

33



No usage of any anti-malarial drug increase the afspregnancy wastage by 95.8%. Usage
of any anti-malarial drug decrease the pregnancgtage by 23.5%, while the usage of
chloroquine is associated with 99.6% reductionregpancy wastage and usage of fansidar
reduce pregnancy by a 25.8%. When considering stgyplementation during pregnancy,
non-usage of Iron supplementation during pregnamesease the likelihood of experiencing

pregnancy wastage by 5.1%.

Shorter marriage to first birth interval is alss@sated with decrease in pregnancy wastage.
The 6-11 years interval reduces the wastage by@4&mny interval beyond this increases
pregnancy wastage with 11-15 interval associateith \#4.5% increase, 33.6% increase

associated with 16-20 interval and 21+ years aasatiwith a 43.1% increase.
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4. 4CART and Logistic Regression

The results of logistic regression analysis and TAsRalysis show different dichotomies in
the factors associated with pregnancy wastage@srsim Table 4.3.1. However both CART
and logistic regression agree on Age of the madsdhe most important factor for pregnancy
wastage. When comparing the two models we use R Hosmer-Lemeshow tests.
Plotting pairs of sensitivities and specificities a scatter plot provides a ROC (Receiver
Operating Characteristic) curve. The area undes thirve (AUC of ROC) provides and

overall fit of the model.
4.4.1 Receiver Operating Characteristic Analysis

In CART the AUC is 0.62003 while the logistic regg®n the AUC is .6548. The area under

ROC curve is a measure how well a method can sepiastances of different classes.

Figure 4.4.1CART Navigator 1 (7 Nodes) - Summary Results - Gains Chart - ROC, Sample: Full sample,

Target class: 1
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Figure 4.4.2. ROC curve for Logistic Regression

According to Perlich et al if you rank the testtarses by the scores given by the model, the
better the ranking the larger the AUR. A randomiyffied ranking will give a AUR of
(near) 0.5. A perfect ranking (perfectly separaitesclasses into two groups) gives a AUR of
1. Therefore the maximum AUR achieved by any metmoax AUR) can be considered an
estimation of the fundamental separating signainfnooise estimated with respect to the
modelling method available(Perlich, Provost and @ioif, 2003). Therefore logistic

regression performed slightly better than CARTIisk factor analysis for pregnancy wastage.

36



Table 4.4.1 Comparison of CART and logistic regre$sn variable importance

CART Logistic Regression
Variable Score Variable z

Age 100 Age 4.2
Highest Education 32.054 ' «
Level Marriage to 1

birth interval 3.31
Age at first birth 27.69

Took other drug

for Malaria 2.15
Type of place of 26.14
residence - Place of
Rural/Urban residence -

Urban/Rural 1.43
Birth order 15.376

Iron

tablets/Syrup

during

pregnancy 1.37
Age at marriage 14.188

Age at first birth 1.3
Took fansidar 13.183

. Timing of first
during pregnancy

antenatal visit 1.22
Marriage to first 8.908
birth interval Wealth Index 1.13
Took other drug for 1.249
malaria during Antenatal visits
pregnancy for pregancy 0.08
Took chloroquine 1.249
for malaria during
pregnancy Mother’s

working status -0.07
Iron tablets/Syrup 1.249
during pregnancy

Birth Order -0.15
Antenatal visits for 0
pregnancy Highest

educational

level -0.84
Timing of first 0
antenatal check Took fansidar

during

pregnancy -1.01
Household Wealth 0
Index Took

chloroquine for

malaria -1.59
Working status of 0 Age at first
the mother )

marriage -3.85

37



4.4.2. Hosmer-LemeshowAnalysis

Table 4.2.2 ogistic RegressionHosmer-Lemeshow Model GoodneB# @ est

0
Group ProbObs | 1 Exp | _1 Obs | Exp_ 0 Total
1
0.0528 12 14.7 327 324.3 339
2
0.0675 21 20.4 317 317.6 338
3
0.0795 22 24.9 317 314.1 339
4
0.0912 27 28.7 311 309.3 338
5
0.1063 34 33.3 304 304.7 338
6
0.1231 48 39 293 302 341
7
0.1392 42 44.1 294 291.9 336
8
0.1587 52 50.5 287 288.5 339
9
0.1966 64 59.4 274 278.6 338
10
0.620 6 74 80.9 264 257.1 338

Number of observations = 3384
Number of groups = 10
Prob>chi2 = 0.7845

The chi-square goodness of fit is not significamd as such the logistic model has adequate
fit.

Table 4.4.3 CART Hosmer-Lemeshow

Hosmer-Lemeshow - Learn

Decile 1 2 3 4 5) 6 7 8 9 10

Response Observed 18.092 90.773| 1,050459 9.180] 146.708] 449461 1543251 0.000 0.000 0.000

Expected 18.092 90.773| 1,050.459 9180 146708 449461 1543251 0.000 0.000 0.000
Non-Response Observed 391859 888.007| 9,497.640 75264/ 1,111.130] 1,896.549 5432.947 0.000 0.000 0.000

Expected 391859 888.007| 9,497.640 75264/ 1,111.130] 1,896.549 5432.947 0.000 0.000 0.000
Avg. Observed Prob. 0.044 0.093 0.100 0.109 0.117 0.192 0.221 0.000 0.000 0.000
Avg. Predicted Prob. 0.044 0.093 0.100 0.109 0.117 0.192 0.221 0.000 0.000 0.000
Chi-Sg Component 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Log Odds Observed -3.075 -2.281 -2.202 -2.104] -2.025 -1.440 -1.259 0.000 0.000 0.000
Log Odds Predicted -3.075 -2.281 -2.202 -2.104] -2.025 -1.440 -1.259 0.000 0.000 0.000
Records in Bin 409.950  978.780] 10,548.099 84.444| 1,257.838 2,346.010| 6,976.199 0.000 0.000 0.000
% Records in Bin 1725 4119 44.393 0.355 5.294 9.873 29.360 0.000 0.000 0.000
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The total chi-square for CART Hosmer-Lemeshow #62e012 with HL stastic p-vale of 1.
Comparing both CART and logistic regression ig atlbetter fit for the model.

39



CHAPTER FIVE:CONCLUSION

According to CART the five most important factow fpregnancy wastage are age of the
woman, highest level of educational attainmente agfirst birth, place of residence being
either urban or rural, birth order, age at firstna@e, usage of Fansidar during pregnancy for
malaria prevention and marriage to first birth nagd. According to logistic regression the
most important factors are age of the woman, ngeri@ first birth interval, use of anti-
malarial drug pregnancy, the type of place of st being either urban or rural and use of
iron supplementation during pregnancy. Both methagee on the fact that Age of the

Woman is the most important risk factor for pregnawastage.

In calculating ROC areas of logistic regression eigdthis may not be a problem since many
threshold values can be used to derive many seéhsispecificity pairs. This may be a
problem for classification trees in which the numbksensitivity — specificity pair is limited
by the number of leaves in the tree. With fewenfobn the ROC curve, underestimation of

the actual area and thus the performance may lemteted for classification trees.

Tsien et al comparing classification tree and logiegression to study myocardial infarction
states difficulties in choosing the attributes &neels for inclusion in the model or exclusion
from the model. While there are differences in theonology of variables, it is suggested
that the use of CART is to select attributes fgidtic regression models. Another could be to
decide breakpoint values for continuous variablesukl dichotomous values be required.
Logistic model was found to be a better fit. Anottetudy by Vanichbuncha using Cox
regression, Continuation Ratio Model, Logistic Resgion, ANN and Decision trees found
out that logistic regression and the continuatiatiormodel showed the highest AUCs or

accuracy.

More and biological studies are harnessing CARThotlogies owing to its simplicity and
ability to handle missing variables (Banerjee ¢t24l08). The data used for this study is
population-based. However in most of the cases CARTsed with facility-based or
epidemiological data. It is recommended that thislys could be repeated with obstetric data
from facility or clinical investigation to see had®ART will perform. Many studies have used
CART in medical research and it is therefore anartgnt tool for use in clinical decision
making and identifying pathways of disease epidéoginlt is important to have known the

factors which discriminate women at risk of pregrawastage.
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From a methodological view, the approach of usiddRT and then Logistic regression helps
in reduction of dimensions of many risk factors tme in regression modelling to look at
fewer factors for specific medical question undaeesstigation. This is particularly important
when using large data sets which in practice caa bkallenge to the classical analyses by
becoming problematic due to the sizes of the deta3éerefore the aggregations produced
after recursive partitioning by CART produces a Kenanumber of variables which can
easily be investigated in a classical model. USIART the problem of missing values effect
is also reduced and the whole two-tier analysisafgingle research question also improves

confidence in the final results.

It is recommended that the same study could beategd¢o compare the goodness of fits and
variable importance using both population-based daid obstetric data. This could explain

further why the current results show disparity.
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