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OPERATIONAL DEFINITION OF TERMS

Project: Project is a temporary endeavor with a beginnirdyamend undertaken to create a

unique product or service.

Optimal cost: This the lowest (best) costs which can be incuimembmpleting an investment

project in the shortest time after employnudréxtra resources.

Critical path method: This is the path activities where delays shouldh®oallowed to occur as

it can delay the overall project gdation time. This can also influence change irt.cos

PERT: This refers to Program Evaluation and Review Teagpiai This technique uses multiple
time estimates for an activity to be undertakenany investment. This technique

encompasses the element of uncertainty in taskidara

Most probable time: This is the time required to complete the activityder normal conditions

that is, when every activity is completed as ergashin the project budget.

Pessimistic time:The maximum time that would be required to congkeiconstruction project
if the significant delays are encountered throughtbe project. This is the longest

duration an activity would take should everythirgvgrong during implementation.

Optimistic time: The minimum time required to complete an activitiis is the shortest time a

task will be completed when the conditions existing more favorable.



Normal time: This time taken to complete an activity under ndromnditions. It is the modal
time of completing activity duration. This time @&ways longer than the crash time

since there are only fewer resources employed.

Normal cost: This is the expected cost to be incurred in carryingagiven task of a project.
This cost is usually lower than the crash costesifewv Factors of production are

employed in carrying out a task.

Crash time: This is the shortest time in which an activity gbr@ject can be completed if extra
resources are employed in carrying a given taskguisie marginal cost criteria. Crash
time is always less than normal time since moreuges are employed in carrying out

a task.

Marginal cost: This is the extra cost incurred as result of eryipp an extra unit of a factor of

production in carrying out a given task.

Activity : This is a task or job of work which consumes tiamed resources. An activity is

represented in a network by an arrow pointing &rtght.
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ABSTRACT

Building and Construction industry enhances ecocognowth in the economy through inter-
linkages that spur investment. The sector contetbuess than 5% to the GDP every year.
Failure to complete an investment project on timeans that a given investor would be caught
up by the cost push inflation since the overalt @fsnaterial and labour indices in building and
construction industry tend to rise with time. Wheany projects are not completed in the
budgeted period, then the whole economy is affeatghtively in terms of development. In
order to unlock the full potential in the constiaot industry, there was need for an effective
mechanism in which the resources are allocatedhen donstruction industry. This study
investigated how the resources in a constructiajept can be allocated through the Critical
Path model guided by the marginal cost criterianmploying extra resources to a project in order
to complete it on time or earlier than scheduled.carry out the study, a random sample of
thirty (30) Companies was picked from a populatointhree hundred (300) construction
companies located in Nairobi County which had besgistered with the Ministry of Public
Works. The data for the survey was collected thihoggestionnaires which were sent to the
random sample of thirty construction companiestietan Nairobi County. The questionnaires
were presented to Project Managers of the compaeailested and they were requested to fill
them in within a week. From the questionnairesirredd by the respondents, data on activity
duration, normal time, normal cost, crash timeskreosts, frequency of project failure in terms
of project completion time and cost overruns, dore of employment of extra resources and
estimation of likelihood of completing a project arscheduled date was obtained. The data was
tabulated and industrial expected times and cost® walculated. The network diagram was
drawn and five critical activities A, C, E, G andvere obtained. The marginal cost of critical
activities were calculated and arranged in ascendider. The critical activities were crashed in
the order of marginal cost rankings starting witl activity with the lowest marginal cost. Total
project cost showed that each and every time atifictivity was reduced by a day as result of
employment of more factors of production, the taiast was falling. A total project cost curve
was plotted on a graph of cost against time andrartg point of the curve indicated the optimal
point. At the optimal point, the project completibme and cost were obtained. The likelihood
of completing the project within the optimal powméas ascertained and found to be 0.9987. This
represented almost a 100% chance of completingoggiron time. Since the model could
ascertain the likelihood of completing an investin@oject on time in order to avoid budgetary
overruns in the construction industry. It was cadeld that the critical path model through the
marginal cost criteria was effective in allocatnegources in a construction industry.

Xii



CHAPTER ONE

INTRODUCTION
1.1 Background

1.1.1 Investment

The National Income of a country is a function everal factors among them investment.
Investments can be done by the government qoritiate Sector. Private sector investments are
profit driven instead of social welfare. Governmemiestments are geared-towards creating

enabling environment for the private sector invesita to grow (Richard, 2002).

Investment in social capital is one of the areagr@lpublic expenditure is normally directed.
This includes investment in the sectors like edooatroads and transport, hydro-electric
projects, health and recreation facilities. Thisamgethat if these projects are undertaken by the
Government to completion, then opportunitiestfa growth in the private sector investments
would be created. This investment by the Governmpeovides a foundation in which private
investments depend on. Investments in the roadmremti®n will create employment in that more
goods and services will reach the market fastes thwinging more incomes to the people
employed in those sectors that produced the otifyatitwas marketed. Other benefits from such
investments include employment of more factorsrofdpction, availability of variety of goods

and services in the market at low prices sincectist of production and transport are low.

The private investments in Kenya has continuedeidopm below expectation and to a large
extent, the poor performance explains partly tlosvstconomic growth that the economy has
transited to. According to Republic of Kenya (2R(an in-depth analysis of private investment

behavior in Kenya indicated that private sectorestments are driven by factors including ,
1



growth in national income, profitability, interesbsts, crowding -in factor of public investments
and availability of credit to the private sectornyAinvestor is concerned with the project
completion time so that the initial investment ¢alpoutlay can be recouped. Almost all capital
investment projects are made with a loan compoimeitt Every investor is concerned with the
time the investment will be completed since anygeheans that the cost of the investment will
rise because of the time value of money. This méaaisshould there be a delay in the project,
the investor’s cost of the investment will rise drehce the net present value of the project will
fall. This has led to numerous white elephant mtgjevhich are usually left incomplete in most

of the third World countries (Faniran, 2002).

1.1.2 Role played by the construction industry

Building and construction sector enhances growtlthan economy through inter linkages that
spur other investments. The number of people eneplay the building and construction sector

has been rising but not as high as in other inthss(Republic of Kenya, 2010).

The level of wage payment in building and constamt the private sector level of wage

payment has remained higher than the wage paymeheipublic sector. The wage payment in
the building and construction industry has for agldime been ranked either number three or
four from the bottom when compared with other iridas in the economy. On the overall, the
materials and labour cost indices in the sectorehaeen on upward trend. This shows that
should there be a delay in the construction prodbsescost of the investment is likely to rise and
overrun the budget. This means that the economydmoot grow at the rate envisaged in the

period.

Although the contribution of the building and camstion sector to the GDP has stagnated at

about 3.8%, its contribution to economic growth haen rising in the recent past. This is mainly

2



due to increased infrastructural investment by gjoeernment. Republic of Kenya (2010)
showed that the bulk of the new jobs in the modseotor were created in building and

construction, transport and communication, whokesald retail trade, restaurants and hotels.

In the year 2010, the growth in the building andstouction sector was 4.5 % while in the
previous year 2009, the sector grew by 12.4%. $havs that there was great fall in growth in
the sector during the year 2010. The total vafueported private buildings works completed in
the selected main towns went up significantly friishs.21.8billion in 2009 to Ksh.37.3 billion

in 2010. In the year 2011, the building and cardion sector grew by 4.3%. The Republic of
Kenya (2010) showed that the total value of privatiéding works completed went up from 37.3

billion in 2010 to 43.1 billion in 2011.

Development of infrastructure is one of the keyapd in achieving the Vision 2030. The
building and construction sector must be allocagsturces in cost effective manner so that the
Vision 2030 can be realized. From the analysishibws that the level of employment and
growth in the building and construction sector t&naffected by failure to allocate resources

effectively to capital projects in the sector (Rejpuof Kenya, 2007).

Table 1.1 below shows how important the building aonstruction sector to the economy as it

has been contributing a sizeable percentage dsbie since 1996.



Table 1.1: Construction contributions to GDP in Ksh million for the period 1996- 2011

Year GDP from ConstructioPercentage Contribution to GOP
Industry
1996 17,632 2.7
1997 19,482 2.7
1998 22,748 2.8
1999 27,352 3.2
2000 28,852 3.2
2001 28,158 3.1
2002 32,373 3.1
2003 37,669 3.3
2004 48,079 3.7
2005 56,121 4.0
2006 63,928 3.9
2007 69,556 3.8
2008 80,407 3.9
2009 99,013 4.4
2010 103,466 4.3
2011 107,941 4.1

Source: Republic of Kenya, (Various) Economic sysyéairobi, Government Printer.

From the Table 1.1 above, it shows that the GDReigded from the building and construction
sector has been rising since 1996 to 2011. Forpdreod 1996 to 2000, the sector's GDP
changed from Ksh.17, 632m to Ksh.28, 852 whichdiaes to 63%. During the same period,
the GDP percentage contribution from the sectongbd from 2.7% to 3.2% which translates

the change to 18.5% over the period.

Also, from the years 2001 to 2005 in Table 1.1 &hdhe GDP generated by the sector changed
from Ksh.28,158m to Ksh.56,121m which is 99.3% dw®abut the percentage change in the
sector's contribution percentage to GDP changeth 1% to 4.0% which comes to 29%
change. The GDP generated by the sector for thes Y4206 to 2011 changed from Ksh.63,
928m to Ksh.107, 941 which is 68.8% but the sestoontribution percentage to GDP changed

by 0.2% which is 5% change. The Table 1.1 is repries] as in Figure 1.1 below;
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Figurel.1: Percentage Contribution to GDP.

Source:Republic of Kenya, (Various) Economic surveys,riai, Government Printer.

From the graphical presentation, it shows thatoaigh the GDP from the building and
construction industry has been raising showing owement, the percentage contribution of the
sector to GDP has remained less than 5%. This stiawshe output from the sector was almost
uniform but what was changing was the price leletl.this reason, there was no much change in
terms of outputn the construction sector. This has negativecefda the side of employment of
factors of production. This shows that the sectoas if it has been stagnating. This calls for
effective allocation of resources employed in thastruction industry in order to realize Kenya

Vision 2030.

Under local authorities in the urban areas, the bemof value of building plans approved is

usually high but the number of Value of Buildingnk® Completed in every year is always low.

Table 1.2 shows the value of building plans appdoversus the value of building plans

actualized in a year.



Table 1.2 Comparison of value of plans approved anbuildings completed in urban areas
in period 1990-2011 in Ksh. £million.

Year. Value of Plan{Value of Building waks|Percentage of Buildin
Approved. Completed. works completed.
1990 271.68 66.02 24.3
1991 299.09 63.52 21.2
1992 267.24 62.78 23.5
1993 333.1 50.50 15.2
1994 417.11 51.98 12.5
1995 637.75 66.21 10.4
1996 756.24 73.27 09.6
1997 748.84 80.51 10.8
1998 637.61 76.5 12.0.
1999 556.52 66.21 11.9
2000 498.77 60.82 12.2
2001 505.92 51.25 10.1
2002 530.37 69.78 13.2
2003 544.63 71.31 13.1
2004 1748.12 121.65 07.0
2005 1882.35 134.36 07.1
2006 1348.13 140.89 09.5
2007 3354.40 548.46 16.3
2008 3466.08 616.16 17.8
2009 3872.20 736.29 19.0
2010 4046.45 1259.80 31.1
2011 4220.45 1455.693 34.5

Source: Republic of Kenya, (1995 &2011) Econonuik/eys, Nairobi, Government Printer.

From the year 1990 to 2011, the values of builgtans approved by local authorities in the
urban areas have been rising annually. The valbeitdfing works completed in every year from
1990 to 2001 was rising and sometimes falling iites 2002 to 2011, the value of building
works completed in every year has been rising stersily. The Figure 1.2 below represents the

percentage of building works completed;
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Figure 1.2: Percentage of Building Works Completed

Source: Republic of Kenya, (1995 &2011) Economiweys, Nairobi, Government Printer.

The Figure 1.2 shows that many of the buildinghplapproved were not actualized as per the
budget and this shows that there is need to effdygtiallocate the resources earmarked for
development purposes more so construction inrdodeomplete an investment on time and in a

cost effective manner.

Investment projects more especially the capitagrisive ones in the construction industry,
usually have a time frame if cost savings are todadized. In all the Capital projects and more
especially in building and construction industrgtidties involved for instance supplying raw
materials, digging foundation, erecting walls, iogf and flooring, require different

combinations of labour and capital factors. The raaterials and labour in the construction



industry keep on rising year after year. Shouldaeat fail to be completed within the budgeted
period, the cost increases and financing becomajarmroblem. There is need to ensure that all
approved valued building plans in a year are cotagl®n time. This will ensure that desired
rates of employment and wealth creation are redlas envisaged in the budgetary estimates.
This will eventually make the building and constroie industry influence the acceleration of
economic growth and contribute a higher percentaggeonomy’s GDP. As a driving engine for
growth, the construction industry plays an impartarte in a country's economic development

process.

1.1.3 Cost benefit analysis

This refers to the systematic evaluation of govesnninvestment projects, as distinguished from
transfer programs or consumption -oriented allocatxpenditures such as judicial services
(Richard, 2002). Deterministic discounted cash flawalysis is well established as a financial
and economic tool for evaluating an investmengsitality and in capital budgeting. There are
uncertainties associated with the main analysigapdmeters namely; discount rate, cash flows
and investment plan (David, 2008). The objectivdaaility investment in the private sector is
generally understood to be profit maximization witta specific time frame. Similarly, the
objective in the public sector is the maximizatiminnet social benefit which is analogous to
profit maximization in private organizations. Givehis objective, a method of economic
analysis will be judged by the reliability and easgh which a correct conclusion may be

reached in project selection.

The basic principle underlying the decision for g and selecting investment projects is
that if an organization can lend or borrow as mongney as it wishes at the minimum attractive

rate of return, the goal of profit maximizationbest served by accepting all independent projects



whose net present values based on the specifieklananonnegative, or by selecting the project
with the maximum nonnegative net present value gneset of mutually exclusive proposals
(Joseph, 2000). The net present value criterioleagtsf this principle and is unambiguous when
there is no budget constraint. Various methodscohemic evaluation, when properly applied,

will produce the same result if the net presenti@ariterion is used as the basis for decision.

According to Gradl (2009), net present value ischhique that is used to assess the viability of
projects based on the projected receipts and disments over the projects planning horizons. It
can however, become difficult to arrive at credibilegle point estimates for some of these cash
flows. Increases in project complexity, increaseplanning horizons and the need to engage
multiple sub-contractors are all factors that iasee the risk in developing an accurate net
present value. Many of the project evaluation mashassume that time to complete an

investment is already known with certainty as vesllthe cost of the projects. Cost and schedule

overruns of a project are never captured by thest@aus.

When the scheduled completion time of an investrmseenot achieved, the return from a given
investment project and inter-linkages are alsoyaslaln order for the Government to ensure
that there is continuous employment of factorsrofdpction in a more productive manner in the
construction sector, a model needs to be appliddetp investors in determining the shortest
project completion time while at same time reduding cost of investment. This will help in

increasing the contribution of building and constimn sector to economy's Gross Domestic

Product.

1.2 The Statement of the problem

Optimal cost of completion of any capital intensp®@ject remains one of the many challenges

facing most of the developing countries. Any ineesh construction industry would like to

9



complete a given project at the shortest time antlealowest cost possible. Failure to this, the
building and construction sector will not be aldecontribute a higher percentage to economy's

Gross Domestic Product.

When the cost and time overruns in building andstroiction project occur, this means that the
construction projects are not completed in timestthe employment opportunities that would
have arisen from the project are usually delayed tns slows down the rate of economic
growth. When the scheduled completion time of arestiment is not achieved, the returns from
a given investment project and inter-linkages #e delayed. Also, most of the contractors who
are required to implement the project also suffemgities as a result of failure to complete a

given project on time.

Failure to complete an investment project on tingans that a given investor will be affected by
the cost push inflation since the overall cost aitenial and labour indices in building and
construction industry tend to rise with time (Relpuibf Kenya, 2007). Any delay in completing

a project in the expected period means that amafumbney budgeted for the project will not be
enough to finance it in the subsequent period dutlt in purchasing power of money over
time. When many such projects are not completedthen budgeted period, then the whole

economy is affected negatively in terms of develepm

In order for the Government to ensure that thereadstinuous employment of factors of
production in a more productive manner in the amesibn sector, a model needs to be applied
to help investors in determining the project cortiptetime while at same time reducing the cost
of investment. This will help in increasing the trilution of building and construction sector to
economy's Gross Domestic Product. Hence tradedffidsn time and cost is crucial to the

efficiency of construction projects.
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1.3 Research Questions

a) What are the costs of activities involved in comstiion project?

b) What is the earliest and latest completion timeasefach of the activities involved in a
project?

c) What is the criterion to use when employing exésources in an activity in an effort to
reduce project duration?

d) What is the likelihood of completing a project witla scheduled date?

e) What are the policy implications?

1.4 Objectives of the Study

The overall objective of the study was to deterntireeeffective allocation of scarce resources to

a capital investment project.

The specific objectives were to:

a) Obtain the costs of the activities involved in astouction project.

b) Determine the earliest and the latest completioesi for activities / tasks in the building
project.

c) Calculate the marginal cost for each of the criitacdivities of the project.

d) Find the probability of completing building/consttion within a given scheduled/budget
period.

e) Draw policy implications on how resources can Heatively allocated in a construction

project.
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1.5 The Significance of the Study

In order to formulate appropriate policies and di@ns to help in controlling fluctuating volume
of construction work, a model that can reliablydice the feasible project completion time and
cost and sequence of activities in the building aodstruction industry would be extremely
useful to building and construction industrial @es. This is very essential in that the value of a
shilling today is not equal to the value of a shglin one year’s time. Time factor is very major

factor in construction economics.

The purpose of this research is therefore an attéongemonstrate how scarce resources can be
allocated effectively in a construction projectestment. The study will help many investors in
estimating objectively both the cash flows to baeegated by a given construction project and

desired net present values.

1.6 Scope and Limitations of the Study

This study focused on the effective allocation e$aurces to a capital investment project in
construction industry in a given time period. Thedy chose construction industry because most
major construction works are done there. The sadiypcated that, for a project to be completed
on time and within budget, resources must be dkoaising marginal cost criteria. The

approach ignored other factors that could affeetcbmpletion time of a project.

Also, the study was limited in the sense that sonportant data for this analysis may not have
been collected in the way suitable for the resedrdwever, all the relevant data to the study
was collected from random sample of thirty congtauccompanies in Nairobi County. Also, for

some of those companies which did not have readits with them, they could have guessed for

the figures thus limiting the objectives of thedstu
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CHAPTER TWO

LITERATURE REVIEW

2.1 Introduction

This chapter reviews studies related to effectiMecation of resources to a capital investment
project and how the cost of an investment can lfl@enced by the completion time of an
investment. The completion time of a constructioojgrt is essential to an economy since the

building and construction sector contribute a ditepercentage towards GDP.

2.2 Theoretical Literature Review

2.2.1 Determinants of construction

In order to formulate appropriate policies and climns to help ease the impact of fluctuating
volume of construction work, a model that can t#iigredict the of various construction sectors
after any economic turbulence would be extremebful§Ryan and Thomas, 2010). The study
used Box-Jenkins approach for model developmenttaues simplicity and sound theoretical

background. The results illustrated that the Baxkiles models can reliably predict the medium
-term total construction demand and residential ateincovering a turbulent period of ups and
downs in the construction demand. One of the mafieals of this approach is that it does not
come up with an approach in which the time and obst construction project can be reduced

through effective allocation of resources.

Christopher (2000) described the relationship betwéand use regulation and residential
construction. The study characterized regulatiaadding explicit costs, uncertainty or delays
to the development process. One implication of legns that lengthen the development

process as pointed out by the author is that tbe simd long run effects of demand shocks will
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vary relative to conditions in the markets withauich delays. Regulations that lengthen the
development process or otherwise constrain new |lolevent project have larger and more
significant effects. The study showed oniyat factors lengthen the development process or
otherwise constrains new development but no effad put to show how the construction cost

and project durations would be reduced by the megoailocation process.

Cost estimation is an important task in construcioojects. Since various risks-factors affect
theconstruction costs, the actual costs generallyadevfrom the estimated costs in a favorable
or adverse direction. Therefore, not only estinmatb costs is needed but also an analysis of the
uncertainty of the estimated cost is required (®On2@09). The study stated that this requirement
gains more importance in projects constrained bynawoas the main driver. The author

incorporates uncertainty and correlates effectésrcorrelated cost risk analysis model.

The model concentrates on the correlation of rask$ costs but it does not address the reduction

in the cost and duration of completing a constarctnvestment.

2.2.2 Contingency budget estimation

According to Chung (2009), investments in real testacontingency budget is made available to
cope with uncertainties that would incur schedutd aost overruns. Contingency estimation
requires considering project cost, schedule anht@ogy variability. This approach explicitly

recognizes the uncertainty in the life cycle ofomstruction project and incorporates a dynamic
project management mechanism into contingency estbm The contingency is valued by

minimizing the expected project cost via a mulligg stochastic model that accounts for the
variability of project cost and schedule. The applorequires the existence of a contingent

budget in any investment project. This shows thatdontingent is to act as a safety net in case

14



of cost overruns. The study does not help in reduthie cost and project duration but rather tries

to show where the money will come from should tHereinexpected expenditure.

2.2.3. Life —cycle cost analysis and lowest life yale cost

Life-cycle cost analysis (LCCA) is a method for essing the total cost of facility ownership
(Sieglinde, 2010). It takes into account all cadtacquiring, owning and disposing of a building
or building system. LCCA is especially useful whamject alternatives that fulfill the same
performance requirements but differ with respednitial costs and operating costs but have to

be compared in order to select the one that marsmet savings.

Lowest life-cycle cost (LCC) is easy to interpreeasure of economic evaluation. Building

economists, certified value specialists, cost ezgyis, architects, quantity surveyors, operations
researchers, use this technique to evaluate acp@phonze and Stephen, 2003). The approach
to making cost-effective choices for building-reldtprojects can be quite similar to what is
called cost estimating, value engineering or ecao@nalysis. Numerous costs associated with
acquiring ,operating, maintaining and disposin@dduilding or building system include capital

investment, fuel, operating, replacement, residuales, finance charges and other non-

monetary benefits or costs.

To make cash flows time-equivalent, the LCC metloodverts them to present values by
discounting them to a common point in time, usu#ty base year. The interest rate used for
discounting is a rate that reflects an investqgojgsootunity cost of money over time, meaning that
an investor wants to achieve a return at leasigis ds that of the next best investment. Hence,
the discount rate represents the investor's mininacceptable rate of return (Rosalier and
Harold, 1990). After identifying all costs by yeamnd amount and discounting them to present

value, they are added to arrive at total life-cyamsts for each alternative:
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LCC=1+Repl-Res+E+W+OM&R + 0O

LCC = Total LCC in present-value (PV) dollars ofigen alternative

| = present value of investment costs (if incura¢thase date, they need not be discounted)

Repl = present value of capital replacement costs

Res = present value of residual value (resale yshigage value) less disposal costs

E = present value of energy costs

W = present value of water costs

OM&R = present value of non-fuel operating, mai@tece and repair costs

O = present value of other costs.

Lowest LCC is used in determining cost-effectivendfsnet savings are greater than zero, this is

criteria for determining cost-effectiveness.

The most challenging task of an LCCA, or any ecoicawaluation method, is to determine the
economic effects of alternative designs of buildirmgnd building systems and to quantify these
effects and express them in dollar amounts (KeB@32 This theory is not ideal for budgeting
and also that it cannot help in estimating thegmbgompletion time. The model incorporates all
the costs throughout the economic life of the mojdt does not provide a solution in
determining the shortest time possible in whichoastruction project can be completed at

minimal cost.
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2.2.4. Linear programming

Linear programming was developed during World Wharwhen a system with which to
maximize the efficiency of resources was of utmiogportance (Catherin, 2008). New war-
related projects demanded attention and spreadneEsothin. 'Programming’ was a military term
that referred to activities such as planning sclesdefficiently or deploying men optimally.
George (1947), a member of the U.S. Air Force, paz the Simplex method of optimization
in 1947 in order to provide an efficient algoritfor solving programming problems that had

linear structures.

The assumptions of LP model are; the contributibarty variable to the objective function or
constraints is proportional to that variable. Tinngplies no discounts or economies to scale, the
contribution of any variable to the objective fupator a constraint is independent of the values
of the other variables, decision variables can taetibns, all coefficients in the objective

function and the constraints are known with cetya{Axel and Denis, 2004).

Since resources are always scarce, Managers ameroed with the problem of optimal
resources allocation. It is a fact that in most imazation problem, the resource constraints are
the natural part of the problem, while in the miraation problem the production constraints are

the most important part of the problem (Arsham,8)99

The linear programming model of allocating scaesources is normally applied in finding the
best mix to maximize returns of investment or miimg costs. In a construction project,
critical activities can be linear programmed angl lfast costly combination of various resources
arrived at. The major drawback with linear programgnis that it deals with one objective at

time. In construction, not all costs can be diseatlocated to various units. The probability of
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completing an investment within a given time canbet obtained with linear programming

(Lucey, 1996).

2.2.5. Project overruns

According to Scott (1993), completing developmertjgxrts after their deadlines is a common
but expensive problem that has been well documemtethe literature. Meeting schedule
deadlines is often the most important concern émtractors (Wheelwright and Clark, 1992). To
schedule performance, dynamic planning and concudevelopment (Backhouse and Brookes,
1996; Pena-Mora and Park, 2001) and cross-fundtaaelopment teams (Moffatt, 1998) need
to be put in place. But the challenges of managingertainty in terms of cost and time still
remain. The only weakness with this model is tHe tuthor concentrates on allocating
resources in order to reduce project duration lmgsdnot strive to make an investment cost

effectiveness.

Development project resource management can im@avedule performance by increasing the
qguantity of resources, productivity and utilizatigdee and David, 2007). Total resource
guantities and associated productivities are odftaited and difficult or expensive to improve,
leaving resource utilization as a primary managertesi to reduce project durations. Managers
can have a large effect on resource utilizationugh the policies they use to allocate resources
among development activities, even when the tos@ntty and productivity of resources are
fixed. Applying too few resources to any given wtyi slows progress and applying too many
can cause crowding effect that reduces productiitg wastes resources that could be used
more efficiently by other activities. Therefore thffective and efficient allocation of scarce
resources among development phases and amongtiastivithin phases is a realistic

management opportunity for improving project schegerformance.
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The work of Zee and David (2007) focused on resoualtocation policies as a means of
reducing project duration and sought to improveansiinding of the impacts of those policies
on project durations through project systems madeéind analysis. For all the development
activities, allowed resources are modeled as thdymt of the total available resources (assumed
to be constant), productivities (assumed constadt equal) and applied resource allocation
fractions. Sterman's (2000) description of poliassdecision-making rules was adopted by the
two authors. They have shown that resource allmcapolicies are formal heuristics or
guidelines which managers use to make individualisitns about where to apply resources.
Improved understanding of how resource allocatiafices impact project schedules can

improve performance.

The model described above is heuristic in thatedgffit investors will apply their experiences,
feelings and knowledge in assessing the cost amel of given construction project. This shows
that the heuristic model does not guarantee armaptallocation of resources as cost of an
investment is relative. Also, shortening the prbjeompletion time cannot be determined

objectively.

2.2.6 Optimization model

Hong and Heng (2004) developed an optimization madtlat integrates discrete-event
simulation with a heuristic algorithm developed dptimize dynamic resource allocation for
construction scheduling. This heuristic algorittsrbased on the objective of minimizing project
duration and would consider activating multipleidties at the same time based on limited
guantities of resources. The optimization is immaited through discrete-event simulation that
is able to describe complex operational systenwmutiir simulation models, without the need to

build mathematical models. The proposed methodolpgvides an alternative to optimize
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resource flow for scheduling and broadens the eafitin potential of discrete-event simulation
in the construction field. The optimization modedht integrates discrete-event simulation with a
heuristic algorithm suffers from the short comimgshat it incorporates human feelings into the
model. Since human beings have different feelitigen different investors will always come up
with different cost and time estimates and it Wil very difficult to arrive at viable values in

terms of cost and time.

2.2.7. Utility function

Optimal resource allocation is a complex undertgldoe to large-scale heterogeneity present in
computational grid. The utility function is a praimg method for grid resource allocation (Zhi
and Chun, 2008). To tackle the issue of heterogenetemand, the user's preference is
represented by utility function, which is driven hyuser-centric scheme rather than system-
centric parameters adopted by cost functions. Tae gf each grid user is to maximize its own
utility under different constraints. In order tdoalate a common resource to multiple bidding
users, the optimal solution is achieved by seagctie equilibrium point of resource price such
that the total demand for a resource exactly eghalsotal amount available to generate a set of
optimal user bids. The experiments run on a Jasadaliscrete-event grid simulation toolkit
called GridSim are made to study characteristiaghefutility-driven resource allocation strategy
under different constraints. Results showed thdityubptimization under budget constraint
outperformed deadline constraint in terms of timgentd, whereas deadline constraint

outperformed budget constraint in terms of coshtpe

The conclusion indicates that the utility-driven theal is a very potential candidate for the

optimal resource allocation in computational giitle weakness of the model is that it does not
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heavily tend towards construction and it does nmoviple an investor with a clear approach of
how to achieve a lower cost in resource allocapimotess. The model does not demonstrate how

a project completion schedule can be shortened.

2.2.8. Net present value

When an organization makes an investment, the idaasaker looks forward to the gain over a
planning horizon, against what might be gainedh# imoney were invested elsewhere. A
minimum attractive rate of return is adopted tdef this opportunity cost of capital. The
MARR is used for compounding the estimated cashslto the end of the planning horizon, or
for discounting the cash flow to the present (Hiled Heebirth, 1965). Net present value is the
difference between the present value of cash irsfland the present value of cash outflows. Net
present value is used in capital budgeting to aeatlie profitability of an investment or project.
Net present value analysis is sensitive to thaléity of future cash inflows that an investment
or project will yield. Formula (Jean and Nichol&887) is,

C.
(L+r)

NPV :i --C,

=1
The profitability is measured by the net futureunea(NFV) which is the net return at the end of
the planning horizon above what might have beeneaghby investing elsewhere at the MARR.
The net present value (NPV) of the estimated céshsfover the planning horizon is the
discounted value of the NFV to the present. A posiNPV for a project indicates the present

value of the net gain corresponding to the progash flows (Keeley, 1972).

One of the main weaknesses of net present valueothés$ that it assumes cost of investment is
known with certainty and so there is no effort emluce it. Also, the time to complete an

investment so that it can start producing a streamash flow is ignored. The model assumes
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that the project is complete at year zero. The otkth not suitable in the allocation of scarce in

a construction project where lowest time and cbstwestment are being sought.

2.2.9. Benefit cost ratio

The benefit-cost ratio, defined as the ratio otdisited benefits to the discounted costs at the
same point in time, is a profitability index basau discounted benefits per unit of discounted
costs of a project (Chris, 1998). It is sometimefemred to as the savings-to-investment ratio
.When the benefits are derived from the reductibmiraesirable effects. Since some savings
may be interpreted as a negative cost to be dedldoten the denominator or as a positive
benefit to be added to the numerator of the ratie, benefit cost ratio is not an absolute
numerical measure. However, if the ratio of thespr¢ value of benefit to the present value of
cost exceeds one, the project is profitable irretspe of different interpretations of such benefits

or costs. The formula is as follows;

Benefit Cost Ratio= Present Value of Benefits st Value of Costs

One of the main disadvantages is that it evaluh@projects viability in terms of profitabilityt |
does not show how the resources are to be allogat@aonstruction project using the marginal
cost criterion which guide in shortening the projdaration and at the same time reduce the

overall project cost.

2.2.10. Internal rate of return

The internal rate of return or economic rate otimetis the discount rate which sets the net
present value of a series of cash flows over ta@rmphg horizon equal to zero. It is used as a
profit measure since it has been identified as'tharginal efficiency of capital” or the "rate of

return over cost. The IRR gives the return of aregtment when the capital is in use as if the
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investment consists of a single outlay at the b@gm and generates a stream of net benefits
afterwards. However, the IRR does not take intosi@ration the reinvestment opportunities
related to the timing and intensity of the outlaysl returns at the intermediate points over the

planning horizon (David and Matria, 2008).

The higher a project's internal rate of return, iiwre desirable it is to undertake the project. As
such, IRR can be used to rank several prospectnjeqts a firm is considering. Assuming all
other factors are equal among the various projebts,project with the highest IRR would

probably be considered the best and undertakar(Vas, 1977).

Internal rate of return as a method of project stneent appraisal neither consider how the costs
of investment can be reduced nor does it consider ghortest period of completing an
investment. In this respect, the method does nptiheallocating resources in a project in order
to ensure that the projection completion time aost are minimized. It only considers the rate of

interest at which the Net present value of an itmest is equal to zero.

2.2.11. Payback period approach

The payback period (PBP) refers to the lengthroétwithin which the benefits received from an
investment can repay the costs incurred durindithe in question while ignoring the remaining
time periods in the planning horizon. Even the @listed payback period indicating the "capital
recovery period" does not reflect the magnitudelicection of the cash flows in the remaining

periods (Giuseppe, 2006).

The time value of money is not taken into accolayback period intuitively measures how
long an investment takes to "pay for itself." Albe being equal, shorter payback periods are

preferable to longer payback periods. Payback geisowidely used due to its ease of use.
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However, if a project is found to be profitable dityier measures, the payback period can be used

as a secondary measure of the financing requirenieng project (Statman, 1984).

Major weakness of Payback period method of pr@gegtrraisal method is that it does not help in
determining the shortest time and the minimum @ostompleting an investment project. This
approach of economic evaluation projects ignores dbpects project completion time and
project feasible cost. It only concentrates on elialuation of a project with shortest payback

period when faced with mutually exclusive investinaojects.

2.3 Empirical Literature

Town and David (1991) carried out a study on egfitiallocation of limited resources in order to
achieve high levels of construction project perfance. Model outcomes focused on the impact
of the project team, planning, and control effassthey relate to achieving “overall” project
success, better-than-expected schedule performaand Dbetter-than-expected budget
performance. These results demonstrated that kegess factors affect project outcomes
differently. For example, increasing the numberatiget updates has more of an impact on
achieving better budget performance than it doesabireving better schedule and overall project
performance. Implementation of a constructabilitpgpam seems to have a significant impact
on achieving overall project success and betteedide performance especially on fixed-price
contracts. The findings were that reducing teanmaduer has a more significant impact on
improving budget performance than it does in adhg\better schedule or overall project
performance. Olusegun (1999) explored the condepptimal planning of construction projects
by examining fifty two building projects undertak@m Australia. The relationships between
planning input (ratio of planning costs to totabject costs) and the probabilities of achieving

poor performance and good performance were modetedy logistic, linear, and curvilinear
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regression analyses. A probable optimum plannimmutirbased on the sample studied was
derived. The study suggested that any additiorerphg efforts beyond this optimum point
would be essentially wasted because the additigaahing costs would not achieve any savings
in project cost but merely add to the overheadscastd therefore increase the overall project
cost. The study concluded that efficient allocatioh resources for construction planning
activities required construction planning resouregquirements to be determined on a cost-

effective and value-adding basis.

Khaled (2001) carried out research on how to opgiimgi resource utilization for repetitive
construction projects. In order to significantlydoee the duration and cost of repetitive
construction projects such as highways, high-risédimgs and housing projects the study
advocated for identification of an optimum crewesand interruption strategy for each activity
in the project. The study presented an automatedpaactical optimization model. The model
utilized dynamic programming formulation and incorted a scheduling algorithm and an
interruption algorithm so as to automate the gdmeraf interruptions during scheduling. This
transforms the consideration of interruption opgion optimizing resource utilization from an

unbounded and impractical problem to a boundedeasible one.

Faniran (2002) examined the relationship betweentraotors’ planning practices and the
occurrence of delays in the Nigerian constructionjgets. The relative significance of delay
factors on projects undertaken by contractors wém the quantitative techniques for planning
construction work and contractors who do not usanttative planning techniques were also
compared. The result of the study showed that affhothe use of quantitative planning
techniques contributes significantly to improve tireject delivery process, limiting factors in

the Nigerian construction industry discourage amtbrs from engaging in quantitative
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planning. The results indicated that a sizeable bamof contractors who operated within the
Nigerian construction industry did not apply anynfioof quantitative construction planning but
rather preferred to depend on intuitive that wergng on the basis of hunches or previous
experience in carrying out a project. The studyctamied by stating that there is need for
researchers to develop a body of knowledge on &adstechniques for successful management
of construction projects in developing countriesking into account the operating conditions

within the local industries.

Doloi and Lim (2007) carried out a research in Aalsd designed to investigate the critical
factors affecting on performance of constructioojget particularly in areas of time, cost, scope
and quality of project management. This researdjept identified twelve critical factors that
could affect the construction project performaritieese critical factors were listed as follows:
detailed planning in project budget and cost canpmject time planning & schedule control,
labour force, establishment of project quality cohtability to perform the required tasks,
available of comprehensive project information &gaification, competency of key personnel,
close relationship between project time & cost ngamaent, project complexity, individual’s
experience in the construction industry, allowaime project contingencies, detailed project

work breakdown structure and project milestoneskr@ and well defined.

The study showed that detailed planning in propest and time management including control
processes are important to increase the projedorpsince. This is because these two
components are always closely correlated in thgeptrdife cycle. The research showed that
there is correlation between variables and thécatifactors that grouped the highly correlated
variables. The researcher showed that optimum grpgrformance in construction industry can

be achieved if more sophisticated approaches totaébove twelve identified critical factors
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are adopted in the future. The study concludedtatyng thatit was reasonable to claim that a
better understanding and analyses of these crifmetors could lead to better control in

construction project performance and hence minigiike construction project risk.

Chung (2008) carried out a study on resource opétitin approaches in various investment
decisions. The researcher showed that investmentseal estates require availability of
contingency budget to cope with uncertainties thatild incur schedule and cost overruns. To
guantify contingency estimation, project cost, sithe and technology variability must be
considered. This approach according to the studtypnly explicitly recognizes the uncertainty
in the life cycle of a construction project, bus@lincorporates a dynamic project management
mechanism into contingency estimation. The contiogds valued by minimizing the expected
project cost via a multi-stage stochastic modei éitaounts for the variability of project cost and
schedule. This approach of resource optimizatignires the existence of a contingent budget in

any investment project.

Daniel andYates (2009) carried out a study on constructiajget scheduling with time, co
and material restrictions using fuzzy mathematroadels and critical path method. The st
evaluated the viability of using fuzzynathematical models for determining construc
schedules and for evaluating the contingenciedexiday schedule compression and delays
to unforeseen material shortages. Networks werb/zeth using three metkds: manual critice
path method scheduling calculations, primaveragetananagement software and matheme
models using the optimization programming langusafeware. Fuzzy mathematical models
allow the multi-objective optimization of projeathedules considering constraints such as-

cost, and unexpected inputs shortages were usedrify commonly used methodologies
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finding the minimum completion time for projectsh@ research also used a heuristic proce
for material allocationrad sensitivity analysis to test five cases of ingutrtage, which increa
the cost of construction and delay the completioretof projects. From the results obtai
during the research investigation, it was deternohitat it is not just whether treers a shortag
of inputs but rather the way inputs are allocateddifferent activities that affect proje
durations. It is important to give higher priority activities that have minimum float valu

instead of merely allocating materials to actiwtibat are immediately ready to start.

2.4 Overview of the Literature

In theoretical literature, some models covered wadter predicting the various construction
sectors after any economic turbulence. These dithelp in cost containment in the construction

industry. Also it was demonstrated how the regafetilengthen the development process.

Also some literature advocated for the existenceootingency budget estimation to cushion the
contractor in case of budgetary allocation overrdmss tries to justify that time and budgetary

allocation overruns are a must and it was unavdédab

Models like Linear Programming, Box-Jenkins, Lifgele cost analysis, discrete event
simulations and utility functions were covered Ibohe of the models tried to concentrate on
how the construction project could be completedivithe budgetary allocation period. Models
outcome focused on the impact of the project tgdamning, and control efforts as they relate to
achieving “overall” project success, better-thapeoted schedule performance and better-than-

expected budget performance.

The discounted and discounted cash flow methodsredvconcentrated on the existence of a

stream of cash flows from a project. These techesqidid not cover how project cost could be
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reduced or how the time taken to construct thegotajould be reduced. The cash-flow methods

assumed that the costs were given.

In the empirical studies, it showed that most @wttors do not use quantitative techniques for
planning construction work. Also, some the crititattors that could affect the construction
project performance were covered. It was also aabealcfor optimum crew size and interruption

strategy as way of reducing the duration and cbgteoproject.

Fuzzy mathematical models for determining consimactschedules and for evaluating
contingencies. Although these models are appliedpimmization, slacks are normally build to
cater for delays and expected material shortagesristic approach in allocation mechanism

increases the cost of construction and delay thgptetion time of projects.

29



CHAPTER THREE
METHODOLOGY

3.1. Introduction

This chapter is subdivided into the following sen8; research design, theoretical framework,
model specifications, working hypotheses, desaiptind measurement variables, data type and
source, target population, sampling technique amdp$e size, research instruments, pilot study,

data collection and data analysis.

3.2. Research Design

In order to study the allocation of scarce resourgesdapital intensive project, the study used a
survey design approach in order to investigatesmay various construction companies allocated
resources in order to complete a project withirhartstime and at a minimum cost. A simple
random sample of size thirty was selected from pufadion of three hundred registered
construction companies. The information obtainedmfrthe questionnaires was used in
producing industrial statistical information andnctusions about how the resources could be
allocated to a capital intensive project for examglnstruction in order to ensure that

development projects are completed within the budgd budget period.

The questionnaire was sent out to construction eores located in Nairobi County. The
research involved collection of data on normal {im&mal cost, crash time, crash cost, activity
durations, project failure in terms of project cdetjpn time and cost overruns, criterion of
scarce allocation, marginal cost concept and pribbéd approach in estimating project

completion time.
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3.3 Theoretical framework

The study employed the critical path methodologgxamine outcomes of construction project
effectiveness in terms of time and cost. Criticathpanalysis is of great value where the
investment projects contain many related and ief@eddent activities, many types of equipment
or facilities, many labourers are involved and veheonstraints exist for example where projects
have to be completed within a stipulated time @t ¢cionits or where some or all of the resources
are limited. For the critical path/network analysmdel to work (Prensa, 2002), the whole
project activities tasks involved are identifieddatine activity durations known. Critical path
analysis provides planning and control informatimterms of time, cost and resource aspects of
a project. Each activity is assumed to have a knoanmal cost if completed in a normal time
and a (higher) crash cost if completed in a (shpdeash time. For each activity, three time

estimates were obtained.

Once all the activities have been timed and thestx known, then a precedence table is
presented showing all the activities in the ordéroocurrence. An example of a general

precedence table as presented by Prensa (2002¥en in Table 3.1 below:
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Table 3.1: Precedence Table

Activity/ task Immediate predecessors Expecteaatiton(wks)
A - 7
B - 3
C A 6
D B 3
E D,F 3
F B 2
G C 3
H E.G 2

Source: Prensa (2002).

From Table 3.1, a network diagram is drawn ensuttiag the following conditions are: There is
only one point of entry i.e. start event and onhe @oint of exit that is, finish event, every
activity to have one preceding or 'tail' event amg succeeding or 'head' event. Activities may
share the same 'tail' event or 'head' event. Nw rades in the network will be directly
connected by more than one arrow. Before an agtoan begin, all preceding activities must
have been completed. An event is not complete ahtctivities leading to it are completed. All
activities are then tied into the network thattlsy must contribute to the progression or be
discarded as irrelevant. Activities which do natkliinto the overall project are termed as

‘danglers’ (Lucey, 1996).
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The earliest and the latest completion times fbthe activities involved are then inserted into

the circles which are located at the end of eatikigcas shown by Figure 3.1 below.

Figure 3.1: Network diagram

Source: Lucey, T (1996), Quantitative techniqu8£8d. London, EMEA

After all the earliest and the latest completiomes of activities have been inserted into the
network diagram, critical activities are then ideet. This path of activities is identified by the
circles where the earliest and the latest compietiimes tally. The critical path of a network
gives the shortest time in which the whole projeah be completed. The path comprise of
activities which need not be delayed because theyatfect the overall project in terms time and

cost overruns.
3.4. The Model Specifications

Time is very essential in economics because theevaf a shilling today is much different in
years to come. This can affect the net presenevafla project. For this reason, in projects, three

time estimates of each activity are normally agpliehese three times estimates are:-
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Optimistic time (ai,j) is the minimum possible time required to acconfplstask /activity,

assuming everything proceeds better than is noyneajpected. This ensures that the actual cost
of an activity tend to be lower than the budget amidecause of the time value of money factor.
This is when the rate of inflation is lower thanpegted in the budget. Also, the currency
becomes stronger than what was expected in theebud@he optimistic time was stated in

weeks.

Pessimistic timelp, ;) is the maximum possible/ longest time requireca¢oomplish a task /

activity, assuming everything goes wrong (but editig major catastrophes). When the time
taken is too long, the budgeted amount allocatedafoactivity tend to be less than the actual
expenditure since the construction material cast te rise due to inflation and fluctuation of a

currency. This time was expressed in weeks irsthdy.

Most likely time (miyj) is the best estimate of the time or modal timeuiregl to accomplish a

task, assuming everything proceeds normally. Thitheé time when price level is assumed to

conform to the budget. In the study, this time wagressed in weeks.

Expected timéui'j) accomplish is the best estimate of time requiedadcomplish a task

[activity assuming everything proceeds as normia¢ @xpected time is the average time the task
would take if the task were repeated on a numb@rcoésions by any company in the industry.

Expected time of an activity is computed as folldMedel, 1983);
,U(i:j) :1(311 +4m, +bij) 3.1
6

In order to arrive at the total cost of completihg project, the normal cost of completing all the

activities are added up together.
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If an investor wants to shorten the project durgtidghe following general algorithm
specifications are followed; each activity is asednio have a known normal cost if completed
in the normal time and a (larger) crash cost if ptated in a (shorter) crash time. The cost slopes
or the marginal cost of each of the critical pathivéties are calculated. The marginal crashing
costs (i.e. cost per unit time) for each activisy domputed using the following formula

(Whitehouse, 1973):

(Cost:rash B Costlormal)

Marginal Cost = — -
(Tlmemrmal _Tlm%rash) 3.2

Or

(Costrash B Costwrmal)
(Time'lormal - Tim%rash) 3.3

Cost slope =

From the network, project activity marginal codtlis generated with available crash time
(compression) for each of the activities. Thesegmat costs help in identifying the order in
which the critical activities are crashed. The \agti with the lowest marginal cost is given
priority in crashing. So, more resources are engaoy the activity that has the lowest cost

slope since lower extra cost added to the totgept@ost.

Enumerate all the paths through the project netwam#d list them with their normal time
durations in the path list. Identify the criticaltp(s) as those with longest duration, and mark the
critical activities. For the allocation mechanismmwork, identify the expected project duration,
the project cost and the critical path. Select thalbset of critical activities which, when
compressed in parallel, enable all current critaths to become shorter and do so at the least
group marginal cost, where the group marginal farsa subset of critical activities is the sum of

the marginal costs for activities in the group.
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Compress the selected critical activities until onédoth of the following two conditions occur:

One or more of the compressed activities becombsdiashed that is it's reduced to crash time
or limit or a new path becomes critical. Record $lkeéected activities, number of time periods
compressed, the new project duration, the groupyimalr cost for the selected activities, the
added cost resulting from the compression, the togav direct cost and the new critical path if
any as items in the breakpoint or crash limit foatt iteration. Update the compression
availabilities and the path list to reflect theuetion in path lengths resulting from the selected

compression.

Repeat crashing process until all activities ongtee critical path become fully crashed that is
optimal point which occurs at the turning pointtoffal project cost curve. Crashing further after
the optimal point, the cost increases instead dficeg. Plot the time-cost trade-off graph by
linear interpolation between the time/cost pairgclwloccur in each row of the breakpoint crash
limit. An optimal allocation has been reached. Tihee-cost graph showing linear time and cost

trade-off for an activity is as shown in Figure;3.2

Figure 3.2: Time-Cost Graph

Cost ﬂ‘ Crash duration & Crash
Cost

Normal duration &

Normal cost

el el e

v

Source: International Journal ofjffebManagement Time
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The Figure 3.2 is a simple representation of thesiabe relationship between the duration of an
activity and its direct costs. Shortening the doraiof an activity normally increase its direct
cost. A duration which implies minimum direct cast called the normal duration and the
minimum possible time to complete an activity iflexh crash duration but at a maximum cost.
The linear relationship shown above between thege oints implies that any intermediate
duration could also be chosen and what changegharecombinations of time and direct

(variable) costs.

If the activity durations are reduced beyond theilable crash time, then instead of the total
project cost reducing, it rises. This shows thatneN extra factors of production are employed
beyond crash limits, the cost tend to obey the ddwdecreasing returns to scale. This results in
the change of the former critical path which coregeto the model principle. So, scarce resource
allocation will have been done in completing a ¢artion project at the shortest time possible

in the budgeted period.

Project crashing costs and indirect costs haveragrse relationship; crashing costs are highest
when the project is shortened, whereas indiredisaosrease as the project duration increases.
So, the best project time is at the minimum pomtlee total cost curve as shown by Figure 3.3

below;
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Figure 3.3: Crash-Cost Graph

Minimum cost = optimal project time

Total project cost
\\ Indirect cost

—_—

Cost (5)

///I/\IF\
' Direct cost

+— Crashing Time
Project duration

Source: Journal of Engineering Econon

In order to assedsr the feasibility of completing the constructipmoject within the budgete
(scheduled) period, the variance of each of thicalipath activities is calculated. The form
applied is;
5°6,1)= 5 b, -2 f

3.4
From the variances of these critical path actigjtithe standard deviation feach activity is

derived. The overall project standard deviatiothen calculated as follow

2 . .. -
o= \/_ (Zdz ); where o, represents the variance of an activity on theaziitpath of
i
the projectThis shows how the time varies from one activitptmther one on avera

The probability of completing a given constructimvestment at a schedul¢ date
will then be ascertained abown below irFigure 3.4 on probability curve.
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Figure 3.4: Probability Curve
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Source: Bryc (1995), The normal distribution

In order to use the area of the normal curve terdahe the probability of occurrence of a
schedule dat&] of completing an investment project, the projgate must be standardized or
converted to a z score. To convert a value to eoresis to express it in terms of how many
standard deviations it is above or below the exqgecompletion time( mean=p ). The formula to

compute a z-score is;

o 3.5

After the z-score is obtained, its correspondingbpbility may be looked up in a normal
probability distribution table and if the probabjliof completing a project within the scheduled
date is low, the scheduled completion date is eglvlsefore the construction work begins. This is
an effective way in which scarce resources canlbeated to a capital investment project. This
ensures that development projects are completedinom without budgetary overruns. The
probability element ensures that the fluctuatiohsuwrrency or the inflationary elements are

captured.
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3.5. Working Hypotheses

a) The costs of each of the activities involved inamstruction project are never stated
before construction work begins.

b) The duration of activities involved in a constroctiproject are not estimated before the
commencement of a project.

c) Companies working in the construction industry @o &pply the marginal cost criterion
in allocation resources to a project.

d) Before the construction work begins, the likelihaafdcompleting the project within a
scheduled date is never ascertained.

e) There is no policy on how to allocate resources pooject in the construction industry.

3.6. Description and Measurement of Variables

Activity: This is a task or job of work involved in a constian project and the task consumes

time and resources. An example is erecting a wall.

Activity duration : It is the time taken complete a given task iroastruction project. In order to
obtain expected activity duration, three estimatkesach activity times are used. This help in
approximating the rate of inflation over a givenipd. The multiple time estimates brings in the

element of certainty. It is calculated as follows;
oy 1
/J('! J) = E(a'ij +4m, +bij)

Normal time: This time taken to complete an activity/task undermal conditions. It is the

modal time of completing activity. This is the tinadien rate of inflation is moderate and the
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currency is moderately strong to induce investmé&hts time is always longer than the crash

time since there are only fewer resources employed.

Normal cost: This is the expected cost to be incurred in carryingaugiven task of a project.
This cost is usually lower than the crash costesifeav factors of production are employed in

carrying out a task.

Crash time: This is the shortest time in which an activity opmject can be completed if extra
resources are employed in carrying a given tasksiCtime is always less than normal time

since more resources are employed in carrying tagla

Crash cost: This the expected cost to be incurred in carryingam activity in the shortest time

possible after employing more resources to cartyadask.

Marginal cost / cost slope: This is the extra cost to be incurred in a projglen an activity on

the critical path is reduced by one unit of dunatiitne as a result of employing more factors of
production. The cost slopes or the marginal coseath of the critical path activities are
calculated. The marginal crashing costs (i.e. pastunit time) for each activity is computed

using the following formula (Whitehouse, 1973):

(Costrash B Costwormal)

Marginal Cost = — -
(Tlmemrmal _Tlm%rash)

Or

(Costrash B Costwrmal)

Cost slope = — ,
(Tlme'lormal _Tlmezrash)
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Project standard deviation In order to for the feasibility of completing thenstruction project
within the budgeted (scheduled) period, the vagaot each of the critical path activities is
calculated. The formula applied is:

52(i' J):3_Jé(bu - g )2

From the variances of these critical path actigjtithe standard deviation for each of the

activities derived. The overall project standardidion is then calculated as follows;

o= \/_ (Zé’i ?); where o ’ represents the variance of an activity on theaaditpath

of the project.

Standard score (Z):In order to use the area of the normal cutvedetermine th
probability of occurrence of a schedule d&te§f completing an investment in a
construction project, the expected completion damest first be standardized or
converted to a z score. To convert a value to eoresis to express it iterms of how
many standard deviations it is above or below tgeeted completion time (uThe

formula to compute a z-score is;

3.7. Data type and source

The data required for the study were activity doraestimates in days - optimistic time, most-
likely time and pessimistic time in weeks, normatd and crash time in weeks, normal cost
and crash cost in Kenya shillings, the frequencpgrofect failure in terms of project completion
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time overruns and project budgetary overruns aieriom of employment extra resources. The
data came from thirty randomly selected companmeshe construction industry which are

located in Nairobi County.

3.8. Target Population

The study targeted a population of three hundrgastered Companies which were involved in
the construction industry and were located in Naif@ounty. The Companies selected had been
registered with the Ministry of Roads and Public $é The members of the population were

assigned numbers from 001 to 300 as per the annex.

3.9. Sampling Technique and Sample Size

Since all the members of a population were knowth wertainty and they had been numbered,
simple random sampling technique was applied toh esitatum according to company

registration category in selecting the constructtmmpanies to constitute the sample to be
studied. This ensured that all the members of allatipn had equal chance of being selected for
the study. The numbers were randomized with help edmputer in order to generate a random
numbers for the companies (members) that conglitilnie sample size of thirty. The companies
were be picked / listed for the study as the nuslagpeared until the last number to make

thirtieth was picked.

3.10. Research Instruments

The study was carried out through a well designa@estionnaire where the questions had only
one interpretation to different respondents. Thestjannaire covered all the areas needed for the

survey and were administered only to players in ¢bastruction industry. This made the
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research instruments more reliable and valid fersiirvey. A sample of the questionnaire can be

found in the appendices.

3.11. Pilot Study

In order to ensure that the actual survey waseaswut efficiently and effectively, a pilot study
was carried out one week before the actual suriepilot study of three randomly selected
companies in the construction industry in Nairolmu@ty was conducted. This prior survey
helped in identifying difficulties which were likelto be encountered during the actual survey.
After the difficulties have been identified in adwea, remedial measures taken to avoid a
repetition of the same during the actual study.e Tindings of the pilot survey helped to

determine the reliability of the results obtaineshf the actual survey.

3.12. Data Collection

The questionnaires were delivered to the compampyesentatives of the companies to be
studied. After receiving it, the respondents sigoedthe delivery register maintained for the

study. The respondents were requested to take eak W respond to the questionnaire.

After one week, the questionnaire forms were ctdi@érom the respondents. Whenever a form
was picked from a respondent, the register was @dasgainst the name of that company. This

ensured that all the forms which were issued fersiudy were collected from the respondents.

3.13. Data Analysis

The researcher tabulated the data on activity murafThe table had three columns that is,
optimistic time, most likely time and pessimisiimé. For each of the activities, the averages for

each of the three time estimates were calculatedder to arrive at the industrial time estimates.
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The expected duration times for the activities weaculated using the model. The expected
durations were used in finding the earliest aneskatcompletion times of activities. The

summation of the critical activities of the projgetve the completion time of the project.

The data on normal and crash costs for each o&dheities were also tabulated and averages
obtained for each of the activities in order tavarat expected industrial normal and crash cost.
Normal and crash times were also analyzed and nmadrgost or cost slope derived from the

model.

The variances of the critical activities of the jpat were calculated from the model in order to
arrive at the industrial standard deviation. Thetaistics were used in calculating standard

scores for the normal probability distribution &bl

From the statistics calculated, the viability offrgdeting a project on a scheduled date was
assessed and marginal cost incurred in varyingpragompletion period by one unit period was
obtained. Industrial project completion failures terms of time and budget overruns were
obtained. This helped in drawing policy implicatsoon how resources could effectively be

allocated in a construction project.
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CHAPTER FOUR

EMPIRICAL RESULTS AND INTERPRETATION

4.1 Introduction

In this chapter, the findings of the study are auésed and results interpreted. The chapter is
subdivided into the following sections: responste rlilom the companies selected, costs of
activities in the construction project, completitomes for the activities, criteria of employing

extra resources, likelihood of completing projedhwn a scheduled date and summary.

4.2 Response rate from the companies selected

A questionnaire was delivered by hand to thirty starction companies out of three hundred
companies registered with the Ministry of Public \& Three (3) of the companies selected
delayed in the submitting back the filled quest@ina for the study but submitted after several
reminders. The thirty (30) companies selected tiergtudy responded. This was largely due to
the fact that pilot survey had been done in advamak potential difficulties had been cleared

before the main survey was carried out.

4.3 Costs of activities in the construction project

The costs for each of the activities from the thigspondents were obtained. All the cost of each
of the activities for each of the respondents wessaged in order to arrive at the industrial cost
and time for each the activities. From the sampleas found out that 40% of the respondents in
the construction industry indicated that they waloée to complete project within the budget. It

was also found out that, 60% of the companies endbnstruction industry did not complete
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project within the budget hence experiencing bualyetoverrun. The reasons were that
construction period was not enough and cost of maaterials increased more than what they
expected. From the sample of thirty responderi% 8f them knew nothing about quantitative
techniques employed in time/cost control. The stfaynd similar results to the study on the
relationship between contractors’ planning prastiaed the occurrence of delays in the Nigerian

construction industry as carried out by Famirar0@0

The following Table 4.1 shows the industrial castarrying out activities in the project;

Table 4.1 Industrial Costs of Activities

Activity Normal Crash

Cost Time | Cost Time
A- Site clearing 11,980 3 25,060 2
B- Removal of trees 13,792 3 16,583 2
C- General excavation 17,957 3 20,304 2
D- Grading general area 31,708 3 38,043 2
E-Excavation  for  utility] 35,729 4 43,021 3
trenches
F-Placing  formwork  and 35,348 4 40,043 3
reinforcement for concrete.
G-Installing sewer lines 34,043 4 38,304 3
H-Installing other utilities 17,087 3 23,652 2
I-Pouring concrete 42,217 15 47,565 1

Source: Own data.

From the Table 4.1, the normal cost is higher tin@ncrash cost. Also the, normal time taken to

complete an activity is higher than the time takema crash program. This is because, as more
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factors of production are employed in a crash @ogrthe cost tends to rise while the time taken

falls.

4.4 Completion Times for the Activities

In order to arrive at the industrial indices innbar of time, the respondents had been asked to

estimate the shortest, normal and the longest tohestivities involved in the construction of a

three storey building at Mlolongo along MombasadroaNairobi County. In order to arrive at

the industrial time interval for each of the attids involved, the times taken for each of the

activities from thirty respondents were averaged the data in Table 4.2 were obtained.

Table 4.2: Shortest, Normal and Longest Times

Activity Shortest  time| Normal time | Longest time
(days)-a (days) -m (days)- b

A- Site clearing 2.3 3.2 3.9

B- Removal of trees 2.1 3.2 4

C- General excavation 2.7 3.7 4.2

D- Grading general area 2.2 3 3.5

E-Excavation  for  utility] 3.4 4.3 4.8

trenches

F-Placing formwork and 3.8 4.6 5.4

reinforcement for concrete.

G-Installing sewer lines 3.6 4.5 5

H-Installing other utilities 3 4 4.5

I-Pouring concrete 1.4 1.6 2

Source: Own data.

The Table 4.2 shows the industrial shortest, noranal longest times which were obtained by

calculating the average of the three time estimfates the thirty respondents.
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In order to determine the allocation mechanisra, dompanies quoted the costs to be incurred
in various activities involved in constructing tleencrete slab foundation for a three storey
building project at Mlolongo area in Nairobi CountyThe expected data for industrial time

intervals in Table 4.2 were calculated using a rhdtat is;
(i.1) = <(a, +am, +b,)
A1) =\ T amy D,

Table 4.3 shows the industrial expected timé,j) .after the three time estimates were

combined using the model.

Table 4.3: Industrial Expected Times

Activity Shortest Normal Longest time| (i, j)
time (days)- | time (days) | (days)- b
a -m
A- Site clearing 2.3 3.2 3.9 3.2
B- Removal of trees 2.1 3.2 4 3.1
C- General excavation 2.7 3.7 4.2 3.6
D- Grading general area 2.2 3 3.5 3.0
E-Excavation for utility trenches 3.4 4.3 4.8 4.2
F-Placing formwork 3.8 4.6 5.4 4.6
G-Installing sewer lines 3.6 4.5 5 4.4
H-Installing other utilities 3 4 4.5 3.9
[-Pouring concrete 1.4 1.6 2 1.6

Source: Analysis of data.
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The last column of Table 4.3 shows the industngleeted times calculated from the model in
order to obtain the industrial expected times. sehwere then subjected to critical path analysis
in order to obtain the completion time for the atiés. The industrial expected times were then
used in calculation of earliest and the latest detigm times. From the network diagram, the
earliest and the latest completion times for the/iies were obtained. The following Figure 4.1

shows earliest and the latest completion timeshfemactivities

Figure 4.1: Earliest and Latest Completion Times
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From the network diagram, the earliest and thestatempletion times for the activities were
obtained. The thick line on the Figure 4.1 indisatetical activities A, C, E, G and | which

affect project duration and costs if resources oé allocated optimally. These findings
concurred with the study done by Daniel and Y#&899) on construction project scheduling
with time, cost, and material restrictions usingziyy mathematical models and critical path

method although the allocation of materials dase heuristically.
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The following Table 4.4 shows the completion tinésactivities.

Table 4.4: Completion Times

Activity Earliest completion time Latest completibme
A- Site clearing 3.2 3.2

B- Removal of trees 3.1 6.8

C- General excavation 6.8 6.8

D- Grading general area 6.2 11

E-Excavation for utility trenches 11 11

F-Placing formwork 114 154

G-Installing sewer lines 15.4 15.4

H-Installing other utilities 14.3 17

I-Pouring concrete 17 17

Source: Analysis of data.

From the network diagram, the earliest and thestatempletion times for the activities were
obtained. The difference between the two compiletimes shows slack times. The critical
activities have 0 slack time differences. The stgrtand ending completion times for both
earliest and latest times tally since a project tnha/e a starting point one end point. The
highest figure, which is 17 in Table 4.4 and itwhdhe project completion time of the project.
This shows that construction companies could pezdebe the completion time before

implementing a construction a project.

4.5 Criteria of Employing Extra Resources

From the study, of all the thirty companies, norfetteem used marginal cost concept in
employing scarce resources. The companies usedstieuapproach in employing extra

resources to capital projects as found in the aogbpiditerature. In order to determine the
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allocation mechanism, the total cost for the projas calculated and the results were as

follows;

Table 4.5: Normal Cost

Activity Normal Cost
A- Site clearing 11,980
B- Removal of trees 13,792
C- General excavation 17,957
D- Grading general area 31,708
E-Excavation for utility trenches 35,729
F-Placing formwork and reinforcement 35,348
G-Installing sewer lines 34,043
H-Installing other utilities 17,087
I-Pouring concrete 42,217
Total cost 239,861

Source: Analysis of data.

The total cost for the project at the industrigbected duration of 17 days was Ksh.239, 861.
This was a summation of normal costs of activitie®Ilved in the project. The marginal cost of
each activity was calculated from the model. Thegmal costs were then calculated using the

model below;

(Cost:rash B Costmrmal)

Marginal Cost = +— -
(Tlm%ormal _Tlm%rash)

The Table 4.6 below shows the marginal costs a¥ities involved.
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Table 4.6: Marginal Cost

Activity Normal Crash Marginal

cost
Cost Time | Cost Time

A- Site clearing 11,980 3 25,060 2 13,080

B- Removal of trees 13,792 3 16,583 2 2,791

C- General excavation 17,957 3 20,304 2 2,347

D- Grading general area 31,708 3 38,043 2 6,335

E-Excavation for  utility] 35,729 4 43,021 3 7,292

trenches

F-Placing formwork and 35,348 4 40,043 3 4,695

reinforcement for concrete.

G-Installing sewer lines 34,043 4 38,304 3 4,261

H-Installing other utilities 17,087 3 23,652 2 6,565

I-Pouring concrete 42,217 15 47,565 1 5,348

Source: Analysis of data.

The marginal cost of critical activities A, &&,,G and | were obtained as 13,080, 2,347,
7,292, 4,261 and 5,348 respectivelp order to reduce project duration and tira@ployment
of extra resources was in the order of criticalvagt with the lowest to highest marginal cost

that was; 2347, 4261, 5348, 7292, 13080.

To reduce the project completion time by one dhg, tbtal project cost was increasing by the
marginal cost of the critical activity crashed aatdthe same time reducing with indirect cost
taken as Ksh. 8,000 per day. The Table 4.7 beloows the trend in the total cost with

employment of extra resources to each of the afitctivities.
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Table 4.7: Total project cost

Critical activity. Marginal cost Saving in indirect | Number of Total project cost.

cost per day crasheddays crashed

(reduced).

With no activity 0 0 0 239,861
crashed.
C- General 2,347 -8,000 1 234,208
excavation.
G-Installing sewer 4,261 -8,000 1 230,469
lines.
I-Pouring 5,348 -8,000 1 227,817
concrete.
E-Excavation for | 7,292 -8,000 1 227,109
utility trenches.
A- Site clearing. | 13,080 -8,000 1 232,189

Source: Analysis of data.

When the critical activities were crashed to oplirtevel, the former none critical activities

become critical and any employment of extra ressiresulted to rise in project cost since when

indirect cost were falling, direct cost was risatchigher rate which led to rise in the total pobje

cost as shown by Table 4.7. The Figure 4.2 belawslthe trend in the total project cost curve.

Figure 4.2: Total Project Cost Curve
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From Figure 4.2, when activities were crashed Igta of four days, the lowest point which is
the turning point of the total project cost curvasndentified and the optimal project completion
time and cost indentified. The total cost and darabf completing a construction project were

identified as 13days and Ksh. 227,109 respectively.

4.6. Likelihood of completing project within a sbeduled date

The study found out that, 25 respondents, whicl85%0 of respondents, did not complete
projects on time which implied that investors waffected by time value of money factor. It was
also found that companies did not employ probabilit trying to estimate the likelihood of
completing a project given the various economiadtiions like rate of inflation and fluctuations

of a currency which may affect the project cosaassult of time value of money.

In order determine the probability, the industpabject standard deviation was calculated using

the critical activities A, C, E, G and | as shommable 4.8 below. The model used was:
. 1
5°.1)= 5 b -2,

Table 4.8: Project Variance

Activity Shortest time | Normal time | Longest  time| Variance
(days)-a (days) -m (days)- b
A- Site clearing 2.3 3.2 3.9 0.0711
C-General excavation 2.7 3.7 4.2 0.0625
E-Excavation 3.4 4.3 4.8 0.0784
G-Installing sewer lines| 3.6 4.5 5 0.0544
I-Pouring concrete 1.4 1.6 2 0.0100
Total 0.2764
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Source: Own data.

3°(, j)—i(b”. ~a,J =0.2764. This is the industrial project variance.

36
Industrial standard deviation was then foundd a€0.526. In order to have certainty of
completion time of a project within a specified lgati normal probability was calculated from

the model as follows;

The probability of achieving project completion &nof 13days which was a reduction from

17 days was obtained through the model that & X ; H
13-17 . o .
= 052€ = -7.6. From the normal distribution table, proli&piwas found as 0.9987. This

showed that probability of completing the projegtfbur days earlier than the scheduled date of
17 was 0.9987 which was high and that showed thaingy of completing the project on time.
In that case, the investor could have finishedpttogect comfortably without much fluctuation in

cost or much variation in time.

The first and second null hypothesis were rejeatdtiat costs and durations of each activity are
never stated in advance before the commencemehe gfroject and the alternative hypothesis

was accepted.

For the third, fourth and the fifth null hypothesiat marginal cost criteria was never practiced
by companies, companies were not assessing prapatbicompleting project and that there was
no policy on how to allocate resources were aeckpt significance level af = 0.01 and
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alternative hypothesis rejected since Z computed =« was greater than,z = 2.33 ata =

0.01 level of significance. Figure 4.3 below shaws2.33.

Figure 4.3: Acceptance Region

Source: NIST/SEMATECH e-Handbook of Statistical Mads

Figure shows that (z= 2.33)« (z,= ) and since z, lies in the rejection region (un-shaded

area) null hypothesis is accepted.

This confirmed the findings of the study in thatheoof the respondents had applied marginal
cost criterion in allocation mechanisms. Also, tlespondents were found not to apply the
probability concept and that there was no policyhow to allocate resources in construction
industry. The findings tallied with the study ddmgDoloi and Lim (2007) in Australia designed
to investigate the critical factors affecting onfpemance of construction project particularly in

areas of time and cost. Also, from the literature,

4.7 Summary

The study was done based on a sample of 30 registanstruction companies registered with
the ministry of public works. Questionnaires weeatsto the companies and data on cost and
time was obtained. The response rate was 100%adt faund out that the only quantitative

planning tools were budget and experience over.tifiee data on the shortest, normal and
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longest time for the activities were applied irtte model and industrial expected times obtained.
These durations were then used in drawing netwi@agrdm to obtain the earliest and the latest
completion time of the activities. Critical path attivities for the project were obtained. The

project completion time and total cost was obtained

The study showed that the industry did not applygimal cost criteria in employing extra
resources in the construction project. Marginalt @dsall the activities were derived from the
model in order to determine the criteria of emphgyextra resources in a project. The project
duration was reduced by unit time for each of thigcal activities and the total project curve

indentified showing the turning point which was thgtimal point.

From the companies studied, 60% of them did notpdeta projects as scheduled and none of
the companies used probability approach to asodtai chances of completing projects on time.
In order to find the likelihood of completing a peot, the industrial standard deviation of 0.526
was calculated from the model. The standard sc@® aalculated and probability of obtained
which confirmed that the project could comfortably completed on time. The study supported
the study on the relationship between contractptahning practices and the occurrence of
delays in the Nigerian construction projects. Titerdture indicated that a sizeable number of
contractors who operated within the Nigerian cardion industry did not apply any form of

guantitative construction planning but rather pmefé to depend on previous experience in
carrying out a project. The literature review dot show a robust application of probability in

project completion time assessment.
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CHAPTER FIVE

SUMMARY, CONCLUSION AND POLICY IMPLICATIONS

5.1 Introduction

This chapter presents the summary of the findargkthe conclusion thereof. It also gives the

policy implications for the construction industry.

5.2 Summary

The trend in the construction and the building @eperformance in terms of its contribution to
the GDP of the Kenyan economy has remained low.pEneentage contribution of the sector to
the Kenyan’'s GDP has been less than 5% annuallyobfective of this study was to investigate
how allocation of resources could be done to chpitestment projects in construction industry
in order to raise the output from the sector byaliting the plans within the budget period. A
survey was done from random sample of thirty caresion companies in Nairobi County. The
respondents were asked to give data on a constnugtoject through a questionnaire. The data
on costs of activities involved in the project wetgained. The cost was categorized as normal
and crash. The data on the activity durations va¢se obtained and categorized as normal and
crash time. The activity durations and costs ctd@éavere averaged and then subjected into the
model to obtain industrial time and cost estimat¢sing the critical path model, the network
diagram was drawn and the earliest and the latespletion times were obtained which helped
in the identification of critical activities. Theadiest and the latest completion time determined
project completion time. The marginal cost fortat activities derived from the model using the
data on normal and crash time and cost. The desvih the critical part were ranked in
ascending order of marginal cost. Only activities tbe critical path could affect the project

duration and cost and so allocation of extra resssiwvas based on additional cost to be incurred
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when project duration was reduced by a unit timhevas found out that as more extra days were
crashed, completion period was improving and totast was falling. Using the critical path

model, the project cost and duration were deterchame Ksh.239, 961 and 17days respectively
before crashing. In order to reduce the projectatiom, marginal cost criteria was applied in

resource allocation mechanism and project duragoliced from 17days to 13 days while the
total cost reduced from Ksh.239, 961 to Ksh.22B, The total project cost curve was drawn the
turning point indentified. That was the optimal moand was identified as project duration 13
days at a total cost of ksh.227, 109. In orderirid the likelihood of completing the project on

day 13 after reducing the project duration by 4d#ys industrial project standard deviation was
derived from the model. The Z score was derivedhftbe model and subjected to the normal

distribution table in order to obtain the corresgiog probability of 0.9987.

5.3 Conclusion

For the capital projects in the construction indugsd be completed on time and within the
budget, probabilistic quantitative resource plagniechniques need to be applied in resource
allocation. The study revealed that stakeholdetbhenconstruction industry have been relying on
budget and experiences as the only tools for ptenand resource allocation. The critical path
model via the marginal cost criteria were foundbt viable planning technique in resource
allocation to capital projects in construction istty as it assesses the certainty of project

success in terms time and cost effectiveness bafpreject is implemented

5.3 Policy Implications

For many years, construction and the building sgaéoformance in terms of its contribution to
the GDP of the Kenyan economy has remained less 3% The number of building plans

approved by the Local authorities for implementati@s remained high but the number of plans
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actualised in a year continued to be less than 38%.inputs for construction industrial have

been rising consistently.

In order to ensure that project in the construciimaustry are completed with certainty with
respect to time and cost, the players construdtidastry should apply critical path model in
allocating resources in effort to anticipate tlempletion time and project cost. In order to
enhance project completion period as well costrobntritical path model via the marginal cost

criteria in project resource allocation as weltlees likelihood of project success are applied.

The study found out that the current planning tooelghe construction industry have not been
making the anticipated outcome thus frequent bwdgebverruns. Instead of construction
companies building budgetary slack to act as ayaft in case of budgetary overruns, the study
found out that the model is able to predict the,dnsie and the certainty of achieving the target
with precision. This means that the players indbestruction industrial will have more control

in the project budget and time to complete theqmij

5.4 Areas for Further Research

The study was based on allocation of resourcesapitat investment projects with case of
selected companies in the construction industre ®@bjectives of the study were met but the
study cannot be said to answer all the aspect® aghy many construction projects are not
completed on time and within the budget thus expeing cost overruns. Due to unforeseen
limitations of the study through unrepresentatiample, bias selection of the region covered and

data obtained not being reliable, feasible conolusiould have not been obtained.

Further research need to be done on the conwibwitcasioned by all the other factors which

were ignored by the study but could affect the cletign time and cost of a project. Some of
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these factors are: not receiving construction neeon time, fluctuations of currency, inflation,
sample not being representative, data not beingbiel and data for the study may have been

collected in the way not suitable for the research.
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