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Abstract

Are we justified in believing that the future wille like the past? This is the
problem of induction that challenges the processfairing future unobserved
claims from past observed claims as is the natliseientific inquiry. This study
sets out to revisit the problem of induction byesaluating the main solutions
offered since its inception by David Hume in thé"I&ntury. Several attempts
have been made to give an epistemic solution tgtbkelem or in other terms to
validate induction. Epistemic solutions seek tovshihat the conclusions of
inductive arguments will be true in the future. Hewer, the fact that induction,
unlike deduction, is not necessarily truth presegunas proved that validation of
induction is not possible for this would amount eéquating induction with
deduction. In this regard, epistemic solutionsthe problem of induction have
failed to meet the sought objective. However, HReschenbach has offered an
alternative to epistemic justification of inductiopragmatic justification or
vindication of induction. Pragmatic justificatiom windication of induction seeks
to show that induction is justified by virtue ofibg directed towards achieving a
desired aim. Reichenbach’s solution namely, thdtiction is justified by the fact
that it will eventually lead scientists to the trualue of the limit of relative
frequency of repeatable events thus leading toiqgtreel success, has been
criticized of not being an epistemic justificatiamd hence is not in line with
Hume’s demand namely, that the justification ofuctibn should seek to show
that the conclusions of inductive arguments willthee in the future. However,
given the apparent impossibility of validating imtion, there is need to revisit
the problem of induction with an aim of defendiing tpragmatic solution. This
study establishes that the three main epistemiatisob to the problem of
induction namely, probabilistic, reliabilistic amtluctive responses, are guilty of
circular reasoning. As such, they fail to meet thendards of an acceptable
justification of induction. Moreover the study showhat the linguistic and
falsificationism attempts to show that the problefinduction is a pseudo
problem do not succeed in dissolving the problemil® one hand, the linguist's
claim namely, that induction is rational by defioit and thus justified, does not
entail an impossibility of further justification afiduction since vindication is a
viable alternative. On the other hand, falsificaison, the alternative to induction
as the methodology of science, fails owing to tgisputable fact that science
makes use of induction. The study even shows thatfi€ationism appeal to
corroboration of theories, where the most corroteardheories are preferred to
the less corroborated ones, is a disguised corafepiduction. In addition, the
study establishes that Nelson Goodman’s attemptttoduce a new problem of
induction namely that of distinguishing valid framvalid inductive projections
together with his attempted epistemic solution tasi nothing but Hume’s
problem in disguise. Hence, the study shows thatd@@n does not advance the
debate beyond Hume’s assumptions. It is on thesengs that the study seeks to
establish that Reichenbach’s solution is more wealthan any of the
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aforementioned solutions and from which philosoph&an seek to advance the
debate. Further, Reichenbach’s solution is crigidipn the grounds that this aim
may never be achieved either in the long or thetshia. That even if the limit of
relative frequency is achievable, there is no wegt scientists could know they
have arrived at it. To remedy this, the study hppealed to the immediate
practical consequences of induction without seekimgim that is to be achieved
in the future as Reichenbach does. That is, indoctsustains scientific
predictions in their application to current polilgrmulation and technological

advancement.
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Operational Definitions
Falsificationism- to falsify is to refute something or to show titas false. This
concept is derived from Popper’s theory of dedwctivethodology of science to
imply that scientists seek to refute their theoraher than to confirm them.
Induction- drawing an inference claiming about the future frgremises
claiming about the past or reasoning from the oleskto the unobserved.
Inference- is the process of drawing a conclusion from peamior assumptions.

In this study inference will also be used to mdandrawn conclusion.

Justification- to justify is to make or imply a rational judgnteamm how a belief
has been arrived at. Justification can either liepic or pragmatic.

Epistemic justification- in this study, epistemic justification implies kg
rational judgment that the conclusions of inductarguments are true (or are
likely to be true) in the future. In this form afigtification, ‘truth’ is used to
denote that the contents of inductive conclusiotismatch objective facts in the
physical world.

Pragmatic justification- in this study, pragmatic justification implies niadx
rational judgment that induction serves a usefuppse in attaining a desired end;
without invoking the truth of inductive conclusiomsthe epistemic justification
sense. Hence, ‘truth’ in pragmatic justificatioringoked to denote that a belief is

true if and only if it yields useful practical rétsu



Probabilism- is any theory that seeks to justify or to validateuction by
appealing to probability. In this study, probalilivill be used to refer to the
degree of confidence attached to a hypothesis omamnctive inference, and
which goes beyond the evidence that sustains thafidence. This operational
definition is derived from various theories of irgeeting probability including;
subjective (Ramsey 1931), objective or frequencgi¢Renbach 1938 pp.307),
and logical relation (Keynes 1973 pp.4 and 8) prietiations.

Projection- to project is to cast past observations into tharé or to predict the
future based on the past. This concept is derik@t IGoodman and will be used
to refer to inferences drawn from inductive evidznc

Reliabilism- is any theory that seeks to validate induction Ippealing to
induction’s consistency or reliability in derivitigie predictions in the past.

Rule circularity- is a process in justification where a rule is fisti by
appealing to the same rule as the basis of thdigasibn. In this study, rule
circularity involves appealing to inductive argurteerbased on the principle of
induction, in the justification of inductive inferees. Rule circularity is

considered as a fallacy in reasoning.

The new riddle of induction- this is the problem of induction as it is
reformulated by Nelson Goodman. It is the probleindistinguishing between
valid inductive projections from invalid inductivprojections: “what is the

criterion of distinguishing valid from invalid indtive projections?”



The old problem of inductionthis is the problem of induction as it was
formulated by Hume: “are we justified in drawingdrences of instances which
we have not experienced from premises of instaneédsch we have
experienced?”

The principle of induction- is a principle which assumes that if a sufficiently
large number of objects of a certain kind are oleskrto have certain
characteristics, then all objects of that kindJuding the unobserved, have those

characteristics.

The Problem of induction+his is the problem of justifying induction. Indive
inferences do not logically follow from the contemf the premises from which
they are inferred. This raises a problem since vhaat been observed does not
logically guarantee the truth of what has not beleserved.

Validation- to validate a rule or a principle is to give amsegmic justification for
the rule or principle. In this study, validation mfduction implies offering an
epistemic justification of induction.

Vindication- to vindicate a rule or a principle is to offer @@matic justification
for the rule or the principle. In this study, vindtion of induction implies
showing that the rule or the principle of inductignbest suited as a means to a

specified purpose.
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CHAPTER ONE

GENERAL INTRODUCTION

1.1. Background to the Study

In the 18" century, the empiricist David Hume observed thas impossible to

rationally justify inductive conclusions either by priori arguments or by
arguments based on experience (such as inductiyeotiable arguments). For
Hume, and as it is widely accepted, inductive cesions, which consist of
claims about the unobserved future events, are@etbfrom the knowledge of the
observed instances. Given that knowledge derivem fsensory experience,
Hume observed that this process of inference raifsffisulties because it is
inconceivable how knowledge of any number of pdseoved instances of an

event can rationally justify the knowledge of fldtumobserved instances.

In the first place, it was Hume’s observation thatriori arguments cannot suffice
as a justification of induction because it implrescontradiction to conceive or to
claim a contrary of any experienced instance ortwieaterms as matter of fact.
For Hume, the course of nature may change in theduwso that past observed
instances may turn out to the contrary. In thisardgthe principle of uniformity
of nature on which inductive inferences are baseabt an a priori truth. Hence,
Hume contends, the claim that the future will be lthe past is not based on a

priori reasoning.



In the second place, all inductive inferences @t on the assumption that the
future will be like the past. Moreover, Hume argudge assumption that the
future will be like the past is itself based on enence. Hence, Hume concludes
that all arguments drawn from experience cannogyeealed to in justifying
induction. From the two objections, Hume concludbkat induction is not

rationally justified.

The objections above set the ground for the fortrarlaof the problem of
induction as follows: “Are we justified in belie\grthat the future will be like the
past?” Scientific inquiry is based on induction.nde, on observing a large
number of instances of phenomena having happenadcertain regular manner
in the past, scientists draw general statementrdety the phenomena. This is
the origin of scientific theories and laws of natutf Hume is right, then it
follows that the most sophisticated results of rsoge the pride of scientists are
without rational basis. Therefore, the problem raduction is important to the
philosophical study of the logic of science in asds it continues to undermine

the scientific inductive methodology.

In response to this problem, some philosophers Bawght to rebut Hume’s
aforementioned objections thus seeking an epistsaiigion to the problem. For
instance, Max Black (1962) and Richard Braithw#it®55) have appealed to an
inductive argument as follows: induction has bagrtsessful in the past; therefore

induction will be successful in the future. Closedyated to this is the reliabilism



response by David Papineau (1992) and Michael L&\883). Both argue that all
that is required for justification of induction showing that induction is a reliable
process of forming believes about the future. Paldily, Papineau argues that
since induction has been reliable in yielding thatieves in the past, it will

continue to do so in the future.

Donald Williams (1947) and David Stove (1986) happealed to probability for
a defense of induction. For Stove and Williamss ienough for the justification
of induction to show that scientific statements prebable in nature and that
scientists do not seek absolute certainty in tiveguiry. As such, instead of
claiming that inductive conclusions will certainbe true in future, scientists

should claim that inductive conclusions will probabe true in the future.

As it is apparent with the three related respoasese, they are guilty of circular
reasoning and therefore do not succeed in rebutbng of Hume’'s main
objection. With this difficulty in mind, some phdophers such as Karl Popper
(1972), Peter Strawson (1963) and Paul EdwardsOjli9dve sought to show that
the problem of induction is a pseudo problem. Roavdson and Edwards, on the
one hand, induction is rational by what the terrtioreal means in ordinary
language. Strawson and Edwards argue that indudtiea not need a justification
for the problem of induction arises from confusinorhow the concept “rational”
is used. For the two authors, the confusion afises attempt to equate induction

with deduction, and thus applying deductive stadslan evaluating induction.



Popper, on the other hand, claims that inductiomds a rational method but
nonetheless is not the method of science. Hencepmaudes that the problem of
induction need not bother scientists. Instead nt@duces falsificationism as the
alternative to induction. Falsificationism applesductive logic whose rationality
is not disputable. Both of the linguistic and thésification attempts to resolve the

problem of induction, as it will be shown, are ursessful.

Nelson Goodman (1954) reformulates Hume’s probleno ithe problem of

distinguishing between valid and invalid inductipmjections. This amounts to
Goodman’s new riddle of induction. For him, not pHst regularity in nature
leads to the expectation that the future will bes lthe past. Hence, Goodman
suggests a criterion for distinguishing betweendioages that lead to valid
projections and those that lead to invalid progei when used in scientific

hypotheses.

Last and the most important to this study is theresting aspect that Hans
Reichenbach (1938) introduces into the debate. k€nlsome of the

aforementioned authors, Reichenbach does not segthotv that the conclusions
of inductive arguments will be true in the futuieather, for his defense of
induction, he appeals to the aim of induction: legdscientists to predictive
success upon realization of the true value of ikdafrequency of repeatable
events in the long run. Reichenbach’s account hisyefore, a pragmatic as

opposed to an epistemic solution to the problemindiiction. He has been



accused of giving an insufficient solution to threlgem owing to it not being an

epistemic solution.

Given the apparent dispute arising from the varattesmpts to offer an epistemic
solution to the problem of induction, and espegidletween Hume and his
successors, a pragmatic justification paves the ¥eaya solution that is
unchallenged by Hume’s objections. While validatmminduction or giving an
epistemic solution for induction entails demonstigitthat the conclusions of
inductive conclusions will be true in the futuré)dication of induction or giving
a pragmatic justification of induction entails shog that induction is the best
rational means suited for achieving a desired é&ased on this distinction,
Reichenbach attempts a solution to the problemndfigtion. He shows that

induction is scientists’ best bet in confrontinguarknown future.

However, it is important to revisit the problem iofduction with a focus on
Reichenbach’s solution because it seems to be ths# promising solution as
compared to the epistemic solutions and the attemgptissolve the problem of
induction. This approach takes us a step forwardlamtifying Reichenbach’s

solution strengths and weaknesses, and thus pavay #®r its improvement.



1.2. Statement of the Problem

Reichenbach attempted a pragmatic rather than &teepc solution to the
problem of induction. He argued that even thougtuation cannot be logically
justified, it is nonetheless justified by virtue loéing a means to a desired end:
leading scientists to a limit of frequency thusiagimg predictive success about
the unobserved future. For him, it is the limitfiifquency rather than the truth of

any propositions, i.e., claiming about the futdhat scientists are interested with.

If we accept Reichenbach’s suggested solution gbuoxee are left with an
epistemological dilemma: we are forced to deny thest essential task of
epistemology, namely, digging up an epistemic figstiion for our beliefs.
However, in rejecting his solution, we are lefthwdn equally perturbing option:
agreeing with Hume that there is no justification induction. This leads to the

guestion; what does the justification of beliefsaithe future entail?

1.3. Research questions
(). Does justification for induction entail an sf@mic justification?
(i). In what respects is Reichenbach’s defenseinduction better than the

epistemic solutions to the problem of induction?

1.4. Objectives of the study

The general objective of this study is to re-examihe major solutions to the

problem of induct



The specific objectives are:
(1) To re-evaluate Reichenbach’s defense of inductioreliation to other
solutions to the problem of induction;
(i) To demonstrate that Reichenbach’s defense of iratust more viable

than the epistemic solutions to the problem of atigun.

1.5 Justification and significance of the study

The Problem of Induction has engaged philosopharsnbre than two hundred
years. This engagement has, however, not yieldédfesdory results. Even
though some philosophers such as Popper (1972) drgued that science does
not make use of induction, it is beyond reasonaldebt that induction is the
method of science. As Strawson observes, scientiais make many deductive
moves in their inquiry but were these the only stegxperimental science would
be impossible (Strawsof@p.cit: 234). Perhaps, this is why Charlie Dunbar Broad
contends that induction is the growly of sciencet the scandal of philosophy
(Broad, 1926). By use of inductive process, scagstarrive at conclusions that
are not entailed by the empirical premises. In, fdt laws of nature, which are a
great achievement of science, are arrived at imgklgt It is for the fact that what
has been observed does not impose any logical mjear@n what has not been

observed that induction is in need of a justificati



However, an epistemic justification of inductionopes to be an unachievable
task, at least, as far as the debate has reach#atg¢oValidation of induction or

epistemically justifying induction would imply conitting a category mistake:

applying the properties of deductive logic in ewding induction. For this reason,
it deemed important to revisit Reichenbach’s pragsjastification of induction

if any hope of justifying induction is to be fulgld. This study gives an epistemic
insight as to why there is need to reconsider gpiagmatic in the justification of

induction. Any substantial contribution made in d&sirating the need for

philosophers to turn from validation to vindicati@f induction is essentially

important.

1.6. Scope and limitations of the research

This study falls broadly in the field of epistemgio and specifically in
philosophy of science. In terms of scope, it covaduction as a method of
attaining scientific knowledge of future claims iaterred from past claims. As
concerns common sense inferences, this study ¢jitlesreference only where
need arises. This is because common sense infereftea turn out to fall short
of scientific generalizations.

There exists in the history of the problem of intitut a great deal of responses to
it. This implied a massive literature at the disgdosf the researcher for critical

examination. This tended to limit the researchghat much time and funds were
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needed for the access of these materials. Withnfarmed selection of the
materials that were deemed extremely relevantégtbblem, the researcher was

able to overcome the challenge.

1.7. Literature Review

Several observations led to the desire to revist problem of induction and
particularly narrowing down on Reichenbach’s pratio@efense. Firstly, there is
an apparent dispute between Hume and his succasgagling the justification
of induction. The latter include authors who seekepistemic solution to the
problem of induction by rebutting one of the maianke’s objections to such a
possibility namely, that arguments deriving fronpesience cannot suffice as a
justification for induction in pain of circular reaning. These are the proponents

of inductivism, reliabilism and probabilism.

Hume made it clear that when we infer propositiat&ming of the future

behavior of objects from the knowledge of theirtgashavior, that inference is
founded on experience. There seems to be no dabbig Hume’s notion since
scientists derive generalizations in form of thesrand laws upon accumulation
of evidence of past behavior of objects. For instarwhen a sufficiently large
number of metals is observed to be good thermo+atinds in the past, scientists

draw a generalization that all metals are good ntbeconductors. This



generalization includes those metals that haveyebbeen observed. According
to Hume, a question emerges as to why we shoultrystton past experience of

behavior of objects as a rule for the behaviorraghserved objects.

It was Hume’s observation that any argument thekseo justify the claim that
the future will be like the past must either derfeem a priori claims or from
experience. However, Hume reiterated that suchnaegts cannot suffice as
grounds for inductive conclusions the reason bémag) all conclusions regarding
the future behavior of objects are founded on agpee and on the assumption
that the future will be like the past. Hence, farmik and as it is obvious, to seek
to justify the assumption that the future will bkel the past by appealing to
arguments drawn from experience would be arguing@ iarcle. It is for this
reason that the justification of the presumpticet tihe future will be like the past

must not derive from arguments based on experigthame, Op.Cit: 31-35).

The proponents of inductivism, reliabilism and mbiism underestimate the
strength of the above objection. Disregarding tineutar reasoning charge, they
all appeal to the past record of success of indactn the justification of
induction. Inductivists such as Black{.Cit) and Braithwaite@p.Cit) argue that
induction has been successful in the past andgeftiver, induction will be
successful in the future. Particularly, Braithwadtgyues that the inductive rule,
when applied to arguments with true premises in phst has yielded true

conclusions. Hence, he concludes that if the indectule will be applied to

10



arguments with true premises in the future, thenilitlead to true conclusions

(Black, Op.Cit: 218).

The proponents of reliabilism such as Papingapi@it) contend that induction
has been reliable in the past for it has yieldad tronclusions and concludes that
induction will be reliable in the future. On thehet hand, Probabilism appeals to
relative frequency of past observed samples of tsvem infer that the future
samples will match the past samples in terms ofaderistics (see Stovep.Cit

and Williams,Op.Cit).

As it is obvious, no one can deny that the threéengits to offer an epistemic
solution to the problem of induction namely, probaim, inductivism and

reliabilism are guilty of circular reasoning. Théugeeking to refute Hume’s
aforementioned objection, none of them has beea tabhchieve this objective.
This observation gives us an insight that an epistesolution to the problem of
induction is not possible if the justification dfet claim that the future will be like
the past is to derive from arguments based on epey against Hume’s
objection. Besides, to seek to show that inductwii always vyield true

conclusions is to seek to validate induction andgtyloing to commit a category
mistake. Inductive reasoning is not necessarilythtrpreserving. To reason
inductively is to risk error. As it is generally ragd, validity is not a feature of
inductive reasoning but of deductive reasoning.e@ithis fact, our role in

justifying induction, and here we agree with Humegnnot be that of

11



demonstrating that the conclusions of inductiveuargnts will be true in the

future.

Secondly and closely related to the observationvabs the fact that Hume’s
objections to the justification of induction nametliat there are neither a priori
demonstrative arguments nor probable demonstratigements for justification
of the claim that the future will be like the pase irrefutable. As a matter of fact,
if Hume’s objections were refutable, then there ldoobe no Hume’s problem
today. Since Hume, the debate on the problem afatoh has been centered on

the two objections.

As it has been observed in the foregoing, the gitento offer an epistemic
solution to Hume’s problem mentioned above soughtefute the second of
Hume'’s objections albeit unsuccessfully. In the sdaaken, there seems to be no
doubts regarding lack of a priori arguments in deéeof the claim that the future
will be like the past. This impossibility deriva®i the fact that a conception of a
contrary of any inductive conclusion does not implycontradiction. It seems
Reichenbach was right in claiming that, as he wrbtethese two pillars of
Hume’s criticism of the principle of induction hawtood unshaken for two
centuries, and...they will stand as long as therea iscientific philosophy”

(ReichenbachQp.Cit: 342).

The third observation that influences this studghis fact that there seems to be a

genuine problem with induction. Despite the fa@ttiome philosophers such as

12



Strawson and Popper have sought to refute thisncléhey have not been
successful. The failure to dissolve the problemndiction in conjunction with
the failed attempts to offer an epistemic solutiont directs us to reassess the
need for a non-epistemic justification. For ins@n8trawson, in an attempt to
show that the problem of induction is a pseudo lemabclaims that a demand for
demonstrative justification of induction is unnesay and senseless. Instead,
Strawson seeks to show that induction is ratioyabddinary language definition
of the concept rationality and thus does not nestification. For him, to have
inductive evidence for a claim is what it meansb® rational by standards of

ordinary language (Strawsddp.Cit: 257).

However, as Wesely Salmon has shown, Strawson naag Isucceeded in
showing that a demand for the justification of iotilon takes us beyond the limits
of possible validation or epistemic justificatiohieduction. Nonetheless, Salmon
shows that this fact does not imply impossibilifytiwe justification of induction.
He argues that even though induction cannot beat@d, there remains a viable
form of justification that does not seek to demmst the truth of inductive
conclusions, but which seeks to show that induct®suited as a means to a
desired end: the vindication option. This is théapthat Reichenbach considers
as the only hope of offering a solution unchallehdgey Hume’s objections

(Salmon, 1978: 7).

13



Besides Salmon’s observation, it seems plausiblegjuestion the rationality

behind our ordinary understanding of inductive pahaes. This has been pointed
out by philosophers such as Bonjour (2009) andrfeapi Op.Cit). This implies

that induction presents us a genuine difficultyttdamands a solution. If we
accept that vindication of induction is a viablgesalative and given that
validation of induction seems to be a lost coutken there remains a need to
reconsider the call for a pragmatic justificationcls as that developed by

Reichenbach.

Another attempt to dissolve the problem of inductas long as it is considered a
threat to the logic of science is presented by Bogpopper views the problem of
induction as that of establishing the truth of @msal scientific theories and
hypotheses. He agrees with Hume that inductionnisireational method of

arriving at beliefs. However, Popper reiterateg tha role of the scientists is not
to establish the truth of theories but to falsihem. By shifting the role of

scientific inquiry from truth to falsity, Popperfefs an alternative to induction:
falsificationism. According to him, falsificatioms does not make use of
induction. Instead, scientists put forward tengtguesses in form of theories.
Deductively, they derive predictions from them dogl observation, look for

instances that refute the derived predictions. Upocountering such instances,
they apply deduction to conclude that the theoryir® the predictions is also

false (PopperOp.Cit: 50-51). Popper’s views imply that the problemnafuction

14



is a pseudo problem in as far as induction is kestly considered to be the logic

of scientific discovery.

However, it seems indisputable, and this has bearnten out by Hillary Putham

(1979) and SalmonQp.Cit), that science makes use of induction. As a mafter
fact, scientific laws are arrived at inductivelyhi§ implies that Popper’s account
does not succeed in dissolving the problem of indocHence, the two attempts,
by Strawson and Popper, to dissolve the problemdfction have not been able
to meet their objective. Induction remains problamand as such continues to

undermine the rationality of scientific methodology

Fourthly, the attempt by Goodman to reformulate ldisnproblem is of influence
to this study. Goodman claims that the old probténmduction has been resolved
and that a new problem of induction faces us todiywever, he agrees with
Hume that inductive inferences do not logicallyldal from what has been
observed since what has been observed imposegjicallguarantee on what will
happen (Goodmar®p.Cit: 59). Hence, Goodman contends that it is impossibl
demonstrate that scientific predictions will turntdo be true. In this regard,
Goodman, via his Grue paradox (which we shall disdater), shows that not all
predicates when used in hypotheses lead to vatigegirons. The new problem
according to Goodman is that of distinguishing ket valid and invalid
inductive projections. Consequently, Goodman prepas criterion for making

this distinction. According to him, only the deemgtrenched predicates in our
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traditions of using them in hypotheses lead todvaliojections. By implication,
entrenchment of predicates derives from the hdbitaking projections using the

predicates in question.

However, critics of Goodman such as John NortorO§2Gand Frank Jackson
(1975) have argued that Goodman'’s riddle depicteing new. For Norton and
Jackson, there is nothing that Goodman introdubes was not handled in
Hume’s problem. As it is evident from the brief suary of Goodman’s views, it
seems he endorses Hume’s position that inductiomatabe epistemically
justified. By asserting that the genuine probleminafuction cannot be that of
demonstrating the truth of inductive conclusiond &y appealing to habit albeit
disguised in the concept “entrenchment”, Goodmantsre idea is reminiscent of
Hume’s position. It is worth noting that on obseryithat induction is not
justifiable via a priori and probable arguments,mduappealed to habit as the
basis of inductive inferences. It seems, therefibvet, Goodman does not advance

the debate beyond Hume’s assumptions.

Finally and most important to this study is the eation that Reichenbach
developed a pragmatic solution to the problem dliation; but despite the fact
that an epistemic solution seems fruitless, hi®acthas been dismissed as not a
solution to Hume’s problem. As it has been pointed earlier, Reichenbach
appreciates the fact that it is not possible tateefHume’s objections to the

justification of induction. If this is true, it dees impossible to demonstrate that
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inductive conclusions will be true in the future @ésmanded by an epistemic
justification of induction. However, for Reichenbadhis does not imply that

induction is not justifiable (Reichenbaddp.Cit).

According to Reichenbach, induction is an indispéites tool for the preparation
for action. Since any future action presupposesrs¢vneans that may lead to the
attainment of the desired aim, the choice of thamsenust be in accord with the
principle of induction. Hence, Reichenbach contethds$ induction serves as the
best assumption in confronting the unknown futifrthe principle of induction is
the best assumption regarding the future, thers ifustified by virtue of the
purpose it serves. For Reichenbach, the purpos®lottion is, as he notes, “...to
find a series of events whose frequency of occegaronverges toward a limit”

(Ibid: 350).

Reichenbach contends that scientific statementspesbability statements, in
which case the most probable event is posited imofuture. As a frequency
interpreter of probability, Reichenbach contendat tthe aim of frequency
interpretation of probability is to seek a point @dnvergence of the relative
frequencies of repeatable events. Since evidemzkbg implication induction,

sustains and gives meaning to probability statespehe problem of induction
arises from frequency interpretation as long agwent which has had a given
relative frequency is projected into the future.r RReichenabch, frequency

interpretation assumes that as the frequency @vant is extended, the relative
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frequency of the event approaches the true valutheflimit, that is, one (1).
Hence, Reichenbach concludes, induction which B basis of probability
statements will in the long run lead to the trudugaof the limit of relative
frequency of repeatable events. In this regardjahdn is justified as long as it

leads to the achievement of this aim in the long ru

However, Bonjour introduces an interesting elenmetat the debate. According to
him, the original problem of induction demands stification that shows that the
conclusions of inductive arguments will be truethe future. The problem of
induction has to do with what reasons or justifmatthere are for accepting
general conclusions on the basis of observationpadicular instances falling
under them (Bonjour, 2009: 58). For him, Reichehbapistification of induction
gives no reason whatsoever for thinking that theckusions of inductive process
will (or that they are likely to) be true in thetdwe. By disregarding the truth of
inductive inferences, Bonjour reiterates, Reichehldoes not offer an epistemic
justification of induction. Hence, as for Bonjotw, sideline truth is tantamount to
not offering a solution to the skeptical questioh imduction. For him, the
pragmatic vindication cannot thus be regarded asolation to the classical

problem of induction.

Besides, Bonjour views the aim that Reichenbachgmassfor induction as
achievable neither in the long run nor in the shant For Bonjour, Reichenbach

does not give the scientists any reason to thiak aimy calculated value of the
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relative frequency at any point during the proaafsealculating and revising the
calculation is the true value of the limit. HenBenjour concludes that the role of
scientists in Reichenbach’s account is not belite&n random guessing. Moreover,
Bonjour agrees with Hume that no number of obsefvnsthnces of an event
assures us that the event will occur in the futdéecording to Bonjour, this

implies that no duration, however long, can guaanthat the limit will be

achievable in the long run. If Bonjour is righttims assumption, then it implies

that Reichenbach’s aim of induction is faced withuashakeable objection.

From the foregoing, it is evident that there isamparent dispute regarding the
kind of justification possible for induction. Thetempts to offer an epistemic
solution to the problem of induction fail to mebkétobjective given the weight of
Hume’s skepticism. Surprisingly, even in the light this impossibility, an
alternative pragmatic justification of inductionfered by Reichenbach is still
dismissed as not being a solution to this perenmiablem. For this reason, it
seems important to reassess and to compare Reattéabsolution to other
solutions offered for the problem. By assessingttengths and weaknesses it is

possible to recommend on how it can be improved.
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1.8. Theoretical framework

This study employs pragmatism to revisit the probtd induction with an aim of

demonstrating the need to reconsider and improv&®eichenbach’s pragmatic
defense of induction. As a theory in philosophygmnatism generally holds that
a proposition is true if it works satisfactorilynd truth of a claim therefore lies in

the practical consequences of accepting it.

Pragmatism originated in America in the late nieath century. Charles Sanders
Peirce formulated it in his articlejow to Make Our Ideas Clear. In this article,
Peirce argued that “...a belief is something thataneeaware of which appeases
the irritation of doubts and involves the estabtisint in our nature of a rule of
action or habit” (Peirce, 1878: 397). In the sam@lwPeirce emphasizes that
beliefs are distinguished from each other accordjmghe modes of action to

which they lead.

In What Pragmatism Is, Peirce expounds pragmatism further by noting that
“...pragmatism has the most striking feature in thakecognizes an inseparable
connection between rational cognition and ratignapose” (Peirce, 1905: 412).
He urges that pragmatism is a procedure of seekiegnings in concepts and

formulas for action.

Pragmatism was also formulated in William Jam@sagmatism. James argues

that pragmatism is a method that seeks to interpotions by tracing their
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practical consequences. He states that the maistigngo ask when resolving
philosophical disputes is “...what difference woutdpractically make if this

rather than that notion were true?” (James, 19@J: HWowever, unlike Peirce
who was concerned with the meaning of concepth@adbasis for action, James
sought the meaning of immediate experienced factgams for action. For James,
it is essential to examine the practical resultsdefis in order to establish their
truth and meaning. The usefulness or workability idéas, arising from

experience, comprises their truth and meaning. Saviews pragmatism as a
method of enabling man to cope with his environnfenpurposes of successful

action.

Pragmatism was reformulated to instrumentalismdhnJDewey in his article of
1938, Logic: The Theory of Inquiry. Dewey takes instrumentalism as an attempt
to make a logical theory of concepts, judgments, iaferences. This is done by
examining how human understanding works in detanginexperimentally,
future consequences. Truth for Dewey becomes “wteda assertion”. This
means that all problematic situations, for Deway @esolved through inquiry
which leads the mind to warranted assertion. Defwgiper urges that the purpose
of all inquiry is to bring about satisfactions asalutions to problematic situations
(Dewey, 1938: 42). This implies that the processqtiiry arrives at conclusions

which are projected towards action. For him, thaughnstrumental and bears a
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practical function. Through thought, man seeks dadhe problematic situations

via changing his environment.

In spite of the apparent differences in approachwéen the three major
pragmatists outlined above, they all agree thaefseterve as the basis for action.
That is, the meaning and truth of beliefs are toelaluated solely on their
practical consequences; both immediate and antempaTruth is not a
comparison between statements and external sthtafagrs but it lies in the
practical difference that the idea makes in owrdiv it is on the basis of this point
of agreement that | have demonstrated the nee@donsider and to improve
Reichenbach’s justification of induction. Reichecibaoffered a pragmatic
solution to the problem of induction by appealingtihe anticipated purpose of
induction as a method of science. However, hist&wslthas been criticized on the
grounds that it does not offer the epistemic jicsitfon required for induction but
rather a pragmatic justification. Besides, the hemassigns for induction may be

hard, if not impossible, to achieve.

By applying pragmatism, | have shown that Reichehizasolution is best suited
as a justification for inductive inferences: a gdiom which philosophers should
proceed in offering the justification of inductioh.have demonstrated that an
epistemic justification of induction, which amounts showing that the

conclusions of inductive arguments will be truethie future, is not possible for

this would be equating induction with deductiont yeluction is not necessarily
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truth preserving. This implies that inductive carstbns from true premises may
turn out to be false in the future unlike the cosans of deductive arguments
which if the premises are true, then they are rszoéyg true even in the future. A
pragmatic approach does not seek to show that iiveunferences will turn out
to be true by matching facts in the external woRdther, the immediate practical
consequences of inductive inferences justify indactHence, the way to justify

induction is by demonstrating the practical conseges of inductive inferences.

1.9. Methodology

The study applied the qualitative method of rededtaelies both on primary and
secondary data, critical examination of views atehs of the relevant authors as
well as conceptual analysis. Conceptual analysis eenducted in relation to
concepts such as probability, induction, justifieat validation, and vindication
among others. Due to the evident controversy raggrdhe justification of
induction, it deemed necessary to make a critiealuation of the views of
various contributors of the debate thus unearthimg root source of these
disagreements. It is for the same reason that fbreraentioned concepts were

analyzed.
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CHAPTER TWO

THE CHALLENGES OF INDUCTIVISM, RELIABILISM, AND

PROBABILISM

2.1: Introduction

This chapter focuses on three related attempisstve the problem of induction,
namely, inductivism, reliabilism, and probabilisithese three attempts seek to
justify the principle of induction by appealing toductive self-supporting
arguments; and are therefore guilty of beggingahestion. Granted the plausible
assumption that an epistemic justification canmiseafrom circular reasoning, it
will be concluded that the three attempts fail tccessively rebut Hume’s
objection namely, that arguments based on experiezannot suffice as a
justification of induction. Therefore, the thredeatpts do not take the debate
beyond Hume’s assumptions. It will be establisheat RReichenbach does not
deny the impact of Hume’s objection and that iscigely why he seeks a
justification unchallenged by it: a pragmatic jéisttion. Reichenbach’s account
of induction thus moves beyond Hume’s assumptioat tinduction is not

justifiable.
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2.2: Inductivism

Inductivism attempts to justify induction by apgaglto past instances of success
of induction and proceeds to infer its successhm future. Inductivism is the
account which views science as guided by a metlhggobf making simple and
unbiased observations. The descriptions of obsgphedomena are then used as
the basis of making generalizations in form of tieoand laws. Scientists further
deduce predictions from the generalizations withaam of confirming them
through further observation. Here, inductivism desdhe process of formulating
inductive arguments to justify the principle of uadion relying on observation of
the past success of induction and proceeding frbat knowledge to infer

induction’s future success.

Alan Chalmers summarizes the principle of inductsn“...if a large number of
A’s have been observed under a wide variety of tmmd, and if all these A’s
without exception possess the property B, therAalhave the property B. He
observes that all inductivists appeal to the argutnie..the principle of induction
worked on a large number of occasions in the pghstefore, the principle of

induction always works” (Chalmers, 1949: 47).

Black (Op.Cit) is among the authors who inductively justify ietlan. Black
argues that when the inductive rule has been apptiearguments with true
premises in the past, evidence has shown thatulleehas been successful in

drawing true conclusions. He then concludes thatatso true that the application
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of the inductive rule in arguments with true pressisn future will yield true

conclusionslpib: 218). It is evident from the outset that Blackigument applies
the same rule that it seeks to justify. Unless itituctive rule is accepted as
legitimate, it is not possible to accept Blacks aosion as legitimate. This is

precisely why the inductive procedure is in queastiothe first place.

Black further assumes that the ratio of succesth®finductive rule in the past
determines the degree of belief that the rule watk in the future. For him, if the
principle of induction has worked sufficiently welh the past, then one is
rationally justified in inferring that it will workn future. It is for this reason that
he believes that induction is justified by the asption that this self-supporting
inductive argument raises the degree of reliabditynduction. He explains this
notion, “...at any time in the history of employmeitthe inductive rule it has
what may be called a degree of reliability depegdipon its ratio of success in

previous applicationsbid: 212)

Besides invoking induction once again in the quadieve, it seems questionable
how Black’s self-supporting inductive argument &srto raise the degree of
reliability of the inductive principle by mere redoof its past success. This notion
is viewed by Johnsen Bredo (1972) as absurd. Baegiges that at any given time
the degree of reliability of a rule depends on i@ of its success, say, m/n in
the past where m denotes the number of times itokas successful and n the

total number of times it has been applied. AccadmBredo, Black argues so as
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to imply that his second order argument raisesdidgree of reliability of the
inductive rule to a new level, say,/m According to Bredo, this assumption is
absurd since Black's argument at best states tsé naéio of success of the
inductive rule. Moreover, Bredo argues, this veagtpratio originally determines
the degree of reliability of the inductive rule ahdis cannot be claimed to further

raise the degree of reliability of the same ruléeitives from (Bredo, 1972: 111).

What Bredo implies is that Black’s inductive argutne&oes not provide any
reason as to why we should have a higher degréeisifthat the inductive rule
will succeed in the future if we are basing thistlo& past success of the inductive
rule. Bredo expounds this by saying, “...if the pbaggy of inductive justification
depends on the possibility of increasing the stiterg inductive arguments by
means of second level arguments making use ofaime snductive rule, then the

former possibility does not existl{d)

Let us expound Bredo’s view by supposing that senhave been testing the
effectiveness of a HIV vaccine by dosing subjentKisumu County and then
exposing them to the virus. Supposing record hasvstthat there is remarkable
decrease in chances of contracting the virus irdtds®d subjects as compared to
the other subjects. They may infer from that redtat the vaccine in question
lowers the chances of contracting HIV. The induetargument arising from this
record already gives a degree of reliability irsting that the vaccine is effective.

Scientists may further argue that every time theyehadministered the vaccine to
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subjects, they have recorded a remarkable decredle chances of contracting
the virus, and further conclude that this furth@ises the degree of trusting the
effectiveness of the vaccine. This second argumensimilar to Black's
contention. It seems he would argue that this asgurfurther raises the degree of
reliability of the effectiveness of the vaccine.i hotion seems absurd since the

second argument at best states exactly what isiomak in the first argument.

Another view similar to Black's is propounded by aBhwite Op.Cit).

Braithwaite formulates the criterion of reliabilibf the inductive policy as:

“On every time t later than a fixed timgand of every interval of time of
a fixed length of years d lying within the intenggl t), it is true that many
of the hypotheses established by the use of paliginductive policy)
during the interval of d years (unless there aresunch hypotheses) have
joint property (1) of not having been empiricallgfuted at any time
between the time of establishment and t, (2) ofifgabeen empirically
confirmed at least once between the time of esfainlent and t” 1pid:
267).

For Braithwaite, any policy that satisfies the abaviterion is an effective policy.
Simply put, his criterion purports that the induetipolicy was effective in the
past and therefore is always effective. HoweveritBwaite argues that the
circularity involved in this argument is not vic®wince the contents of the
conclusion are not implied in the premise. Thisuargnt is rule circular but for
him there is nothing wrong with this; for as long the premise is reasonably
believed, the argument will not only be valid breef from vicious circularity in

compliance with either of three conditions. Firstliyat the conclusion is merely
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believed as opposed to being reasonably believexkoondly, that the conclusion

is true or; thirdly, that the conclusion is bothérand merely believed.

According to Braithwaite, all that is needed folididy of the inductive process of
inference besides reasonable belief in the prensst®e truth of the proposition
claiming the effectiveness of the inductive poliéy.person making inductive

inferences is to be regarded as a reasoning machieewrites, “...there is
nothing objectionable in machine arriving at nevsipon which corresponds to
having a reasonable belief in a proposition assgtome general property of the
working of the machine”1bid: 281). For Braithwaite, the fundamental point that
should concern us is the inductive behavior of msnather than their inductive
beliefs. Taken in this sense the logician doesneed to give reasons for making

inductive inferences. Rather, it is upon the criiogive grounds for abandoning

inductive behavior.

It is hard to see how Braithwaites machine analfitgyin the justification of

induction. While a machine can be programmed tavasaid inferences, the case
is different when it comes to inductions made bynho beings. Robert Coburn
(1961) criticizes Braithwaite’s machine analogyp®grammed machine, Coburn
argues, once fed with certain propositions can daxageneral conclusion that its
working principle is effective. However, he reiters there is little connection
between the operations of a machine and the opesatif human beings. Coburn

contends that human beings cannot be viewed astimdumachines. Unlike
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machines, humans have the ability to question csimwhs arrived at from
reasonably believed propositions by applying pples of inference whose

effectiveness is not similarly reasonably belie¢@dburn 1961: 67).

Coburn, to the contrary, claims that Braithwaitetsalogy does not substantiate
the claim that his argument is both valid and ffemm vicious circularity.
Moreover, the conditions that Braithwaite suggdstsvalidity of his argument
would lead to a paradox on consideration of a cadimiductive argument that
“...policy C is not effective in the past. Therefgrelicy C is effective.” Hence,
Coburn argues, if the counter-inductive argumentoisbe valid in line with
Braithwaite’s condition, all is needed for a logigiis to start merely believing the
conclusion of the argument. However, Coburn argaagirical support cannot
be gained for such a counter-inductive procedurentgrely adopting some
psychological change in belief of the conclusiongirestion Kbid: 71). Simply
put, the conditions that Braithwaite offers are swfficient for substantiating his
claim that his argument is valid. Besides, it isdn@ conceive how validity can
be applied to inductive inferences. Validity is ancept that only applies to

deductive logic.

From the brief discussion it is easy to see thdtativists defend induction by
claiming that the conclusions of inductive argursewere true in the past and
therefore will be true in future. The objectivet@soffer an epistemic solution to

the problem of induction. Reichenbach, howevesywgi this notion as absurd. He
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reiterates that requiring a justification of indoat that seeks to establish that
inductive inferences are true is tantamount to dehmay the impossible. For him,
Hume demanded too much of induction by insisting this condition for
inductive conclusions. Instead, Reichenbach comstetidht induction is not
invoked with any pretension of arriving at truetstaents. For him induction
leads to conclusions which are to be considere@sttue but as posits or wagers
carrying a certain weight. This implies that thethr or falsity of inductive

conclusions cannot be established as inductiviaisic

Hence, for Reichenbach, scientists do not condigeir predictions to be true
statements. They consider them as wagers carryirdegree of weight or
probability and choose to deal with them not aghgbut as bets for the future
events. He elaborates this by noting that, “...tdlfuhe conditions sufficient for
the attainment of true predictions does not lieour power...” Op.Cit: 357).
Given the objection that the conclusions of indeetiarguments cannot be
claimed to be true and that induction does not gwatend to arrive at true
conclusions, Reichenbach favors a justificationirmduction that proves the
pragmatic rather than epistemic value of inductibar him induction can be
justified by appealing to its aim namely, leadirg & limit of frequency of
repeatable events. Hume’s objections to justifoccatiof induction, through
demonstrating that inductive conclusions are taesording to Reichenbach at

best show that it is not possible to justify indactin such a manner. It is this
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plausible assumption by Reichenbach in line witimidis assumption that defeats

the inductivism response to the problem of inductio

So far it can be concluded that inductivism doesafifer acceptable solution to
the problem of induction given its inability to rgbHume’s skepticism. Seeking
to justify the principle of induction by appealit@ arguments that derive support
from the principle of induction itself does not ¢éathe debate on the problem of
induction beyond Hume’s objections that probablénductive arguments cannot

be invoked while justifying the rationality of inciion.

2.3: Reliabilism

Closely related to inductivism is the reliabilismasponse to the problem of
induction. Reliabilism’s initial formulation appesarin Alvin Goldman who
proposes a definition of justification as: a knogvsubject is justified in believing
a proposition at a given time if and only if (i)ethsubject’'s belief in the
proposition results from a belief-independent ctigei belief forming process
that is unconditionally reliable, or (ii) the subfs belief results from a belief-
dependent cognitive belief forming process thatdeditionally reliable and all
the input beliefs are justified (Goldman, 1979). $hsa’s (1991) evil demon
problem is relevant here; if there exists a powedttmon that misleads subjects

into acquiring false beliefs, then this challeng@sldman’s formulation of
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reliabilism outlined above. In an evil demon- woslabjects acquire justified but
unreliably arrived at beliefs. Sosa views the wistiof the evil demon as living in
a world in which there are unreliable belief forgiprocesses but nevertheless

these beliefs are justified.

With such a weighty challenge namely, the poss$ybilif justification without
reliability, Goldman suggests another condition felrability. In addition to the
aforementioned conditions, the subjects must ne¢ h@ason to believe that their
beliefs are unreliably caused. According to Goldmtms gives reliabilism a
stronger formulation. That is, a knowing subjedbslief in a proposition is
epistemically justified if and only if (i) the swdgt's belief in the proposition is a
result of a cognitive process that is (highly)able, and (ii) the subject does not

have reason to think that his/her belief is unbdjiaused.

Let us now evaluate the above claim in greaterildetmduction as a belief
forming process yields beliefs that are not lodycahtailed and therefore in need
of justification. Reliabilists seem to agree thdidief that is inferred from other
reliable beliefs is also reliable. By the same tgkdochen Breisen (2013)
observes a major difficulty that faces reliabilisAn illustration similar to one
given by Braisen will serve to outline this diffitp Consider Aysha who has a
reliable perception. Her kitchen is equipped wittira detecting alarm. However
she has no reason to believe that the alarm is oot reliable for she has never

checked its internal working status. On one ocecasip while resting in the
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backyard she hears the alarm ring and proceedsason as follows. (i) On
occasion @the alarm is ringing. (ii)) On occasion there is a fire in the kitchen.

(iif) Therefore on occasiom the ringing alarm denotes a fire in the kitchen.

According to reliabilism, Aysha is justified in dlhe three beliefs because each
involves a reliable belief forming process and bhe no defeaters in respect to
the beliefs. Therefore, she is justified in belreyithe reliability of (i) owing to
her perception. In reference to (i) she believéswhich is justified as well
because the process that led to (ii) is ‘believatwthe alarm says’ and this is
justified as long as the alarm is working prope8e is also justified in believing
(iif) since according to reliabilism drawing aneénénce from a justified premise is
reliable. Following the accumulation of many sucktances, Aysha gathers large
evidence concerning the behavior of the alarm awdgeds to reason; (iv) on
occasion 9— 0, the ring of the alarm denoted a fire in the kitchBrom this

evidence she inductively infers (v) the alarm isai#e.

However according to Jonathan Vogel (2008) ands€BraiQOp.cit), it seems that
Aysha cannot be justified in believing (v) unlesdse sgoes to the kitchen to
confirm that the alarm is working correctly: by nvak internal checkup. But
then, this need to carry out an internal checkwpolires reliablists in epistemic
circularity in that the justification of (ii) abovalready presupposes the truth of
the conclusion (v). This plainly jeopardizes ateatpts by reliabilists to infer the

reliability of all particular inductive inferences.
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Papineau concedes that the conclusions of induetigements are not logically
entailed by the premises from which they are dravan.this reason induction is
logically invalid. However, Papineau argues, thoesl not imply that inductive
inferences do not yield knowledge (Papineap,Cit: 12). By demonstrating that
validity is not a necessary condition for knowledbye rather that the reliability of
the process of acquiring knowledge is, he hopedetout Hume’s skeptical

conclusion namely, that induction is not epistentygastifiable.

A process of reasoning, according to Papineaurasohal” as long as it is in

accordance with the condition of ‘reliably derivitrgth’. Hence, Papineau argues
that induction is rational and yields knowledge dese it is a reliable method of
arriving at new truths out of old ones. With thissamption, Papineau seeks a
supporting argument: He contends that inductignssfied because it has been a

reliable tool for arriving at true conclusions iretpast. He writes,

“When people make inductions, do their conclusitma out to be true?
There are plenty of past examples of people makidgctions. And when
they have made inductions, their conclusions hadeed turned out true”
(Ibid: 14).

Responding to the possibility of circular reasonth@rge, Papineau argues that to
solve disputes regarding whether induction is béfiaor not, it is rational to
appeal to what he calls ‘normal procedures of iigason’ which include
inductive procedures. Moreover, he claims, the utadty involved in his
argument is not vicious. Even though his argumentuie circular, Papineau

argues, this defect is not exclusively a difficulty validating induction. For
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Papineau, to show that any process of inferenaeligble, be it induction or
deduction, one is bound to involve in rule circitiarFor him it is possible to
demonstrate the reliability of deductive inferend®s appealing to rules of
soundness. However, the process of demonstratisgvilidity makes use of
deduction thus making it as circular as that ofifyieg induction (bid: 16). For

this reason, he concludes, it is unfair to dengrgument’s legitimacy on grounds

that it offers a circular justification.

However, as Alan Robert Rhoda (2003) put it, sethantication is no
authentication and as such needs not be takemylighhat Rhoda implies is that
one cannot claim to have offered an epistemicfjaation for a rule by simply
employing the same rule in need of justificatiorhig/her justification. Moreover,
Rhoda argues, the parallel that reliabilists dratween induction and deduction
does not exist. This is because while it is possildl prove the validity of
deductive rules without making reference to theesamhe in question (such as in
proving the validity of a mathematical theorem with invoking the theorem in
guestion) the same is not possible while provirggriiability of inductive rules.
Rhoda concludes that for the reliabilists’ paratelhold they need to offer an

inductive inference that does not use the rulesednof justificationlpid: 36-38)

Rhoda insists that the reliabilists’ use the paftalo as to equate inductive
inferences to deductive inferences. Reliabilistsoating to Rhoda assume that

just as validation of induction terminates at dethecrules of inference, (taken as
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premises in need of no justification) so in the samay ought inductive rules of
inference to be considered. Of course this doe®niyt help to avoid an infinite
regress in justification but also makes it possiblevalidate both deduction and
induction. However, Rhoda argues, deductive logidika inductive logic
contains truths of reason and does not infer angtbeyond the contents of the
premises. Inductive rules, in so far as they ardiogent, imply that even if they
were analyzed for ever, there can never be anydiittuth that they logically
follow from the conclusions. As such, they cannetthken as premises, in need

of no justification.

The important point to note is that the problemjudtifying the reliability of
deductive rules is unlike that of justifying thdiability of inductive rules. As

Rhoda writes:

“The attempt by...Papineau to legitimize rule circulaferences by
appealing to parallel between deductive and ingaadtiference rules is
misguided. The necessary parallel doesn’t exist,vaithout that we are
left with no good reason to suspend the highlyiint principle that

self-authentication is no authentication in favdr permitting rule-

circularity” (Ibid: 44).

In furtherance of Rhoda’s plausible view, it cagwsed that even if rule circularity
cannot be avoided in demonstrating the reliabdityany form of inference- be it
deductive or inductive- this fact alone does ngplinthat justification terminates
at this point. Rule circularity can be avoided lwiding taking the process of
validation to the level that Papineau takes it.tTsgafor further justification of the

rules of inference, be they deductive or inductitheere is always a plausible
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alternative: invoking the purpose or the aims af@thg the rules in question. We

shall address this point later.

A further challenge arises for reliabilism beingeernalist justification theory.

It holds that the knowing subject needs not knoat #h process is reliable to be
justified in claiming the information that resuftem the procedure. Connected to
this, reliabilists suggests that as long as inducis reliable, the beliefs that arise

from it are justified regardless of anyone’s awasmnthat induction is reliable.

This view is supported by Michael Levin who urgés,all that matters for
knowledge is that the process causing his beliakebable whether he realizes it
or not” (Levin, 1993: 227). According to Levin, merg and perception are
reliable apparatus. As such, the inductive belieét arise from these apparatus
are reliable and thus justified. For him, the maallenge that inductive skeptics
pose is that even though induction has been reliabihe past, it may cease to be
reliable in the future. However, to this Levin ezdtes that a reliable process does
not depend on timellfid: 298).This implies that a belief forming process i
reliable if and only if it is objectively reliabl€onsequently, if induction has been

reliable in the past, then it must continue toddmble in the future.

Vogel Op.cit) criticized this aspect of reliabilism. Accordibg him, reliabilism
is defeated by internalism since internalism respiithat knowledge be justified
and justification requires evidence. This is asregped in the fire detector alarm

illustration: Aysha has no evidence regarding thle@bility of the detector. By
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virtue of lacking evidence to support that the mlas reliable, internalists would
argue that she does not know that the alarm iahieli We intuitively feel that
there is need to conduct internal checks even berahachines that we believe
are reliable in order to be justified that they,amally, reliable. This internal

check reduces the knower to an internalisit{ 520).

In response to Levin’s claim, we may argue thaeiéms that reliability is not
necessarily an objective reality. Just becauseobhtas been reliable in the past
does not logically imply that it will be reliabla ithe future. This suggests to us
that reliability is a contingent matter and theref@ itself raises the problem of
induction. There exists no contradiction involvadhe conception that a tool that
was reliable in the past may give contrary residtshe future. For instance,
people have had reliable sensory apparatus indkewhich have ceased to be
reliable now due to unanticipated defects. It seghasisible to evaluate the
reliability of the apparatus on the grounds of thgeactical usefulness at a given
time without claiming its usefulness in the futdoe nothing about its future

working abilities is known.

The reliabilism response discussed above applasctive arguments in showing
that induction will be reliable in the future. Thdses not, however, imply that the
conclusion “induction will be reliable in the fuliris necessarily true. As it is
with all inductive arguments, the conclusion is thogically entailed by the

premises from which it is inferred. Reichenba€p.€it) moves to a greater
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extent. Although he does not explicitly invoke tieéiability of the inductive rule,
he does not only show that the inductive rule m@eessary condition for finding a
limit of frequency of repeatable events, but alsat it is a necessary condition for
the existence of the limitl§id: 356 ). Unlike the reliabilists, he does not s&zk
show that induction has been reliably yielding tpuedictions and therefore will
continue doing so in future. To the contrary, heiég, as it was already observed,
that predictions can be shown to be true. His aspumhowever, avoids
circularity for he does not use inductive argumeatsupport his claim but rather

appeals to the purpose of the inductive rule.

In sum, reliabilism as a justification of inductia notoriously circular. It does
not provide any plausible grounds as to why we Eharontinue trusting
induction as a guide to the future. Reichenbachiggested solution thus seems
more plausible as far as induction is not justified appealing to its past

reliability but by being a necessary tool for aimty at the specified aim.

2.4: Probabilism

Probabilism provides another attempt to offer amstemic solution to the
problem of induction albeit guilty of circular reasng. This response to the
problem of induction views scientists as incapatfiebeing a hundred percent

certain that their generalizations will continueb® true in the future. The core
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assumption of this notion is that, guided by adangmber of past observations,
scientists can approach absolute certainty, ansl ighiall that is needed for

justification of scientific inferences.

As such, scientific generalizations are not uniaedeterministic statements but,
probabilistic statements. The implication is thadh@bilistic theories, as pointed
out by Anthony O’Hear, do not offer predictions $ogle future events. For
example, on observing that Kinyua (and many otlases similar to Kinyua’s), a
chain smoker, dies of lung cancer at a tender agea investigating his lungs to
find evidence of traces of smoke, a scientist noagntilate a theory that smoking
increases the chances of contracting lung canaereMer, the fact that Njoroge,
also a life-long chain smoker, dies at an old aggdod health does not counter
the theory that smoking increases the chancesrdfaming lung cancer. This is
because the theory speaks of smoking as incretsgngrobability of contracting

lung cancer (O’Hear, 1989:144-145).

The implication is that probabilism theories do detluctively entail all cases of
events which they seek to explain. For this reaiom single case of Njoroge is
not entailed by the theory. The conclusion to dfs@m the theory and the
premise that Njoroge has been smoking the longastgb his life is that he will
probably get lung cancer. This procedure involveskening the conclusion of
the argument by introducing the term ‘probably’.lik@ inductivists who, upon

observation of large number of instances of a pimamon, draw a universal
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inference that all cases of the phenomenon are-awdisuch as observed,
probabilists claim the occurrence of a single igalaevent only in relation to the
probability of a class in which that phenomenorobgk. However, they do not
just assert vaguely about the probabilities of &efhey may assign a numerical
value to the probability of the isolated event lohea the relative frequency of

that class of events.

For instance, the action of drawing cards from 8 steuffled park would assign a
48 in 52 chance of drawing a non-ace. Supposevet ®f drawing a non-ace is
‘a’ and the action drawing a card is ‘b’. A probatic theory would be
P(a,b)=48/52. This high probability does not, hogrevule out the possibility of
drawing an ace in the next single event of dravancard. However, the theory
does not claim anything about the particular drgwoha card more than that the

event belongs to the class of all possible events.

Probabilism does not treat the cases that deviate the theory as refutations of
the theory unless such cases are sufficiently largrigh to falsify the theory and
also given that there is no reason to think thatdéviating cases are atypical of
the sample characterized. As pointed out earliehabilistic theories are based
on observation of large number of instances ofenpmenon. This is the Law of
Large Numbers with its origin in Jacob Bernoullireeorem (1713) and gets its
application in justification of induction in DonaM/illiams (Op.Cit) and Stove

(Op.Cit).The law states that if a sufficiently large saen drawn from a large
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population, then it is most likely to be like theother population regarding the
distribution of characteristics (see O’'Hear 19897)1 The rationale is that as the
sample size is increased, the likelihood of maighime mother population in
terms of distribution of characteristics approacties probability value one (1).

According to probabilism this is the sense thatisitve inferences are justified.

An example of a probabilistic justification of incliton was presented by
Williams (Op.Cit). Williams offers a justification of induction hop to rebut

Hume’s objections and the circularity that arisenfrattempts to justify induction
via probabilistic arguments. However, as Campbedl Branklin (2004) observe
and as it will be concluded by the end of this isectWilliams’ argument at best
claims that there are reasons for believing thatdgaductive arguments give a
degree of support to their conclusions but thissdugt imply that the conclusions
are entailed by the premises. For Williams entailinie one condition for support
of a conclusion in which a hundred percent cenaifar the conclusion is

guaranteed. However, in most cases, certaintydgonglusion is below 100% but

nevertheless strong in which category inductivectgsions fall.

Williams contends that proportional syllogism, itigh a conclusion of a subset
of a sample is non-demonstratively inferred fronowledge of the components
of a larger sample or the whole population, is stified form of inference. For
instance, if a room has 50 persons and givenwaknow that 90% of the

persons are males, then we are justified in infgrthat the next person to be
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selected by a blind-fold individual will be malesha 90% support from the
background knowledge. That is, given this evident® conclusion has a
probability 0.9 of being true. Even if the next g@n selected may turn out to be
female, it is rational to believe the propositidine’ next person to be selected has

0.9 probability of being male’.

The above argument is an example of proportiondbgigm in which it is
rational to have a calculated degree of confidancthe conclusion. Williams
argues that the same reasoning (proportional sghogapplies to inductive
inferences but involves, rather, inferring form age sample to the whole
population. He contends that the premises of indeicarguments give high
degree of support for inductive conclusions juse lit is to infer from a
population to the sample. This implies, for Willigmmeversing the structure of the
syllogism so that the process of inference shifsnf“population to sample” to
“sample to population”. From the outset this seetnsbe an illegitimate

transference. This point will, however, be elabeddater.

A perturbing situation arises, as Campbell and Knan(Op.Cit) observe, in
establishing the truth of the transference abouseyTargue that as for the
proportional syllogism it is quite clear that theasons for accepting the
conclusion are purely a prioribfd: 280). For instance in the illustration above
given that there are 50 persons and that 90% aof tve male, it follows, a priori,

that the chances of picking a male are 90 in 10@ Tonclusion does not

44



presuppose any contingent claim. This is unlikenisuctive arguments whose

conclusions move beyond the available information.

However, Williams argues that it is possible toeoffuch an a priori justification
for induction. To demonstrate this, he illustrategppose a scientist wants to
investigate a sample of 1000 fold ravens (fold attthe scientist has no
information concerning the ravens a part from thaty of such-and-such color).
The scientist can come up with several groups dd0l@old ravens. The
assumption is that however large the number of 1806n groups there may be
to cover the whole population of ravens, it is et that the majority of them will
have similar characteristics in terms of color. flisathe majority of the ravens in
the groups will match the raven population. In saatase, according to Williams,
it is rational to believe that a majority in thergale of 1000 fold ravens will most
probably characteristically match the total popolat However, this does not
imply that there will be no deviant cases. Williarmsncludes that induction
(inferring from sample to population) is justifisthce this reasoning is as direct

as that involved in proportional syllogism (infexgifrom population to sample).

Supposing 95% of the ravens in the 1000 fold ragamsple are black. Williams’

argument can be summarized, as Stove does, as;
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The probability of the inference,

F. 95% of ravens are black

G. Abe is raven

H. Therefore Abe is blagk is 0.95 and this is eroug justify inductive
inferences. In a generalized from the argument asns

m/n"of large sample S of the F’'s are G

Therefore, about mi of the population of F's are G (see Huemer, 2G5Z).

The transference from “population to sample” tonfipée to population” as
advocated by Williams seems not to make a goodggaWhile it is possible to
have a degree of confidence in proportional syflo’ conclusion owing to
unbiased, representative, and finite populatioa,game is not true of inductive
samples which cover an extensive and ill determpepulation. Therefore, the
analogy between proportional syllogism and inducti@rguments lacks the
‘alikeness’ in terms of the structure apparentdanleside. It is for this reason that
Williams’ justification has been criticized on gris that inductive samples lack

the precise randomness like that of statisticgiroportional syllogisms.

For example, Alice Ambrose urges that there needseta method of selecting
the inductive sample in question which allows amenfer in the same way as one
does with proportional syllogism. Unless one idaierthat the sample in question
is unbiased and selected objectively, then oneatamn justified in asserting that
the sample probably matches the whole populaticierims of its characteristics
(Ambrose, 1948: 516). The implication is that intlme would be justified, in the
way Williams suggests, if and only if the analogyai perfect one. This seems to
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be a condition that may never be achieved in indecsampling as long as
induction claims an infinitely large population.dirctive inferences do not just
claim of enormously large present samples of chseslso infinitely large past

and future cases of the population to which theptamxamined is generalized.

Ambrose’s criticism has practical application. Taf@ instance, the long period
before Kenyans had made any contacts with the viutepeans or the colored
Indians. Assuming that communication and movemess wonfined within the
small tribal territories and within a confined geaghical context, it is appropriate
to imagine that Kenyans thought that probably alhan beings are black. This,
however, may have lasted for a short while un#l tinst nonblack human being
came into contact with the black Kenyans. It sedivet the data used to
generalize that the sample observed probably matitigetotal human population
in blackness was significantly biased and unremtasige. It was not known
whether, in the future, conditions will change suttat the black human
population changes to some other color. Neither thasdistribution of other
humans in both place and characteristics knows, therefore, seemingly hard to
talk of an inductive sample that is unbiased angresentative of the whole

population regarding its present and future charéastics.

M.B. Brown also notes the difficulty arising fronack of random inductive
samples. According to him, there are no reasorallab think that inductive

observations are arrived at through a good samplingess. Brown argues that
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the only support that can be given for the samptaildv be inductive itself

(Brown, 1987: 117-118).

Suppose we pose a question; what reasons aretthemake us believe that the
samples that were observed in the past will matehftiture population whose
samples are yet unobserved? The immediate ansateWitliams would offer is

that large samples of a population are known todpeesentative and therefore
the observed samples will probably be represemtaliiis may seem an attractive
answer but it does not settle the skeptical digpute answering the question;
‘how do you know it is representative?’, an appsahade to probable arguments
and this circularity leads back to Humean skeptici the illustration above, it

perhaps was a great disappointment for Kenyanga@amihg that the population

of non-blacks was, as a matter of fact, larger thahof the blacks.

Another version of the probabilism defense of iriduc was given by Stove
(Op.Cit).Stove advances Williams argument by seeking tmedy a main
difficulty arising from it namely, Williams interptation of factual probabilities
can lead to conclusions that make no sense orateainecessarily false (see
Huemer,Op.cit: 359). Stove observes that the conclusion drawm fiVilliams’
argument that “Any F has a probability such-andasat being G (for example
probability 0.9) could lead to either of the follmg statements as expressed in

Stove’s schema 77.
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(77) Any K has a probability of 0.9 of being G
has a high probability of being
is very probably a
Is almost certainly a
is almost certain to be

The statements above, Stove argues, are deceptivexpound on the claimed
deception Stove gives the following illustrationnmmonly made by biologists

(Stove’s schema 78-82)

(78) Any mutation is almost certain to be harmful

(79) M is a mutation

Entails

(80) M is almost certain to be harmful.

Stove argues that the ‘Any’ in (78) above is a ersal quantifier and thus has
syllogistic force. If this is conjoined with

(81) M is a beneficial mutation

Entails
(82) M is beneficial and almost certain to be haimf

It is clear that (82) is either nonsensical or sseely false. According to Stove,
Williams argument is characterized by schema (7A)y sizable sample very
probably matches its population in any specifipeet’ and as such leads to the

kind of absurdity outlined in the illustration aleov

Stove’s argument, like Williams’, adopts the Law lodirge Numbers which,
however, contains less general statements thamaWdl. His argument is based

on the sampling principle: when a sample is draamdomly from a population,
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the probability that the sample is representati’¢he population is very high

provided the sample is reasonably large (see Irydrkh990: 101).

For instance, Stove demonstrates that if a popmatf a million ravens that
contains 50% black ravens was to be investigatethkipg samples of 3000-fold
ravens, then more than 99% of 3000-fold ravens widtch the blackness
frequency of the population within 3%. That is, bt 47% and 53%. As the size
of the population grows larger and the fold-sampdenains constant, the
probability that the random sample nearly matchivgpopulation will not record
significant decrease. From the sampling principtev& draws an inductive

argument;

A: S is a 3020-fold sample of PoP

B: just 95 percent of the ravens in S are black

E: the proportion of black ravens in PoP is neap&gent
(Where PoP=the population of ravens in a given fimerval)

The conclusion (E), in Stove’s argument is, undedlyt less general than
Williams’ H. However, does this argument countee tinductive skepticism?
Stove argues that his inductive argument is jestifn that the conclusion follows
from the premises. It seems consistent to condhbdg as Stove does, owing to
the sampling principle a majority of the 3000-fslamples of POP have nearly the
same proportion of black ravens as the whole paipulalt logically follows that
the probability that the sample S has similar propo of black ravens as the

whole population is quite high. The process ofrinifigg from A to E is inductive.
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But, accordingly, E follows logically from A and Bor Stove this is enough to

rebut Hume’s skepticism.

However, as Indurkhya observes, Stoves argumeist sesan assumption that the
sample in question is actually representative efilinole population of ravens.
Dealing with a sample similar to that of Stove, urichya argues that in the
absence any other information (apart from thatshmple contains some black
and some other color ravens) and on repeated igagsh of the sample, it
would be irrational to conclude that 95 or such-andh percentage of the ravens
are black. This is because there is nothing momvknabout the population of
ravens regarding, for instance, their distributiontime and place. Suppose, as
Indurkhya does, a bucket contains 3020-fold batld an repeated investigation
one finds, in absence of further information, B&tpercent of the balls are black.
Suppose also we are dealing with a sample of 36RDravens and we observe
that 95 percent of them are black. In the case allsbwe can infer with
confidence that there is a high probability thatp@bcent are black. However, in
the case of ravens, the absence of further infeomaestricts us from making
such an inference. The much that can be said ts%gercent of the ravens
observed so far are bladlid: 103). This implies that Stove’s conclusion E @ n

logically entailed by A and B.

Moreover, Stove would need to prove that the sampleavens is random in

order to claim he has justified induction. Unles® tsample is random, the
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inference from A to E is unreliable. According talurkhya, the sample needs to
be random in both time and space. This implies ithaas to be picked fairly on
all areas that ravens exist. If this is not dorentthe inference E must be
restricted to the place in which the sample isemtéd. Indurkhya insists that it
implies no contradiction to imagine that ravend differ in color depending on
geographical and environmental differences. Coreeity) it would be a hasty
generalization to claim that such-and-such percentaf all ravens on earth is
black having drawn a sample from, say, Australael According to Indurkhya,

place randomness is not a possible condition td.mee

In addition, Indurkhya continues, a sample of r@awpuld be random in time if it

is picked within reasonable time frame which inésdhe long past and infinite
future. This is because, it involves no contradictto imagine that ravens may
change and may have changed their color as a resuidaptation. In two

thousand years to come, for instance, all blackmawmay turn out to be white or
some other color. Indurkhya concludes that unlese travel is possible, there
can never be a random sample that guarantees saligstéon to all ravens that
disregards time and space randomness. While ibssiple to include some past

ravens in the sample, it is impossible to inclugeife ravenslbid: 105)

Marcus Giaquinto (1987) traces an explicit fallacy Stoves argument. He

explains:
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“The fallacy is explicit. Consider the question ‘ybhould | believe that

the sample with which nature happens to have foegisme in a
representative sample? The...answer, Stove sayshe iassence; “...it

probably is because most large are representativgBut] A lot

depends on how the sample is obtained. If we krwt our sampling
procedure is truly random so that we are just yikel end up with one

(large) sample as any other sample of the samenszmay reasonably

infer that the sample obtained is probably repriede®e. Suppose now

that a high proportion of ravens are not blackduof these live in very

remote regions, are difficult to spot, and arelgamistaken for birds of

other species when they are spotted. In this cistante we are likely to

obtain a sample which is biased in favor of blamk: sample is probably
unrepresentative, even though most large samplesrepresentative
(Giaquinto, 1987: 614)

In spite of Campbell and FrankliDp.Cit) efforts to save Stoves and Williams
sampling argument from the randomness charge, tilgeetions seem rationally
grounded. Campbell and Franklin argue that the Baghprgument by Williams
and its advancement by Stove serve adequatelystidyjunduction. They argue
that unless one has a reason to think that the lsarnmp question is
unrepresentative, then probably the sample is septative because most
possible samples are. This is clearly an inducsiweport thus implying circular
reasoning. But, besides this defect, Campbell aadKin continue to argue that
it would be irrational to believe that a sampleuigepresentative if there is no
evidence to make one believe that it is not. Tmeesevay that one believes that a
sample of balls is representative of a finite papah of balls, so should one
believe inductive samples as representative. The sandom procedure applied
in statistical syllogism is applicable to inductiveferences from sample to

population. Campbell and Franklin expound this &yirsg: “...you do not need to

know that your sample is not biased- all you need&row is that the sample is
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not known to be biased (or have no reason to tkiak it is likely that it is

biased)” (bid: 85)

However it seems that Campbell and Franklin arengr&leary, the objections to
Stove and Williams, analyzed, site reasons that roake one think that the
sample in question is biased. For example, thentddme an unanticipated change
in the color of ravens due to adaptation and ggagcal differences and lack of
representation of the sample in time and placetisBtal syllogisms, unlike

Williams’ and Stove’s arguments, do not have tleeimclusions going beyond the
evidence contained in the premises. Moreover, #ut that the sample is not
known to be biased does not imply that the sangpleot biased. For conclusive
evidence in such generalizations, it seems reasomadt to just think that the

sample is not biased but also to know that it isbiased. Being ignorant of the
status of the sample does not justify the infererdm@awn from the little that is

known of the sample. Any such generalizations shthetrefore leave a room for

further rigorous investigation which probabilismedmot seem to grant.

Besides the above difficulties facing probabiligdfyme had strongly objected to
any attempt to justify induction by appealing tolpable arguments. Weakening
the conclusion of an inductive argument by insertime term probably does not
make things simpler for a Humean skeptic. Hume aekedges that as the
frequency of instances of an event increase, tlbghility of the event is

proportionately increased. This implies an increiasthe degree of belief in the
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event. Hume contends that matters of fact thar@pexclusive uniformity render
the mind to attach a higher degree of probabilitgnt those that record some
irregularity. However, for Hume, this is the effeat custom. Given that all
conclusions regarding matter of fact are drawn ftbensupposition that nature is
uniform, to weaken the conclusion of an inductivguanent by introducing the
term probable, would also imply weakening the pesEmiby inserting another
premise that nature is probably uniform. The prdistic response does not serve

to validate induction any worse than any other athe attempt.

The foregoing discussion has some similarities é@xfkenbach’s@p.cit) account

of induction. Of significance is the fact that Reabach’s solution is based on
frequency interpretation of probability. As far asents are repeatable, the
relative frequency of their occurrence can be dated. Reichenbach believes
that the calculated, and frequently corrected, eadti relative frequency of a
series of events with a limit of frequency appraackhe true value of the limit.
Induction is justified as long as it leads to thalization of this aim. According to
Reichenbach, the relative frequency calculated rat given time carries an
appraised weight. In the case of probabilism disedsabove, the calculated
weight is posited to represent a future event geeralized manner such as, say,

0.9 of the sample ravens probably matches the cieaistics of total population.

However, for Reichenbach, the weight of the sirigtare event is not known and

as such the event is projected as a “blind” pasitrfothing about it is known
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(ReichenbachQp.Cit: 353). The much that can be said of it is thas ithe best
posit but not that it is a good or a bad posit. ldeer, a process of updating the
relative frequency goes on as the series of evsntentinued. It is this process
that Reichenbach believes will lead to the truaugabf the limit should such

success be possible.

Even though Reichenbach’s solution stems from foitiba he does not justify
induction by appealing to probable arguments. Hisponse as well as the
probabilism response point to it that scientifiatsiments are probable arguments.
However, unlike probabilism which claims that tleenough to justify induction,
Reichenbach carries on the debate to invoke anodimduction in line with
probability or weight of inductive inferences. Thigerefore, does not only escape
the circularity involved in the probabilism atterspo justify induction but it also

takes the debate to a higher level by justifyingability statements.

Besides, probabilism at best tells us how the gmbbf induction arises. As it is
with this response, scientists use the calculatéative frequency of an event to
invoke an unobserved future event. It is this prgd event that gives rise to the
problem of induction. The question arises as to wiey should rely on past
relative frequency as the guide for inferring aufet event. The problem of
induction is already evident in the probabilism dosion that the future samples

will probably match the past samples in terms oérabteristics. As such,
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probabilism does not give a justification for themference. By implication,

probabilism does not advance the debate beyond ldlassumptions.

From the foregoing, it is evident that the threterapts namely, inductivism,
reliabilism and probabilism to justify induction doot escape the circular
reasoning charge since all are inductive in natGansider the three arguments

below:

0] Inductivism
p1 Induction worked on occasion 1
P> Induction worked on occasion 2
P; Induction on occasion 3...n
C: Therefore induction works

(i) Reliabilism
P4 Induction was reliable on occasion 1
Ps Induction was reliable on occasion 2
Ps Induction reliable on occasion 3...n
C, Therefore induction is reliable

(i)  Probabilism
P;Inductive samplewas probably representative of a population 1
Ps Inductive samplgwvas probably representative of a population 2
Py Inductive samplewas probably representative of population 3
C; Therefore inductive samples are probably represestof populations

These three arguments seek to justify inductionappealing to experience;
against Hume’s objection namely, probable argumeviten used to justify
induction amount to circular reasoning. The circukasoning involved in each
leads to the conclusion that neither of them sethesintended purpose nor

advance the debate beyond Hume’s aforementionexttains. As it is evident,
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the conclusion of each argument is arrived at itidely. Any arguments of this
nature already presuppose that induction worksisoreliable, or provides a
degree of probability: the very assumption thatins desperate need for

justification.

However, Reichenbach’s appeal to probability dagdead to this circularity. By
going beyond a justification of induction that aplseto inductive or probable
arguments, his approach suggests that induction lgan justified albeit
pragmatically. Further, by showing that inductivguanents are not intended to
lead to true conclusions, his justification of ietan does not only endorse
Hume’s plausible assumption that induction canmojustified by demonstrating
that inductive conclusions are true, but also effan alternative justification
which probabilism fails to. His appeal to an aimirduction, therefore, furthers
the debate of the Problem of Induction contrarytiie probabilism views

discussed above.

CHAPTER THREE
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ATTEMPTS TO DISSOLVE THE PROBLEM OF INDUCTION

3.1: Introduction

Whereas the previous chapter deals with attempggtrnally validate induction,
albeit unsuccessfully, a contrary thought is preseim this chapter. | present two
attempts that seek to dissolve the problem of itidacThe theorists presented in
this seek to show that either induction needs miification because it is
internally justified, or that it is an irrational ethod, but it is not the logic of
science. The latter is an attempt to show thatetheran alternative logic of
science whose validity is indisputable, and theeefthe problem of induction

need not bother scientists.

The solutions to the problem of induction discussedthis chapter are the
linguistic (or the ordinary language) dissolutiard&opper’s falsification. It will
be concluded that while the linguistic respondearts right on one aspect (that
induction is the logic of science), their claim tthaduction is self-evidently
rational is wrong, and therefore their argumentsxdbimply an impossibility of
justifying induction. Consequently, to justify inclion, a logician is left with an
alternative that takes him/her beyond the limitsvalidation expressed by the
linguistic respondents. Moreover, it will be cordda that Popper’s
falsificationism is neither historically nor prawdily tenable. That is, science

applies induction in discovery and formulation oheories and laws.
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Consequently, the problem of induction continuesutmlermine the logic of

science.

3.2: The Linguistic Dissolution

Linguistic dissolution of the problem of inductigeeks to show that the problem
is a pseudo problem because it arises from congeptanfusion. Hence,

linguistic respondents to Hume’s problem seek &oifyl the meaning of concepts
such as rationality, reason, and evidence. The @tieis attempt is to show that
induction is rational by standards of definition tbk concepts aforementioned.
According to this school of thought, the problemireduction vanishes upon the
clarification of the meanings (previously misconesi) of the concepts from

which it arises. This section will critically re-emine Strawson’s and Paul

Edwards’ accounts of induction as the represergatfthe linguistic dissolution.

Strawson, basis his argument on the distinctiowden types of reasoning which
include arguing, proving, deducing, and inferrifitne problem of induction, he
argues, results from an attempt to reduce all r@agao deductive reasoning. It
is in similar respect that critics of induction sed¢o equate rationality with
deductive logic. He urges that to follow eithettloé aforementioned ways is to be
rational. For Strawson, and as it is widely acdalgtavalidity and soundness

apply to deductive reasoning in which the conclusiecessarily follows from the
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premises. Hence, in a deductive argument, it imradiction to affirm the
conclusion and deny the premise(s). Inductive mdagoon the other hand
involves drawing conclusions from known facts iderto investigate the logical
consequences of those truths (Straw€mCit: 12-13). This distinction between
induction and deduction if accepted from the oufsmhts to it that seeking to

demonstrate the truth of inductive conclusionsiisa.

By the same token, Strawson agrees with Hume tfigataonclusions of inductive
arguments are not entailed by the premises fronclwtiiey are inferred. It is not
a contradiction to accept the premises of an indecairgument and deny its
conclusion. Inductive arguments are therefore idvahd unsound in deductive
sense. However, this according to Strawson doesemaler inductive inferences
worthless. He contends that deductive standardsairéhe only standards of
evaluating rationality. For him inductive standaate to be used in evaluating
inductive reasoning just as deductive standardsusesl to evaluate deductive

reasoninglpid: 233-234).

Strawson insists that scientists apply deductivasoring especially in
formulating predictions. As a matter of fact theempises of many deductive
arguments are arrived at inductively which meanat taven the so called
deductive arguments are groundless without indnctor example, the argument
that “all copper metal conducts electricity and réfiere this copper metal

conducts electricity” has its premise arrived & past observations of copper
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metal conducting electricity in many instances timyglying induction. However,
Strawson urges, deductive steps are not the sgs shat characterize scientific
enquiry. As a matter of fact, and here | agree \&trawson, if deductive steps
were the sole steps in science, then experimeahce would be impossible. It
is, therefore, part of scientific enquiry to dramnclusions that are not entailed by
the premises from which they are drawn. This dass owever, undermine the
rationality of scientific knowledge. For Strawsdnductive reasoning provides
conclusive evidence which gives scientists reaso@&cept its conclusion#h(d:

237).

The implication is that while deductive conclusiodsrive entailment from
premises, inductive conclusions derive support. alinent and support,
according to Strawson, do not compete in the sameaa For this reason, the
demand for validation of induction arises from atetof confusion namely,
demanding that inductive arguments should be vél&l.urges that validity and
invalidity apply to particular deductive argumeridat not to deduction as a
general procedure of inference. Similarly, juséfion of induction does not apply
to the inductive procedure but to particular induetarguments. It is for this
reason that Strawson warns that to question whétldeiction as a procedure is
valid is as senseless as asking whether deductoa jgrocedure is valid. He

1]

writes, “...for to call a particular belief reasonaldr unreasonable is to apply
inductive standards just as to call a particulguarent valid or invalid is to apply

deductive standardsllqd: 249). Strawson’s notion is what Laurence Bonjour
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understands as implying that the view that theristexa genuine problem of
induction lies in an intellectual illusion: in a stake that demands implicitly that
inductive reasoning should meet the standards diicteve reasoning if it is to be

reasonable or justified (Bonjour, 2009: 63)

The views outlined above set the grounds for Stoavgs dissolution of the
problem of induction. For him, a demand for jus#fion of induction as a
general procedure of arriving at new beliefs isdmected. Induction implies

rationality by ordinary understanding of rationaliHe argues,

“It is an analytic proposition that it is reasorabd have a degree of belief
in a statement which is proportional to the strengjtthe evidence in its
favor; and it is analytic proposition...that otheints being equal the
evidence of a generalization is strong in propartas the number of
favorable instances and the variety of circumstannewhich they have
been found is great. So to ask whether it is resslerto place reliance on
inductive procedures is like asking whether itaasonable to proportion
the degrees of one’s conviction to the strengtlewafience. Doing this is
what reasonable means in such a contékis is tantamountto asking
whether it is reasonable to be reasonable (Strawso®p.Cit:257) (ny
italics).

What Strawson implies is that when scientists galtrge evidence regarding a
phenomenon, they get compelled to have a degreerdidence in trusting that
the event will continue to happen in the future. @ying this they are being
reasonable for this is what reasonableness ergailsonsidered in its ordinary
understanding. The implication is that it would &#esurd and contrary to the

meaning of ‘reasonableness’ to place convictionsthe persistence of a
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phenomenon that has had unfavorable instancesnmmlysput to argue counter-

inductively.

Moreover, Strawson argues, it is analytical that mrethod of finding out about
the future is inductively supported. For examples toretelling of a clairvoyant
has to be evaluated by inductive standards if amyisnto place reliance on
clairvoyance as a method of finding out about tieire. If the clairvoyant has
recorded a large number of true predictions inpést, then he can be trusted as
source of information about the future. Hence, @ writes, to argue that
“...successful method of finding things out which Imasinductive support is self-
contradictory” (bid:259). Therefore, rationality, as Strawson insists,is a

matter of what we mean by the word rational inagplication to any procedure
for forming opinions of what lies outside our obsdion or that of available
witness; for to have good reasons for such opimgoto have good inductive

support” (bid: 262)

Strawson’s account seems plausible in respect tmaking a clear and an
acceptable distinction between inductive and dedeidbgic. The claim that
inductive standards, rather than deductive, arebéoapplied in evaluating
inductive reasoning makes sense for anyone willimgccept the indisputable
distinction. By commonsense standards, as Bonj@uQjt: 62) observes of
Strawson, a person who infers, inductively, froncuaoulated evidence of

favorable instances of a phenomenon is conside@sbnable while a person who
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draws a contrary inference is considered unreasen#tbis by these standards
that a claim of unreasonableness of inductive asgus is senseless in

Strawson'’s view.

However, Bonjour reiterates, the linguistic resmomes not handle Hume's
central concern. According to Bonjour, the fundatakguestion in the problem
of induction is not whether inductive reasoning“ieasonable” or “justified”
judged by the standards of ordinary usage of lagpguand commonsense. After
all, Bonjour insists, there are no serious doubtscerning commonsense
judgments. The main concern is whether the stasdair@rdinary language and
commonsense are themselves correct, reasonalplstiied. The question is ‘are
these standards likely to lead to true conclusioAs®ording to Bonjour, this is
not a question that can be answered by appealitigetstandards that Strawson
appeals to. However, Strawson does not imply thesd standards are likely to
lead to true conclusions. According to Bonjour, flaet that the problem of
induction is a demand to show that inductive cosiolus are likely to be true, a
demand that Strawson does not accomplish, show$é¢hdoes not attend to the
central question in Hume’s problem. Bonjour conekidhat the problem of

induction is neither senseless nor dissolvabletr@svSon claimslpid: 63-64).

Bonjour’'s contention namely, that the central issneHume’s problem is to
demonstrate that the conclusions of inductive agnimare true is weighty since

it is true that this was Hume’s demand. Howevegrdlseems to be no other way
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apart from by verification that one can tell thia¢ ttonclusions of any inductive
argument are true. As it would not be a matterigppute, verification of inductive

claims at best only adds to the inventory of pastances of true conclusions of
inductive arguments but tells nothing about theing true in the future. Seeking
the truth of inductive inferences is by no otheramg possible. However, this
does not imply that justification of induction cartrbe sought in any other way
for justification can be in the form of accountify induction as a means to
attaining a desired end. Rather than seek the isifes it seems plausible to
demonstrate that induction as a method of arrigingcientific predictions is best

suited owing to it practical consequences.

Moreover, Strawson’s account is wrong in its apgeabrdinary sense in which
the concept rationality is used. As Papineau oleserit is widely agreed that
inductive inferences cannot be legitimized by sgyihat most people include
induction in the category of rationality. Accordibg Papineau, facts of common
usage leave it open that there may be underlyingditons for a form of

inference to be rational which may not be satisiigdnduction. This implies that
most people may be mistaken in believing inductiorbe rational (Papineau,

Op.Cit: 12)

Strawson takes the inductive principle as an epistéoundation and as such, he
argues, needs no justification. This assumptionbeen challenged by Salmon

who argues that Strawson’s argument shows, coyrebtht Hume’s demand for
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justification of induction takes us beyond the tsniof possible validation.
Validation of induction requires that more basiénpiples than the inductive
principle be invoked. According to Strawson, thissgibility is not existent in
validation of induction. For him the inductive priple must be considered
analytic as par ordinary standards of rationality. the contrary, Salmon urges
that justification of a rule of inference does netessarily terminate at the limit
reached at by Strawson. Vindication is a form atification that moves beyond
the limit of validation for it does not require appeal to higher principles.
Instead, it demands demonstrating the purposedoptang the rule of induction

as a means to achieving a specified aim or enan@gl1978: 7).

A similar attempt to Strawson'’s to dissolve thelppeon of induction is supported
by Paul Edwards (1949). It is similar to strawsd’'she extent that it also alludes
to ordinary usage of language. His account is, ewalifferent from Strawson’s
to the extent that he does not consider the pti@ajd induction as analytic.
Rather, Edwards appeals to ordinary senses of stagheling the term ‘evidence’

which he equates with ‘good reasons’ as applieddoctive reasoning.

Edwards’s account of induction is a reaction to tBed Russell's doubts
concerning induction as the basis of laws of natder Edwards, Russell
expresses these doubts in the question; “have weeason, assuming that the
laws of nature have always held in the past, tpgs@ that these laws will hold in

the future? Or “does any number of cases of lawdéilfilled in the past afford
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evidence that it will be fulfilled in future?” Likélume, Russell argues that we
have, absolutely, no reason or evidence becauseothise of nature may change
so that the laws that have always held in the p@st not hold anymore. For
Russell, it is on the assumption of the intringiself-evidence of the principle of
induction that inductive inferences would make se(see Egner and Denon,
1961: 151-154). Edwards seeks to defend the comensesanswer given to
Russell's questions. That is, there are reasossgpose the future will be like the
past based on past evidence even without invokiagptinciple of induction as an

a priori truth as Russell does (Edwards, 1949:.141)

To advance this defense, Edwards seeks to clanéyneaning of concepts:
‘evidence’ and ‘reason’ in respect to their ordinareanings as used in inductive
inferences. According to Edwards, the problem diigtion arises from a state of
confusion between the sense in which the term reas@vidence is applied by
scientists and the sense in which Hume and Rusggly them. Hume and
Russell, Edwards argues, use the term ‘reason’ @éannilogically conclusive
reason’ and ‘evidence’ to mean ‘deductively conieleievidence’. According to
Edwards, Hume’s and Russell's sense of the terrashigher definition of these
concepts which by no means contradicts the ordinaage of the same concepts.
For Edwards, when reason and evidence are usedrreld and Russell's sense,
undoubtedly, there can be no reason or evidensegpose that the laws of nature

will hold in future based on their past behavior.
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However, Edwards argues, this is not the senséniohascience and ordinary life
applies these concepts. Hence, Edwards contends) whe claims that he/she
has reason for a conclusion he is invoking eittighe following ordinary senses
none of which implies logical conclusiveness: (hatt past observations of a
phenomenon inferred are exclusively positive, yaldrge, and derived from an
extensive variety of circumstances. This is themsgnse in which the concept
reason is used in ordinary language. (2) Thatriéasonable to infer the inductive
conclusion even if one has no reason in the maisesg-or instance, predicting
that a soccer team A, which has won four in sixamas against team B, will win
a future match against team B even without anyh&rrknowledge regarding the
team as would be required by the main sense. (8 @&hy number of positive
instances, however small, of an event gives somsgorefor concluding that the
event will be positive in the future. For instanbaying some reason to conclude
that team B will win against A even though it hasmwonly twice in the past and

having more reason to conclude that team A will (EdwardsOp.Cit: 147)

Edwards appeals to the second ordinary usage. Goastty, he argues, we have
reason for every inductive inference. Edwards auigethat, for instance, the
assertion that the sun will rise tomorrow is bedi@wvith excellent reason since
observed instances of a phenomenon provide redspas inductive conclusion
in this sense. The same would be true even if ppeaed to the main sense or
the third sense. For Edwards, to argue contratty e guilty ofignoratio elenchi.

Edwards redefineignoratio elenchi as,
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“Any instance...in which (i) the same sentence exg@ssboth the
proposition which ought to be proved and the statégrwhich is confused
with it and where (ii)in the later employment otteentence one or more
of its part are used in a sense which is diffefesrh their ordinary sense
or senses”lpid: 144)

Russell had argued that the premises of an indeicikgument never, by
themselves, offer logically conclusive reason forirgductive conclusion. To the
contrary, Edwards claims that this assertion de¢<ontradict the ordinary sense
of the term reason. For him, Russell’'s use of neasmot applicable to inductive
arguments but to deductive arguments. Inductiverarfces involve drawing a
conclusion claiming about the unobserved futurenfrpremises claiming the
observed past. However, by means of clause (iiivab&ussell draws the
conclusion that the premises of an inductive argunmé® not give logically

conclusive evidence for the conclusion. For Edwaitds a contradiction to assert
that an inference is inductive and at the same tatle of deductive conclusive
evidence or reason for it. Hence, Edwards clairasttie problem of induction, as

long as it arises from this confusion, is a psepaidlem.

Edwards account appears plausible to the extent ithacoincides with

commonsense knowledge. Intuitively, we feel thathage reason for inferring a
conclusion beyond present evidence in the sense&tlhwards outlines. As Hume
observes, this psychological tendency is so sttbagwe feel almost absolutely
certain that past regularity will persist in fututéowever Edwards is wrong in
claiming that we are justified in making such iefeces by commonsense
standards. There seems to be cases in which pleaydehad strong convictions in
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the past but evidence proved them wrong. The Géwacetheory is a typical

example of strong convictions deriving from obsévas of the ‘movement’ of

the sun from east to west. As a matter of fact, ¢baviction was so strong until it
was falsified and replaced by the heliocentric tiiedVoreover, as already
pointed out we still need to question our ordinanglerstanding of procedures in
order to judge their legitimacy. The central concisrwhether we are justified in
inferring in line with our ordinary understandinfprocedures such as induction.
If people have been mistaken in the past, is taeyereason to think that they are

not mistaken today or in the future?

Besides the challenges mentioned, Edwards’ accofinhduction has been

criticized on the grounds that it makes the legiity of inductive inferences a
matter of mere societal conventions. For instaAtened Jamal Anwer observes
that Edwards view, namely that induction is ratloas long as it matches the
accepted definition of evidence, leads to relativighich, by implication, leads to

absurdity. Anwer argues that it is possible thgiven society may understand by
rationality the use of counter-inductive argumentsle our society understands
by rationality the use of inductive arguments. Byplication the members of the
counter-induction society will apply the same reasg as applied by Edwards to
justify their counter-inductive procedures. The litgttion is that there will be no

criterion for legitimizing that our inductive proderes are rational while those of

the counter inductive society are irrational (AnwWE395: 254).
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From the foregoing, it seems that neither Strawson Edwards succeed in
dissolving the problem of induction or offering aisfactory reason as to why we
should continue to place reliance on inductiversfiees. The kind of justification
for inductive procedures demanded by Hume is, hewewt achievable but this
does not imply that justification of induction itnpossible. Strawson and
Edwards demonstrate correctly that induction cam@ojustified by proving the
truth of its conclusions. However, their claim thatuction is justified by its
matching our ordinary usage of the aforementiormttepts is wrong. At best,
their views show that a limit of validation of inction terminates at the inductive
principle from which further validation will invov a logician in circular

reasoning as already demonstrated in the previoaster.

To the contrary, their views do not limit us fronowing beyond the basic rule of
induction in search for its justification. As a teatof fact, it is from the limit
expressed by such views as Strawson’s and EdwHrdsReichenbach extends
his justification of induction. Unlike linguistiespondents, ReichenbadDp(Cit)
agrees that there is a genuine problem of induetioich emerges from frequency
interpretation of probability. Reichenbach urgeatths much as the observed
frequency of events provides reasons for beliepirabability statements, and as
much as it serves to verify probability statemetiisre remains unaccounted for
the frequency of future events which must be asdeainyway. In this regard,
therefore, probability statements proceed from kmaavunknown frequency and

this leads to the problem of induction (Reichenb&mhCit: 339).
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Further than this, Reichenbach endorses Hume’'gisnt namely, that there
exists neither logical demonstration for validity inductive inferences nor a
posteriori demonstration for inductive inferencs. appreciates the fact that the
two criticisms have remained and will remain untdadeable. It is for this
reason that he advocates for a new theory of ilmluainexposed to Hume’s
objections. He warns that if a justification fodurction is not offered, then, as he
explains, “...the working procedure of science sitikshe level of a game and
can no longer be justified by the applicability itf results for the purpose of
actions” (bid: 346). For him, such a theory of induction mugpragiate the aim

that induction achieves in science and in prepamdor action.

In sum, the linguistic response to the problemnaluiction does not give us any
reasons as to why we should not seek a justificdtio inductive procedure. At
best, it demonstrates correctly that deductivedstads are not the sole standards
of evaluating rationality. However, this does nwoiply that because induction is

not deduction, it does not need a justification.

3.3: Popper and the Falsificationism

To the contrary of the views expressed by the istgurespondents discussed
above are the views of Popper regarding inductiod tne logic of science.

Popper Op.Cit) offers an alternative logic of science: falsifioaism. Prior to
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this turn, philosophers had been battling to sheeconventional logic of science
(induction) from Hume’s skeptical attack. It is worecalling that Hume despises
reason as the source of expectation about theefutuths regarding matter of
fact. The fact that Hume advocates for custom astiurce of these expectations
renders the most carefully derived scientific iefezes rationally worthless.
While some philosophers (those analyzed earlienplsbto prove the rationality
of induction as the logic of science, a contragwwidevelops in Popper’s attempt
to show that induction is an irrational procedufénéerence but nonetheless it is
not the logic of science. According to Popper, sogeprogresses through trial and
error and this process relies on valid deductiogaiAst the proponents of
induction, Popper contends that scientists do motat establishing the truth of
their theories but instead aim at testing conjectutheories in order to falsify

them: thus the concept falsificationism.

According to Popper, Hume’s logical problem of intlan concerns the
justification of inferences about unobserved phemoom from knowledge of
repeated instances of observed phenomenon. Hussgsmse to this was that the
process of inference involved is not logically jfisl. Hence, Popper

reformulates Hume’s logical problem in three stadespperOp.Cit: 7-8).

Logical problem 1

According to Popper, the first formulation centens the question: “...Can a

claim that an explanatory universal theory is tequstified by empirical reasons
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or test statements?” On this, Popper agrees witmeHthat no number of test
statements (observed instances in Hume’s words)establish that a universal
explanatory theory (unobserved instances in Humeisds) is true. However,
given that scientists do not seek to establisir theries as true but aim to refute
them, a more general formulation of the problenmiportant for Popper's new
logic. It should be noted that the first formulaticaptures, entirely, Hume’s

logical problem and his solution to it.

Logical problem 2

The second formulation is a generalization fromftret formulation and centers
on the question: “...Can the claim that an explaryatoriversal theory is true or
that it is false be justified by empirical reasdn$Ris second formulation does
not only capture Hume’s problem but also captuiggolr’s logic of falsification.
To this problem, Popper answer is that at someurtsss test statements can lead
to the conclusion that an explanatory universabmhes false. However, given
that only falsity but not truth can be establishetdany given time a scientist may
prefer a theory to another for practical reasortss Teads to the third and last

formulation of Hume’s logical problem of induction.
Logical problem 3
“Can a preference, with respect to truth or fal$dy some competing theories

over others be ever justified by empirical reasbgZording to Popper, such a
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justification rests on luck. Sometimes scientistaynbe lucky in that test
statements refute some theories while some mayimemnarefuted yet. In such a
case empirical reasons justify the preferencetbkary that is not yet falsified to
its falsified competitor, but this rests on praati@pplication of the theory

preferred.

The problem of induction as Formulated by Hume tisupresented in Hume’s
logical problem 1. It is the answers that Popgdésrs to this formulation and to
his second formulation that are of interest to faistion for it is in line with these
answers conjoined with Hume’s answer that Poppearatkes a new logic of

science by shifting the role of science from triiding to falsity finding.

Popper, contrary to inductivists, views all obséiora as theory laden. While
inductivism hold the view that scientists start tmaking simple observations
whose accumulated evidence serve as the basis eofytiformulation and
generalizations, Popper argues that scientistsnfegin pre-held theories which
are put forward as conjectures to handle probldmaiming in the physical world.
These tentative theories may also be proposedder o explain some aspects of
reality that prior theories failed to account fBurther, the speculative guesses are
put to critical tests via observations and expentagon. It is Popper’s view that
the theories which fail to stand up for the crititests are eliminated but, when
this happens, more advanced conjectures are prbposmdergo the same testing

procedure. Throughout this process, only the bésedf theories survive.
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However, Popper warns, the survivors should notdresidered as true theories
but as undefeated conjectures: suspects of fasdit in the future. The process
that Popper advocates does not make use of induatid it is for this reason he

thinks that the problem of induction ought not tiHer scientists.

Popper’s process of critically testing of theorie logic of scientific discovery)
is deductive in nature. He terms it as “deductiestihg of theories” (Popper,
1959: 9). He explains that from a new idea (theatire guess) conclusions are
drawn by logical deduction. Further, the conclusideduced are weighed against
each other and together with some other relevamérsents in order to establish
their logical relations- such as their equivalermampatibility or incompatibility
with an aim of establishing their internal consisteg In addition, the logical
structure of the new theory or conjecture is evaldido establish its empirical
nature in order to eliminate statements that haweempirical value such as
analytical statements. Beyond this, Popper consintie theory is compared with
other theories to establish whether it contributes growth of scientific
knowledge. This implies that the new theory mustehaore empirical value than
a previous theory. That is, it should explain mibran its predecessor. Finally the
theory is tested by applying its consequences t@abksh whether these
consequences match the demand of practice. Popipemsa of science progress,

as he outlines it, is;

“Using ‘P’ for problem, ‘TS’ for tentative solutian ‘EE’ for error-
elimination, we can describe the fundamental eumbary sequence of
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events as follows: P! TS| EE [] P. But this sequence is not a cycle: the
second problem is, in general, different from tinstfit is the result of the
new situation which has arisen, in part, becausth®tentative solutions
which have been tried out, and the error-elimimatihich controls them.
In order to indicate this, the above schema shbaldewritten: P1] TS[]

EE (1 P2.” (Poppep.Cit: 243)

Popper describes EE (error-elimination) as “a sewettical examination of our
conjecture” [bid: 164). It is at this stage that the tentative thhigs deductively
tested by deducing easily testable predictions amighing them against
observation and through experimentation. If thedigteons are confirmed by
evidence, then the theory is retained as havingstabd the tests, at least, that
far. However, if the predictions are falsified byidence, then the theory is
considered false as wellb{d: 10). The implication is that a single instance of
false prediction deduced from the theory is enciagimake a scientist abandon a
theory as false while whatever number of true mtemhs is never enough to
qualify the theory as true but enough to make andist retain the theory. For
Popper, a theory that has withstood the severdsstd is the highly corroborated

and should be taken as the best standing theory.

An illustration will help clarify Popper’s criterfoof testing a theory. Suppose we
have a background theory “all planets revolve adotine sun in elliptical orbits”.
The logical consequences that can be deduced fnentheory will include all
singular test statements regarding every knowngplanch as ‘Mercury revolves
around the sun in an elliptical orbit’, ‘Mars reves around the sun in an elliptical

orbit’, and so on. The test statements are thegiveei against observations. If a
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planet, say, Mars that does not revolve aroundsthein an elliptical orbit is
observed at position, say y, at time, say t, tihentlheory that “all planets revolve
around the sun in elliptical orbits” is by deduetistandards false. The argument
can be formalized as follows by replacing the tgemith P and the test statement
with Q:

If P then Q

Not P
Therefore not Q

The above argument is a logically valid deductivguanent. According to

Popper, the role of scientists is to seek instantest P.

Popper argues that inductivism does not offer #&emon for distinguishing
scientific theories on the one hand and mathematwataphysical and logical
systems on the other. It is for this reason thatdjects inductionlpid: 11).

According to him, scientific theories should mele¢ ftcriterion of falsifiability.

This implies that it should be possible to refuteemnpirical scientific system by
evidence. This is unlike metaphysical statementghvare not falsifiable. The
falsifiability criterion leads Popper to the disstotbn of Hume’'s problem.
According to Popper, Hume’s problem arises from cati@diction between
fundamental theory of empiricism claim that thethrwr falsity of scientific

statements can only be decided via experietbig: (18-20). It was Hume’s
observation that inductive inferences, which are thource of scientific

statements, contradict this empiricism thesis beeguesent experience cannot
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prove that a scientific statement is true in theuke. According to Popper the
contradiction arises from the assumption that isaiion and falsification of
scientific statements should both, in principle,ldgically possible. By denying
the possibility of verification and advocating fone line process of falsification,

Popper evades this contradiction and by implicati@problem of induction.

Popper’s account is plausible in various aspeds.ifdstance, it offers a criterion
for demarcating between science and pseudo-scidimig.is not to imply that
Popper was purely original in solving the probleihdemarcation. As he admits,
the positivists had battled with this problem aillfesm a different perspective.
The positivists’ criterion of verificationism madeclear that scientific statements
are verifiable as opposed to metaphysical statesnétdwever, given Hume’s
problem that experience cannot serve to verify eongli statements, the
verificationism criterion is undermined. It is ftnis reason that Popper offers a

better criterion of demarcation.

Moreover, Popper’s appeal to hypothetical deduchielps, at least in principle,
to restore scientists’ rationality previously undéred by Hume’s response to the
logical problem of induction conjoined with his ogisto habit. However, since
science does not rely on induction according topegpscientists need not feel

rationally undermined. After all, the rationality @eduction is not in dispute.

In addition, Popper’s falsificationism explains thegress of science in a way

that inductivism does not. By beginning with artialiproblem and through the
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process of tentative solutions (in form of thegyi#rough to error elimination, as
outlined earlier, scientists are able to identifgeav problem, different from the
initial problem, and the process is continued iimdefly. The new problem leads
to other tentative theories. It is a requiremet tihe new tentative theory must
explain more than the initial theory and this dowd only mark progress in

science but also adds scientific rigor. As Chalsé®p.Cit: 69-73) observes,

falsificationism offers a better explanation of tpeogress of physics from

Aristotle to Newton through to Einstein.

However, Popper’'s account faces severe difficultiegsloes not seem to have
historical and practical support. For instancenBuot thinks that falsificationism
does not characterize the practice of science.eAputs it “...Popper’s doctrine
gives a correct account of neither the nature iensific theory nor of the practice
of scientific community” (Putnam, 1979: 126). Putnaites the Law of Universal
Gravitation as a weakly falsifiable law. Howeveg &rgues, for more than two
hundred years, scientists derived predictions ftoenlaw not seeking to falsify it

but to explain numerous astronomical phenomena.

Putnam continues to argue against Poppers dotlratesingular predictions (test
statements) are deducible from universal theor@w/en that in a valid deductive
argument denying a conclusion implies the falsitpi@mise, Popper thinks that
if the conclusion is false then the theory from evhiit is deduced is false.

According to Putnam, however, theories do not impigdictions in isolation
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(Ibid:125-126). Instead, theories are conjoined with laaryi assumptions in
order to derive predictions. The falsity of predios is, therefore, not necessarily
as a result of false theories but could be a restullalse oradhoc auxiliary

assumptions.

A view similar to Putnam’s is that proposed in hehem-Quine thesis which
holds that it is impossible to test scientific thes in isolation. Instead, tests are
carried out on assumptions of auxiliary hypothdses Grayling, 1998: 153). Just
as theories are incapable of deriving predictioms their own, auxiliary
hypotheses are also incapable of this task intisolaLet us now illustrate this
notion. Suppose we want to predict the behavioMefcury’'s orbit by using
Newtonian Laws of motion. Popper would formulate amgument as shown

below;

Premise from universal theory: If Newton's.L..L3 then Mercury retrace her
orbit after every revolution

Premise from observation: Mercury’s orbit téifer every revolution
Conclusion: Newton’siLL,.L3is false.

Duhem-Quine thesis proposes that upon encountexirfglse prediction, the
predictive content of the premise from observatstould be reformulated by
aiding the premise from universal theory with axiary hypothesis as shown

below:

If Newton’s Ly.Lo.Lst+existence of Vulcan (auxiliary hypothesis) thenrtley
does not retrace her orbit.

82



On observing that that Vulcan does not exist, tieoty behind the prediction,
Li+Lo4L3, is not falsified. Rather, a better auxiliary htipesis is sought: for

instance, the presence of sun’s gravitation force.

In furtherance of the above view, it seems histbrtbat science progresses as
proposed by Putnam and the Duhem-Quine thesisnt&tgedo not seek to falsify
but to save their theories even in the face ofefgsedictions. Imre Lakatos
scientific programs describe this progress in atgredetail (see Chalmers, 1999:
130-144). Lakatos argues that in the face of fpleelictions scientific programs
maintain their core assumptions (the hardcore)iaratidition, make adjustments
to the auxiliary belt. For Putnam, it seems an siveplification of scientific
methodology to argue, as Popper does, that sdeimmnediately consider their
theories false upon encountering false predictigitisout seeking assumptions as

to why the predictions have not been confirmed.

Moreover, as SalmonOp.Cit) observes, it is perfectly acceptable that the
conclusions of a deductive argument do not proaite new information beyond

what is contained in the premises. Salmon writes,

“Deduction, as Popper is fully aware, is non-aniplea - that is, the
conclusion of a valid deduction has no content Wwhicas not already
present in the premises. If we grant the plausdisisumption that all our
observations are confined in happenings in the gadtpresent, then it
follows immediately that observation plus deductican vyield no

information whatever about the future. Indeed, th&al information

content of science cannot exceed the contents of amservations
themselves”lpid: 11).
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Salmon contends that science cannot be deniedaticave role. For Salmon,
any method of predicting the future is necessauihpliative since predictions go
beyond observations. According to him, either soéehas predictive role or it
does not. If it has predictive role then it mustessarily apply an ampliative

method which in this case is induction.

This discussion so far takes us back to inductierin@ logic of science. As a
matter of fact, if scientists sole aim is to reftiteories, then some theories that
are most cerebrated should have been abandonéeiatvéry tender age. The
Newtonian laws of motion are a perfect example ggsaed in the behavior of

Mercury’s orbit illustration.

Besides lack of historical support, Popper’'s actdwas been interpreted as an
inductivist's account. Anwer, for instance, clainisat Popper’'s account is
inductively self-defeating. Popper contentionhatta theory that has withstood
severest of tests is a corroborated theory. Fop&opphe greater the degree of
severity of tests the greater the degree of corailom. Anwer argues that
Popper’'s Modus tollens without corroboration is empty. Butodus tollens
conjoined with corroboration is a good non-dedwetacientific method. The
legitimate question that Anwer raises is ‘why sldowle accept from among all
the unfalsified theories the one that is highlyroeborated?’ This, according to

Anwer raises the issue of induction since corrotianaimplies confirmation in
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disguise. For this reason, popper does not sucteeathowing that scientific

method operates without induction (Anwep.Cit: 250).

Popper has reiterated to these accusations by iofithat his concept of
corroboration does not imply that since a theory lbeen corroborated in the past
that it will be corroborated in the future. He reksa “...nobody expects that a
species which has survived in the past will theeefeurvive in the future”
(Popper,Op.Cit: 19). But, this does not render Anwer’s objectwaorthless for
survival of a species in future is what we expecbur actual world and that is
why we induce in the first place not only in scierfaut also in daily life. The
point that Anwer purports is that corroboratiorcafirmation in a new guise and
| think there is no doubt in this; for corroboratios accumulation of many
positive instances of a theory being true. Besidag,hope of adopting the theory
that is corroborated for practical reasons can oméke sense if we expect the

theory to be corroborated in the future.

Putnam QOp.Cit) also endorses Anwer’s position namely, that PommeEount

implies induction. He demonstrates how Popper'sesth coincides with the
inductivists’ schema. Putnam explains that industsvzon the one hand hold that
a theory is false if the predictions it implies &ése. However, on accumulation
of many positive instances, the theory is said ¢otdfue. On the other hand,
Putnam continues, Popper holds that a theory $& félpredictions it implies are

false. However, on accumulation of many true pigahs, a theory is highly
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corroborated. It is on these grounds that Putnamelades that Popper’s account
is an account of the logic of accepting theoried #ms implies inductionlbid:

123).

The foregoing portrays an inductivist quaver fopper's account. In sum, there
is no doubt that induction is part and parcel aémstific investigation. Poppers
attempt to replace induction with deduction is #gethattempt to give hope to
science whose rational base is undermined by Humpesblem. It is for this
reason that Reichenbach insists that “...inductifereance cannot be dispensed
with because we need it for purpose of action” ¢Renbach,0Op.Cit: 346).
Reichenbach claims that even when the proponerds afternative logic (Popper
in this case) divert from theoretical discussiam¢etad an ordinary life, they have
to follow the dictates of induction. As he illugia, a philosopher who neglects
the prescriptions of the inductive principle andess his motor car to the left
when he actually intends to turn the wheels torigbt is a bad philosopher.
Equally, Reichenbach urges, science proceeds hyciioth not by tautological
transformations of reports. For him, action premg®s diverse means for
realizing the aim and this makes the choice ofapgropriate means inevitable.
Moreover, deciding on the means to apply is tantarhto applying the inductive

principle (bid: 347).

The apparent disagreement, between Popper andeRémth, points to it that

science makes use of induction contrary to Poppeew. However, given the
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plausible view by Reichenbach namely, that Humejsdions to the justification
of induction that seeks to establish that inductoenclusions are true are
unshakable; we are left with an option of evaluatimw matters stand in
Reichenbach’s point of view. By establishing thdispensability of induction
both in scientifically and ordinary life based acit$ regarding the future events,
Reichenbach’s views stand on a better podium compty Poppers opposing

views.

In conclusion, it seems that neither the linguisiic the falsification attempts to
dissolve the problem of induction is successfulaAmatter of fact, science makes
use of induction. Popper’s claim that scientisteskst falsify their theories is
therefore self-defeating even in the sense thatdnsept of corroboration implies
confirmation and therefore induction. In this reyathe problem of induction is
not a pseudo problem in as long as science comtitu@pply induction as its

main methodology.

However, this does not in any way imply that inductis rational by definition.
Hence, the view that induction is in need of notifiestion expounded by
Edwards and Strawson has proved untenable for wddwatill want to know
whether we are justified in applying the ordinatanslards of definition in
evaluating the rationality of induction. We haveesethat there is a genuine
problem of induction which needs a solution. Mormweven if validation of

induction hits a limit at the principle of inductias linguistic proponents argue,
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there remains a plausible alternative to justifaratnamely, vindication, which
neither requires an appeal to further principlesandemonstration that inductive
conclusions are true. Given that none of the twengpts offers a solution to the
problem of induction, we can conclude that theifigstion of induction must
remain a question without an answer as far asfitalbnism and linguistic

proponents are concerned.
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CHAPTER FOUR

GOODMAN'S NEW RIDDLE: HUME’'S PROBLEM IN DISGUISE?

4 .1: Introduction

Another attempt to resolve the problem of inductiees propounded by Nelson
Goodman (1954). Goodman seeks to show that th@roldlem of induction, as
formulated by Hume and which makes a general assompghat all past
regularities are projectible into the future, hasetp resolved. However, he
introduces a new riddle of induction: the problemdgstinguishing legitimate
from illegitimate inductive projections or in othevords valid from invalid
projections. It derives from Hume’s observationtttitee mind forms a habit of
projecting past regularities. However, Goodman dgito the reader’'s attention
that not all past regularities lead to the habipadjecting. For Goodman, Hume
did not handle the problem of distinguishing betwégw-like projections from
unlaw-like projections. While law-like projectionsre valid, unlaw-like

projections are not.

Goodman’s new riddle alongside the solution he estgyfor it, offers a criterion
for this distinction. This chapter seeks to shoat tBoodman does not advance
the problem- of -induction debate beyond Hume'siagxions. We shall see that
Reichenbach’s disregard of habit as a solution umeéls problem does not only

apply to Hume’s old problem but also to Goodman'swnriddle. For
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Reichenbach, there is still a need to establishtivenenducing is a good habit in
relation to the practical results it leads to. NeitHume nor Goodman gives us
the reasons as to why we should continue relyingndaction. For this reason,
Reichenbach’s proposed solution to the problemndtiction, which seeks to
establish the purpose of induction, takes us bey®oddman and thus stands
strong as compared to Goodman’s proposed critéoiogistinction between valid

and invalid projections.

4.2: The New Riddle

Goodman presents his new riddle in form of a patadaw commonly known as
the ‘grue paradox’ (GoodmarQp.Cit: 73-75). He aims at demonstrating that
while some generalizations are confirmed by thesifve instances, others are
not. Of importance is the fact that even those g#izations that are not
confirmable by positive instances derive from intttut by enumeration. Below is

a summary of the paradox.

Suppose all emeralds observed and examined befoua 2015 AD are green.

This implies that by induction via enumeration asdat January 2015AD we can
infer a generalization, supported by evidence, éatleralds are green’. Suppose
now we introduce a new predicate ‘grue’ and defingith familiar predicates,

say, green and blue. Let grue mean all things exaanbefore January 2015 AD
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just in case they are green, and to other thing®xamined, just in case they are
blue. Using induction and as at January 2015 ADcae infer a generalization,
still supported by evidence, ‘all emeralds are griidis implies that the two

generalizations ‘all emeralds are green’ and ‘allemlds are grue’ are equally

supported by evidence statements.

However, any emerald examined after January 2015isABrue and therefore
blue not green. Goodman argues that, intuitiveky,kmow which of the two test
statements will be confirmed by its positive instag But given the definition of
grue, both generalizations derive from inductiorebymeration and thus both are
supported by evidence statements. This is Goodnparadox. He contends that
even though we feel that the green generalizatidhbe positively confirmed
after 2015 AD, while the grue generalization wititnthere exists no criterion of
distinguishing projectible from non-projectible greates. For Goodman, if that
criterion is not put in place, then all predicateduding the non-projectible ones

such as grue, will find their way into induction égumeration.

Hume’s answer to his problem would, in my view 8escriptive. In section five
of the Enquiry Hume appeals to custom as the foundation of alldtide

inferences. Whenever the mind sees a constantrodtign between objects, this
conjunction is projected not by means of reasonorg any process of
understanding but as the effect of the habit od@asing the constant conjunction

to like objects. As such, past regularity is taksna rule for the future regularity.
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Goodman argues that Hume’s solution is inadequattd@cause it is descriptive
but because Hume fails to acknowledge that notregularity is projectible.

1

Goodman writes, “...projections based on some reiulare valid while
predictions based on other regularities are nditid( 82). For instance, the
regularity in greenness is projectible while regtyan grueness is not. Goodman
assumes that while Hume was addressing the questiealidity of inductive
inferences in his solution to his problem, he netd$ave come up with a
criterion for distinguishing between valid and itegorojections. He urges that
only projectible predicates lead to valid or leggite projections. For Goodman, a

hypothesis is projected when it has been adoptediahas been confirmed by its

positive instances.

In this regard, it seems that when Goodman talkedopting a predicate when its
instances have been examined and found to beheuis, actually, talking about

Hume’s constant conjunction in a new way. The iggilon is that past instances
of projected predicates have to be examined in rotde determine their

projectibility. This, according to Goodman, helgs @liminate predicates that
ought not to be projected. For instance, Goodmansya hypothesis projecting a
predicate that has had negative instances isiélsiind should never be projected
further. Moreover, some hypotheses containing cepieedicates are exhausted in
that all their instances have been examined ansl should never be projected.

However, some hypotheses have had positive indayetenot all their instances
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have been examined. For Goodman, these are théhegas that can be projected

(Ibid: 90-92)

Even though these hypotheses can be projectedalhof them are law-like.
According to Goodman, law-like hypotheses are setefrom among them via
the criterion of entrenchment. For him, the presisavhich have had impressive
projections when used in hypotheses are the bettédne deeply entrenched. A
predicate is projected if and only if it has, allijydeen used in a hypothesis that

is projected.

According to Goodman, valid projections contain bfe¢ter entrenched predicates
and the better entrenched predicates are those weathave, habitually,
successfully projectedld: 97). However, Goodman argues, it is irrelevant to
claim that one has knowledge that the projectedbtigsis will turn out to be
true. Truth about the future, according to Goodnsyet undetermined. For this
reason, the criterion for distinguishing valid franvalid projections does not
comprise the truth condition. All that should beokm is that the predicates that
are better entrenched in our traditions of makirggetions are the right ones to
project. At this juncture, it seems that Goodmam@sponse is an assertion of
Hume’s position, namely, that no number of obseimathnces is enough to infer

a judgment concerning the truth of future mattefaot.

Goodman’s new riddle captures a difficulty that Humloes not address. The

guestion, as Horner observes is, “...why do we regsothe projections as
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expressing or resting on laws of nature but vielWwersg as projecting merely
accidental generalizations?” (Horn@p.Cit: 103). This is the question that leads
Goodman to the ‘grue paradox’. Hume's metaphysitcausation (constant
conjunction) is the root of this difficulty that @dman seeks to address.
However, the extent to which Goodman succeeds dreading it is the main

problem of this chapter.

Some critics have argued that there is nothing ime@&oodman’s riddle that was
not handled by Hume. It is contended that Goodntabeat reaffirms Hume’s
position in a new guise. This view is supportedHoyrner Op.Cit) who argues
that Goodman’s solution to his riddle is signifidgrreminiscent of Hume’s own
solution to the classical problem of induction. WHilume argues that custom is
the foundation of all inductive inferences and nsakepossible to project past
regularities, Goodman insists that we prefer ptojgcsome regularities to others
based on how used we are to making such projecfidns implies that Goodman
appeals to Hume’s principle of custom as the fotindaof inductive projections.
Consequently, Hume and Goodman at best describarthwtive inferences are

arrived at but do not offer any rational groundstfese inferences.

Frank Jackson (1975) agrees with Horner’'s viewsatanthat the new riddle is
Hume’s problem dressed in a new ‘suit’. Accordinglackson, all predicates are
projectible and thus Goodman’s paradox is illusdrnythe first place, Jackson

argues, Goodman supposes ‘grue’ to be non projedbiased on the sense in
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which grue is defined. For Jackson, Goodman imghes an emerald is grue if
and only if that emerald is green before time, sSayand blue after that time.
Jackson argues that when grue is defined in thig, e definition is not
dependent on time. He insists that, “...an objegrig or not once and for all, it
cannot be grue at one time and not grue at anatteiin this respect differs from

green” (Jackson, 1975: 115).

Jackson reiterates that if grue is defined in ty it cannot be said to be non-
projectible since by definition an emerald is gifui¢ is green up to a certain time
and blue thereafter, and if all emeralds examinetinbe T have this property, we
would accept the assumption that all examined arekamined emeralds have
the feature of being green to a certain time arahgimg to be blue after that time.
In such a case, Jackson writes, “...we would be diggremeralds as like
tomatoes and oranges, one of those things whiamgeheolor dramatically during
their life cycles” (bid: 115). If this is so, Jackson contends, there lsanan
explanation that shows why the emeralds changelor during their life cycle.
“Grue-ifying” a predicate does not, therefore, eadifficulties for induction by

enumeration.

Moreover, Jackson argues, if the definition of grgeunderstood as time
dependent such that grue means an object is giwyéf @and only if that object is
green at t and t is less than T or that objectus bt { and { is greater or equal to

T, then this still does not raise problems for ictibn. This is so because if the
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object endures through time, a temporal factor roesinvoked in the predicates
with which induction is concerned. What is to bejected must be understood as
at a given time. Jackson writes, “...a tomato iswthbred and green; it is green
early in its life history and red laterfbjd: 117). In the case of Emeralds it would
be proper to universalize that ‘all emeralds aeegrat time;t(where { is before
T) and also ‘all emeralds are grue at According to Jackson, the two
generalizations are not incompatible. However, ieiett greater than T, by
definition of grue, induction by enumeration cannetd to drawing the
incompatible generalizations ‘all emeralds are graet’ and ‘all emeralds are
grue at #. The paradox, according to Jackson, arises oftbr @n illegitimate
slide from t to . If there is no illegitimate slide, then inducti@annot offer

support for incompatible predicates.

Another weakness in Goodman’s account of inducasnJackson points out
concerns violation of the logic of counterfactualfie logic of counterfactuals
holds that if something did not have such-suchtdrahen it would not have
behaved in such-and- such manner. For instanees Know that Iron rusts when
exposed to oxygen and moisture because we knowcborbines with oxygen in
the presence of moisture to form Iron (l) oxides) and when we observe that
an Iron wire rusted when it was exposed to oxygah moisture, we can argue
counterfactually that if the Iron wire had not beerposed to oxygen and
moisture, then it would not have rusted. Applyihgstreasoning to Goodman'’s

paradox, Jackson argues that in addition to examiemeralds, Goodman
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introduces a new emerald which has not been examith new information that
it will be blue after time T. According to Jacksdhis new information leads to
violation of the logic of counterfactuals for wedun that emeralds are not green
because they have been examined but they wouldhatie been green even if

they had not been examinddi@: 121-124).

In the case of the Iron wire, it would be irratibtmexpect that it would rust after
a specified time later than now if new informatsurch as the wire will be oiled
after the specified time is added. We know thattire rusted because there were
no barriers to deter the reaction from taking pla¢ence, according to Jackson,
the inductive rule cannot be used to draw incorbpatigeneralizations as

Goodman does, for it would be a violation of thgi¢oof counterfactuals.

The logic of counterfactuals as expressed by Jacissa big blow to Goodman’s
paradox. Scientists do not just project regulariBesides, induction by
enumeration oversimplifies scientific methodologytbking for granted the role
of other factors that influence scientists suchimggination and guess work.
Scientists, for instance, do not just merely proj@at copper metal conducts
electricity better than lead metal. They also krinat copper metal would not
have been a better conductor than lead if it didhawve such-and-such features

that are not present in lead.

But Adina Roskies disagrees with Jackson’s criticisf Goodman namely that

Goodman’s account violates the logic of countetfalst Roskies argues that
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Jackson’s appeal to counterfactual knowledge ofatheady examined emeralds
leads to absurdity. Counterfactuals, accordingeilg bannot be evaluated purely
on the basis of knowledge about emeralds (Roski@83: 224). She reiterates
that observing the emeralds alone cannot lead tividg their counterfactual

properties as Jackson claims. For her, what cadebged of the emeralds, by
observation, is their color and, possibly, theircmostructure. Hence, Roskies
argues, this information alone is not enough tealise the paradox. As a matter
of fact, she argues, if all things were known alibetemeralds that makes them
to be green, the grue paradox would not arise stne# not only be known that

a future emerald is not examined but also thaast & certain structure and thus it
is green. As such, the counterfactual condition ldvawt be needed to solve the

paradox.

According to Roskies in order to assess whetheowmterfactual condition is
violated, more information is needed such as houctire determines color and
that objects with such a structure are green artdgnee. This, according to
Roskies, requires an avail of methods of invesngathe microstructure of
emeralds. The implication that Roskies draws frackdon is that if the methods
are not available then the inference that the eexrald is green not grue would
not be justified. For Roskies, this implicationailssurd for justification cannot be

restricted to only the predicates whose microstmgcaccount is known.
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However, Roskies seems to underestimate Jacksegisment regarding the
apparent Goodman'’s violation of the logic of coufatetuals. It seems acceptable
that justification of inductive arguments cannotrbstricted to predicates whose
microstructure is known. However, my understandmthat Jackson’s argument
does not seem to be purely based on Roskie’s pbintew. Jackson’s point is
that predicates can be projected without invokinglesnarcating criterion as
Goodman assumes. Moreover, Jackson’s counterfadtg@iment correctly
demonstrates that Goodman’s riddle can be dissofieedit is a logical
consequence of accepting the definition of thedawfi counterfactuals. To the
extent that Goodman offers additional informatiar & future emerald, the
compromising generalization “all emeralds are gnwbén asserted at a time later

than T is not supported by induction via enumeratio

Another author who views Goodman’s account as &tersent of Hume’s old
problem is John D. Norton. Norton sees Goodmawention of the compound
grue as “colorful way of stating old news” (Nortd#Q06: 186). He reiterates that
Goodman’s grue and bleen compounds at best exphessld problem of
induction that ‘any pattern may be confirmed in malifferent ways’. Norton
observes that as much as the grue and the bleeen(ldenotes all things
examined before time t just in case they are blutetd other things just in case
they are they are green) could be dismissed onngsothat they invoke a time
factor which green and blue do not, Goodman takesdéfinition further by

defining grue and bleen as the primitive predicatgerms of blue and green thus
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creating a formal symmetry between ‘grue/bleen’ agpeen/blue’. While the
initial symmetry took grue and bleen as the griedifpredicates, the second

definition takes green and blue as the grue-ifiedligates.

Green applies to all things examined before tigusttin case they are grue but to
other things just in case they are bleen. Blueiappb all things examined before
time t just in case they are bleen and to othaerggijust in case they are grue
(GoodmanQp.Cit: 79-80). From this definition, the qualitativengsssent in the

unfamiliar predicates grue and bleen is now presegteen and blue. Goodman,
therefore, concludes that qualitativeness is divelanatter thus does not establish

a dichotomy of predicates. This implies that, agtdlo observes, “...for any
predicate...that can be defined in a system thastgkeen and blue as primitives,
there will be a ‘grue-ified’ analog in a system tthakes grue and bleen as
primitives, as long as the symmetry of descriptbtains” (NortonOp.Cit: 189).

Hence, he argues that the conclusion drawn fromd@®aa is that any account of

induction confirms the grueness and greennessigdésos equally.

According to Norton, Goodman’s new riddle would di&erent from Hume’s

problem, if and only if the formal and perfect syetny can be refuted in the
physical context. That is, if facts can prove thia two components of the
symmetry do not contain the same information. fabnot be refuted, then there
is nothing new in Goodman’s paradaki@: 198). For Norton, it is a fact that “for

symmetrical descriptions, a failure of physical igglence must be grounded in
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external facts, that is, in facts not expressethiwithe descriptions themselves

(Ibid: 193).

For instance, Goodman’s symmetry depicts one ssdeoasisting of statements
“all emeralds are grue and “all emeralds are bleghile the other side of the
symmetry consists of statements “all emeralds aeerg and “all emeralds are
blue”. For Goodman, the two sides of the symmeteysupported by inductive
evidence but are not physically equivalent in tinay do not describe the same
facts. While the statement “all emeralds are greeili”obtain positive instances
in the physical world, the statement “all emeralds grue” will not. What Norton
implies is that to show that the two descriptiomghe symmetry do not describe
similar facts; one has to appeal to facts thatrerealready implied in either
description in the symmetry such as the time incwhhe emeralds are observed.
Norton concludes that if there are no such factgpmeal to, then the symmetry is

perfect and thus the descriptions on either sidghysically equivalent.

This implication, Norton argues, follows from thefigition of symmetrical
descriptions. He argues that if symmetrical desiomp means that for every
sentence in one description there is a correspgndentence in the other
description, then to be sure that the sentence®tmean the same thing, one has
to appeal to facts outside the symmetrical desonpfThe result of this is that as
the scope of symmetrical descriptions grows larges, facts to be appealed to

become lesser. Norton expounds this by saying:
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“If symmetrical descriptions cover all of scientleen facts that establish
the failure of physical equivalence must lie ouwtsidcience...if the
symmetrical descriptions cover all of our formadlypressed knowledge
then facts that establish the failure of physicpliealence must lie outside
our expressed knowledge, that is, in ineffablesfa@gbid).

If the condition above, namely, that failure of egence has to obtain from facts
outside the description does not obtain, then, dfoargues, the two descriptions,
that is, grue/bleen and green/blue describe theeséants thus physically

equivalent. The implication is that if it did olrtaithen the new riddle would be
entirely new as Goodman claims. According to Nottwgre are no relevant facts
outside the symmetry to show that the descriptemesnot physically equivalent
(Ibid: 198).This notion is similar to Jackson’s view tthall predicates are

projectible such that there is no criterion for tpming them that is needed.

Norton writes,

“So we have reasons to believe that the two desumgp are merely
notional variants of one another. As a result, wooant of induction
should pick between them. A failure to pick betweedinary and grue-
ified hypotheses is just what we should expectrof good account of
induction” (bid: 198)

By ordinary hypotheses, Norton implies inductivéemences as expressed in the
old problem of induction while by grue-ified hypetes he implies inductive
inferences as expressed in the use of nonprogctkedicates invented by
Goodman. If the two hypotheses, that is, ‘all erdusraare green’ and ‘all
emeralds are grue’, are physically equivalent astdvoseeks to show, then it
follows that the new riddle is, actually, Hume'oplem in a new guise. Norton

seeks to establish that the two descriptions aysiphlly equivalent by showing
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that facts do not lead to breakage of the symmeatiy thus the aforementioned

condition does not obtain.

According to Norton, the symmetrical descriptionulbbe a perfect one, such
that the components of the descriptions explain game facts, if the whole
science serves as one description of the symmiddi L93). Norton argues that
even if the whole science was taken as the scopmefdescription, it is still

possible to provide an alternative to it by grugnAf the whole of science. For
him, if the whole of science is grue-ified, therr will be two accounts of the
symmetrical description; the normal science and ghee-ified science. The
implication is that there will be no more sciertifacts to appeal to in order to
show the lack of physical equivalence of the symynanhd, therefore, the two
cases will not be distinguishable. As such, theiteb& no difference between the
original science (Humean inductive science) and tree-ified science

(Goodman'’s science of nonprojectible predicatdsyl{ 199)

It may be objected, as Norton observes, that tleed®scriptions; all emeralds are
green and all emeralds are grue, cannot be both dand therefore are not
physically equivalent. However, Norton notes, th tdescriptions belong to
‘different members of a pair of total descriptionh the normal world “all
emeralds are green” will be true and “all emeradds grue” will be false.

However, in the grue-ified world “all emeralds ageue” will be true but “all
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emeralds are green” will be false. Therefore, tlie tlescriptions can be true

provided each set is referred to its appropriati@ ttescription.

Norton’s argument is quite appealing in that itidels from the definition of

symmetrical descriptions. If the definition of symmcal descriptions is accepted
and conjoined with the fact that their lack of plg equivalence has to derive
from facts outside the symmetry, then there is emson to reject the logical
consequences that follow from the definition. Her@eodman'’s new riddle is a
restatement of Hume’s old problem. However, Nodoargument has not gone

unchallenged but as we will see, it retains itsigilaility.

Robert Schwartz disagrees with both Jackson andoNoHe argues that to
collapse Goodman’s new riddle into Hume’s problentd misunderstand both
Hume and Goodman. Schwartz contends that as mucBoasiman accepts
Hume’s analysis of induction and causality, he abserves that Hume did not
cover all that is expected of induction. While Huadmits that the principle of
regularity of nature cannot be used to justify icttn but nonetheless past
regularity is the guide to future expectations, Guan seeks to show that not all
regularity can be projected. Projecting all regtyarleads to conflicting

projections such as depicted in grue and greerdeailving support from the

inductive rule. Schwartz, therefore, concludes Babdman does not reaffirm
Hume’s conclusion but offers a criterion for digtiishing projectible from

nonprojectible predicates (Schwartz, 2009: 398).
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However, Schwartz seems to overlook the fact tiaentrenchment criterion that
Goodman offers for his riddle is reminiscent of Hisnown solution. Both
philosophers are inclined to habit as the guidefiore projections. Moreover,
Hume seems contented with the fact that inductian lbe validated neither a
priori nor by probable arguments for no number lodeyved instances guarantees
the truth of future projections. Hence, he adopfsychological solution to his
problem by appealing to habit. However, Goodman nglp takes Hume’s
solution as if it were a validation of inductionurgrisingly, Goodman accepts
Hume’s negative answer to the logical problem diition for he understands its

roots. He explains,

“The problem of validity of judgments about theuté or unknown cases
arises, as Hume pointed out, because such judgrmenteither reports of
experience nor logical consequences of it. Preisti of course, pertain
to what has not yet been observed; for what hapdraa implies no
logical restrictions on what will happen” (Goodm&p.Cit: 59).

Later on Goodman argues that there is no guardné&tehe projected predicates

will turn out to be true. He writes,

“If our critic is asking, rather, why projection gfredicates that have
become entrenched happen to be those projectiahsvith turn out to be
true, the answer is that we do not by any meansvkhat they will turn
out to be true. When the time comes, the hypothbsisall emeralds are
green may prove to be false, and the hypothesisathare grue prove to
be true. We have no guarantees. The criteriorefgitimacy of projections
cannot be truth that is as yet undeterminébit{ 98-99)

The two passages show that Goodman agrees anteselsiame’s position. Both

Goodman and Hume are aware that induction cannetli@ated in the sense of
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showing that the conclusions of inductive argumemil$ turn out to be true.

However, Goodman wrongly takes Hume’s appeal tdoousas the way to go
about validating induction. He believes that Hunosga a problem and offered a
solution to it and that the problem of induction emhdissociated from the
problem of describing how induction takes placencarbe termed as Hume’s

problem (GoodmarQp.Cit: 61)

However, Goodman seems to forget the fact that Hposed two questions and
gave each an answer. To the question “are we lbgigsstified in inferring
instances we have no experience from instances ave kBxperience”, Hume
argues we are not. To the question “how does tference from experienced
instances to the unobserved instances take plddeffie appeals to custom or
habit. The first of these questions concerns uglidi inductive inferences while
the second concerns the description of the pramfessmking inductive inferences.
From our discussion, it is clear that both authagsee on both questions.
However, unlike Hume Goodman treats the second tigness addressing
validity of induction. Nonetheless, it is clear tlthe new riddle is a restatement
and a reaffirmation of Hume’s problem and his dohtto it. If we agree that
Hume’s problem is a question without a satisfacargwer yet, we are compelled
to conclude that induction remains as unjustifre€Gbodman’s analysis as it were

in Hume’s analysis.
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It should be noted that the question of validityirafuctive inferences involves a
logician in a category mistake. That is, transfegiihe features of deductive logic
to induction. Validity and soundness are featutest apply to deductive not
inductive inferences. If we agree that inductivguanents can never be valid or
invalid but only strong or weak, we are compellectconclude, like Hume does,
that induction cannot be justified by invoking tineth of inductive conclusions. It
is in this vein that Herbert Feigl discloses twonfe of justification: validation

and vindication (see Black, 1970).

Feigl contends that in validation, a process oérace is justified if it conforms
to established rules of inference. Further, thegwf inference are justified by
invoking more basic rules until the justificatiomriges at foundational rules
which cannot be further validated. Chapter twohid study led to the conclusion
that any attempt to validate or to justify induatioy demonstrating that inductive
conclusions are true and by appealing to princigesnductive inference is

fallacious. The circularity involved in such atteimave this study the first
insight that a limit of validation, assuming validea was possible, has been
reached. Moreover, the linguistic response to tiedlpm of induction discussed
in chapter three revealed that the principle ofustobn is the limit of justifying

particular inductive arguments. However, while theguistics argued that the
principle is justified by ordinary standards of megys of terms such as “rational”
and “evidence”, we reiterated that that assumpsBomnsatisfactory and that it is

still within our rights to demand the justificatidor the principle of induction.
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The second form of justification, according to Feig vindication or pragmatic
justification. This process implies justifying alewr a principle by appealing to
the aim it is meant to achieve. The principle iedef justification is thus taken
as a means to an end. Feigl urges that if the iptenof induction is taken as the
basis of all inductive inferences, then any furtlprestions regarding the
justification of the principle can only be answerby citing the purpose of
adopting it as means to a desired end. This ip#tle that Reichenbackdg.Cit)
adopts in his justification of induction. Salmo@p(Cit) backs up the need for
vindication of the inductive rule in his critiqud 8trawson in which he views
Strawson as having arrived at a limit of validati®almon, as it was observed,
urges that this does not imply a limit of justifiicen for vindication is the best

alternative.

In this regard, Reichenbach urges that any attémshow that induction is a
habit does not suffice as a justification for intloe. For him, even if it should be
accepted that induction is a habit, it is stillitegate to question whether it is a
good habit in the sense that it is or it is notfulsen giving meaning to actions
directed towards the future events. Reichenbacmavdr..if we are not able to
demonstrate that it (induction) is a good habit,skeuld either cease using it or
admit frankly that our philosophy is a failure” (ReenbachOp.Cit: 347). Given
Reichenbach’s plausible assumption, it is cleart tB@odman’s suggested

criterion for distinguishing valid from invalid pjextions, namely, entrenchment

108



deriving from habit, does not suffice a solution thee notorious problem of

induction.

The foregoing discussion has revealed that Goodsnaméw riddle’ is a
restatement and a reaffirmation of Hume’s positibime solution that Goodman
suggests for the new riddle is similar to Hume’sx@elution in that both authors
appeal to custom for justification of induction a@itbGoodman disguising it in the
concept entrenchment. Moreover, Goodman’s asseti@rthere is no guarantee
that the projected hypotheses will turn out to heetis yet another way of
endorsing Hume’s position namely, that inductionas logically justified. In this
regard, both authors agree on the two importanedasparising from the old

problem of induction.

We have also seen that any attempt to appeal td aabthe justification of
induction is unsatisfactory. Reichenbach takes nbthis notion and urges that if
we are to continue following induction as a hathien we need to establish that it
is a useful habit when directed to actions aboat fthture events. Further, the
distinction between validation and vindication angd with the fact that
validation applies to deductive logic leads to tomclusion that a demand for
justification of induction has to be pragmatic iature if it is to be unexposed to
Hume’s skepticism. It is in this light that Reiclwch’s pragmatic justification or
vindication offers the best hope of arriving at fhstification of induction by

taking us beyond both Hume and Goodman.
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CHAPTER FIVE

REICHENBACH’'S PRAGMATIC DEFENSE OF INDUCTION

5.1: Introduction

As it has been established in the previous chgpéerepistemic justification or
validation of induction is not possible, since ittals demonstrating that the
conclusions of inductive arguments are true. By nature of inductive logic,
validity cannot be invoked in reference to induetharguments. It is a
characteristic of inductive arguments to derive abasions whose truth is not
entailed. To seek to demonstrate that inductivererfces are true is tantamount
to equating induction to deduction. But, as it leen established, rationality
cannot be restricted to deductive logic. For thevalreasons, the justification of
induction takes us beyond establishing the trutmddictive conclusions (This is
why Reichenbach’s solution to the problem of inducthas stood firm as

compared to all the previous solutions discussed)

This chapter focuses on Reichenbach’s pragmatidigasion of induction. It will
be shown that Reichenbach forceful argument ligkeraim that induction serves
both in science and in ordinary life: that of amy at a limit of relative
frequency. For Reichenbach, if induction is sucitgss achieving this aim, then
it is justified on that basis. Reichenbach contethds$ induction is our best hope

in facing a future characterized by uncertaintywdoeer, as we will observe,
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there is no guarantee that this aim is achievaitferein the long run or in the
short run. Hence, this chapter will recommend ogsata improve Reichenbach’s
pragmatic justification by alluding to the purpasduction serves in sustaining
scientific predictions for application in technolog advancement and policy

formulation.

5.2 Reichenbach’s Probability Theory and Pragmati®efense of Induction.

Reichenbach’s solution to the problem of inductisnbased on his theory of
‘weight’. According to Reichenbach, propositionsntzoning knowledge of the
unobserved future have an unrevealed truth valumweder, like any other
proposition, they are capable of being true orefasven though their truth is not
yet determined, they are nevertheless uttered dinary speech with some
determination of their truth or falsity. For Reidimach, the ‘utterer’ holds an
opinion regarding their truth. This opinion, acdagito Reichenbach, is called a
weight which takes the place of an unknown trutlueand measured in terms of
probability. It is for this reason that Reichenbaaws the concept probability as
only applicable to propositions whose truth valsenpt yet determined. The
weight of a proposition is determined through veaifion but is applied to
propositions that are yet unverified (Reichenbaddp.Cit: 23-24). For
Reichenbach, weight is a bridge between the knomah the unknown and is

particularly important when propositions are usgdthasis for action.
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Reichenbach insists that any action presupposes knowledge of future events
and therefore is based on the weight of the unedrifropositions. Moreover, any
action depends on volitional decision and the maafnattaining the decision

(Ibid:26). Thus, for instance, Reichenbach would argustudent may have

verified that philosophy lesson proceeds from 9. awery Monday in the past.
But for the student to take the lesson this Mondag/she must have some
knowledge that it will be the case today. He/shestnmave a weight towards the

unverified proposition that the lesson will takag# today.

For Reichenbach, scientific hypotheses are proibhalsiatements and, therefore,
do not claim certainty. Like any other frequencyerpretation of probability,
Reichenbach contends that repetition of an evenmtusial in determining the
degree of probability of an event. For him, proligbstatements derive meaning
from the fact that they can be utilized in preparafor action. Hence, scientists
believe that the event with a higher probabilitygtedmined by its relative
frequency, will happen in the futuréoid: 309-310). This is the principle of the
most probable event which if followed, accordingReichenbach, leads to the

best ratio of success of the event happening evéreilight of possible failure.

Consider an illustration similar to one given byidRenbach: Suppose a train
station time schedule shows that the train we thtentravel in arrives at the
station at 1300 Hrs. As Reichenbach would arguis, lietter to believe the time

keeper not because it is impossible for the traiartive two hours earlier or later
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but because by using the principle underlying thee tschedule, we shall avoid
great disappointments. Any action presupposes weigth therefore probability.
In everyday life, the principle of most probablesrtis applied. For instance, we
take drugs prescribed by a doctor because theaepiebability that our disease
will go away. We eat bread because there is a pilityathat we will get
nourished. The totality of actions must be submittethe “principle of assuming
the most probable event” if we are to avoid dimionitof successes. Hence, for

Reichenbach frequency interpretation of probabjiistifies our behavior.

However, Reichenbach urges, the term probable epph a class of events and
not to a single event which has not yet been \agtifibid: 313). Given that truth
and falsity also do not apply to future unverifiedents, it follows that the
individual event cannot be said to be probables,tan false. For Reichenbach, the
single event is a posit. Hence, a posit is whasisgned to statements about the
future in the sense that they are not to be takeactually true but the scientists
choose to deal with them as though they are traenibout any proof of their
truth value. The event with the highest probabiktposited in a statement as that

which will occur.

For Reichenbach, the rationale behind a positasghould the event be repeated,
the decision to deal with the statement positetfiaswill lead to “greatest ratio
of success.” Reichenbach likens a posit to a garsbdager. A gambler attaches

a weight to his wager possibly in terms of moneyshailling to stake for the bet.
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Moreover, the probability, in terms of relativedteency, of the event he bets on
happening determines the weight of his wager. Raichch contends that “a
weight is what a degree of probability becomes i iapplied to a single case”
(Ibid: 314). According to Reichenbach, a single casesrsefto an event
represented in a scientific hypothesis. Consequeativeight is the “predictional

value of a sentence.”

Reinchenbach further contends that for the salgrediction, scientists face the
future like a gambler uttering nothing about thehrvalue of their hypothesis but
rather adopt a weight or posit or wager which noeless may be assigned a
numerical value. However, while a gambler's wagas lan appraised weight in
that the gambler knows the odds in which he isimglto bet, a scientist’s posit is
not appraised and thus is a ‘blind’ posit. Butside for action makes scientific
gambling necessary. For him, gambling is the onay what scientists can deal
with the future for logic does not provide a wayhidl does not imply that
predictions which arise from induction are not ifisti. For Reichenbach,
induction is justified by the aim it seeks to asl@en scientific predictions. He

contends that this aim is tied to frequency intetgtion of probability statements.

According to Reichenbach, frequency interpretatadnprobability makes the
assumption that a calculated relative frequency afiven event approaches a
limit of the frequency of repeatable events. Thiplies that as long as an event is

repeatable, the relative frequency calculated wtgiven time, which is less than
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one, will approach the true value that is, one,nupEpetition of the eventhid:
340). Assuming that the relative frequency of aeng\calculated at a given time,
say t, is X, then upon repetition of the evens iexpected that the revised relative
frequency will be xt wheree is a small number. Reichenbach argues that since
the calculation of relative frequency is only pbssiby use of the frequency of
the observed events, then it follows that the molecof induction assumes that
there is a limit of relative frequency which is s#oto the value calculated from
observed events. For him, the principle is indisadte if there is any hope of
finding the limit of frequency. For Reichenbacherdfore, the aim of induction is

to arrive at a limit of relative frequency for regpable eventdlipid: 350).

However, Reichenbach warns, there is no certahdy the aim will be achieved.
But for the sake of preparation for action, we adnhelp but follow the

prescriptions of induction as means to an end.Re&chenbach, the demand for
justification of induction requires nothing lessathshowing that induction is a
useful means for the purpose of actions directetutire events. Reichenbach
reiterates that it is not a necessary conditionafqustification of induction to

demonstrate that the conclusions of inductive erees are true. For
Reichenbach induction would be justified if it ce demonstrated that the
conclusions of inductive arguments are true, bstifjaation of induction does not
imply that the conclusions of inductive arguments &ue. However, inductive
inferences serve as the best assumption regardiioguee whose truth is not

known.
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Reichenbach gives an illustration, which may beipuhe context of the recent
case of the use of an experimental drug to treaialio show that induction
serves us the best hope in dealing with an unknfuture. Suppose a man is
suffering from a grave disease such as Ebola. Tévests an experimental drug
whose therapeutic value has not been fully estadalisThe doctor says that he
does not know whether the experimental drug willecthe man. However, he
adds, if there is any hope for the man survivirgntthe drug is the only remedy.
According to Reichenbach, even though it would lsttds and a sufficient
condition to know whether the experimental druglvelire the disease, the
administration of the drug would be justified withdhat knowledge for it is the
only hope available. The knowledge available todbetor is sufficient for this
justification. It is on these grounds that Reichastbinsists that even if there may
be no sufficient conditions for success, it is nbakess enough for a justification
to realize the necessary conditioidd: 349). Hence, Reichenbach seeks to show
that induction is a necessary condition of sucecessely, arriving at a limit of

relative frequency.

Further, Reichenbach argues that attaining the bifrequency is not guaranteed
owing to a possibility of a world that is not pre@ible. This is because it would
be impossible to construct a series with a limitainnon-predictable world.

However, if the world is predictable, inductionaisure way of attaining the limit.
Given that the value of relative frequency caledatt any time is taken to

approximate the limit and that events are bounbdet@epeated, scientists are not
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tied to stick at the calculated frequency. Rattiex,process of calculating relative
frequency is continued as the number of instandethe event increase thus
considering the last relative frequency calculadsdthe best value of the limit.
Reichenbach insists that if there is a limit at thie procedure will eventually lead
to the true value of the limit. The principle oflirction is, therefore, a necessary

condition for attaining the limit of frequency.

Reichenbach does not imply that the principle duition is the sole principle of
arriving at the limit of frequency. For him, indiant belongs to a set of other
methods that can equally serve as necessary comslitor arriving at the limit.
He considers clairvoyance as being among the mstimothe set. Thus it follows
that there must be rational grounds for choosimgphnciple of induction from
among the members of the set. Take, for instaheefdrecasts of a clairvoyant
and the suspicion that he may give false foreaaistee value of the limit. This
implies that nothing about him (his magic) is knotenus. To verify that he is a
true clairvoyant, Reichenbach contends that we evappeal to his past forecasts
to see whether they match the facts. We would walaib to verify his current
forecasts against evidence. According to Reichdnbidi¢che forecasts match the
facts, we will pronounce him as a true and reliat¥@rvoyant. This procedure
applies the principle of induction. The implicatios that, at least, there is
something known about the principle of inductioar Reichenbach, the inductive
principle must therefore be chosen so as to coott@r methods, which nothing

about them is known, of arriving at the limlibid: 355).
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Further, Reichenbach warns that if the world is pr@idicable such that there is
no limit of frequency, the inductive principle wilbt be a necessary condition for
finding it since there would be other methods dirtg future frequencies. But, if
there are a number of methods such that a choioe@br more must be made if
a limit is to be found, then each of the memberthéset is a necessary condition
for arriving at the limit. If any of the membersagplicable, then it follows that
that particular member is a necessary conditiontlier existence of the limit.
From the above assumption, Reichenbach concludat ttte principle of
induction is applicable as a special member ofstteof methods that can be used
to foretell the future. Hence, he remarks, the metbf induction presupposes a

limit of relative frequency of repeatable events.

This far then, Reichenbach’s justification of indan is plausible and stands out
strong compared to the other attempts to solvetbklem of induction owing to

its ability to escape Hume’s skepticism namelyt thduction is not justified due

to lack of probable or a priori arguments in itpgort. Hume’s objections have
proved unshakable as it has been established inpteé@ous chapters and
therefore the skepticism remains. However, to evhideskepticism, Reichenbach
reiterates that proving that the conclusions oligtive arguments are true is not
the only way that induction can be justified. Ir&teinduction can be justified by

appealing to the aim it seeks to accomplish inndifie inquiry.
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However, this does not imply that Reichenbach’soant has not been criticized.
For instance, BonjourQp.Cit) observes that first, Reichenbach’s notion of a
‘blind’ posit makes it impossible for the scientistknow whether there are any
chances of success. (Bonjo@p.Cit: 69-72). Bonjour argues, and here we agree
with him, that even if a limit of frequency existss Reichenbach assumes, the
inductive rule cannot guarantee success eithdrarshort run or in the long run.
Firstly, taking the assumption that induction vi@ad to success in the long run,
the question of how long should the run be stithaens. Hence, just like Hume
would contend, Bonjour argues that no run will bad enough to guarantee
success. In our view, this seems to make sendeetextent that no number of

past frequencies imposes a logical guaranteewkdowill happen in future.

Secondly, even if induction was to lead to sucoeske long run, if at all success
is possible, such success cannot be recorded gh@aniin the short run during
the observation process. Consequently, Bonjour emrgwhile applying the

principle of induction, there is no number of rejeglaevents from which we can
have justified confidence that a calculated retatifrequency reasonably
approaches the true value of the limit even iflimét, actually, exists. Moreover,

Bonjour adds, it may happen that the value of inddrequency arrived at some
particular time was the correct approximation @ timit. According to Bonjour,

Reichenbach gives us no reason to believe thatelagve frequency is the true
value of the limit. Therefore, success may be adtet a certain point but there

is no reason to think that it has been achievedckleBonjour concludes, the
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success of induction in the short run would be etten than a matter of random

guess.

A further disagreement between Reichenbach and dBongoncerns their
different understanding of justification. According Bonjour, the original
problem of induction demands a justification thaels to show that the
conclusions of inductive arguments are likely tothee. It has to do with what
reasons there are for accepting the general infesenn the basis of particular
observations 1bid: pp.58). Bonjour reiterates that Reichenbach’difjoation
gives no reason whatsoever for thinking that theega inferences are true or
even likely to be true. For Bonjour, Reichenba@tsount does not claim, at any
point, to demonstrate the truth of inductive cosius. It is for this reason that
Bonjour dismisses Reichenbach’s solution as nostepic. For Bonjour, by
neglecting the demonstration of truth of inductoasclusions, Reichenbach does
not offer a solution to the skeptical question afduction. He writes,
“Reichenbach’s vindication renders the most calefiérived results of science

epistemically no better, indeed worse, than a garigbbet” (Bonjour, 1998: 195).

As observed, this disagreement rests on the diféerén approach as pertains to
justification. While Reichenbach takes demonstratiof truth of inductive

conclusions not as a necessary condition for joatibn, Bonjour argues to the
contrary. A chronological analysis of three cruailcuments to support this

notion is important. These are: Reichenba&Xgerience and Prediction (1938),
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Herbert Feigl'®e Principiis non Disputandam (1950), and Laurence Bonjoutis

Defense of Pure Reason (1998). We touched on Feigl's paper in the distarct
between validation and vindication in an earliecte®. In Feigl's paper
Reichenbach’s pragmatic justification of inductiam acknowledged as an
application of vindication. Bonjour’'s critique amye forty eight years after
Herbert Feigl's distinction between validation awohdication. Hence, either
Bonjour was unaware of Fiegl's distinction or hemdisses this distinction as
illegitimate. However, in our opinion, it seems ttHaonjour is wrong since
vindication seems to be a legitimate form of jus#fion, especially in the light of

the impossibility of validation of induction.

However, our chapter two pointed out to us thelehgkes involved in seeking an
epistemic solution to the problem of induction. Bles, one of the main
observations that led to the desire to revisit pineblem of induction is that
Hume’s objections to the possibility of an episternustification of induction

have withstood all attempts to refute them. Hemeoe,deemed a non-epistemic

solution to be more viable in defense of induction.

Perhaps, this is why Salmon views Reichenbach’stisol as the most fruitful
and promising attempt to resolve the problem ofuatidbn when compared to
other solutions. According to Salmon, the fact tRaichenbach does not seek,
unlike other authors, to establish the truth of agypthetic proposition but to

justify a rule, which cannot be said to be truefalse, makes his solution
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outstanding. However, he warns that Reichenbaatiigien is not an adequate
justification but it gives a sound ground from whighilosophers can attempt an
adequate justification of induction. He agrees viRisichenbach that induction is
to a great extent the logic of science. Disregaydhe attempts by Popper and
Strawson to dissolve the problem of induction, Sadnarites, “...in contrast to

both of these views | claim there is a crucial seinswhich the logic of science is
inescapably inductive, and that a justificationirmduction is essential to a full

understanding of the logic of science” (Salmon,8:961).

For Salmon, the problem of induction can be reduoetie problem of evidence
as “...what rules ought we to adopt to determine tiaure of inductive
evidence?” Ipid:32). What Salmon implies is that a justification influction
demands grounds for adopting the rules that we tag®pertaining to inductive
evidence. For him, Hume’s objection to the posgybibf logical or probable
arguments demonstrating that inductive arguments tie premises will lead to
true conclusions in future is correctly and defugly demonstrated. However,
this does not imply an impossibility of justificati; for justification does not have
to take the form of proving that inductive conctus will be true in future.
Vindication is the way to go about justifying indion: to show that adoption of
the inductive rule as, Salmon notes, “...is well stdiias a means to some desired

ends” (bid: 34).
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According to Salmon, Reichenbach’s justificationnsists in showing that
inductive method will yield predictive success tfadl any method is capable of
the same. However, he notes a major difficulty gicRenbach’s argument. For
Salmon, the same argument as provided by Reichbrdzacbe equally applied to
justifying other asymptotic rules besides inductioy enumeration being the
special member. Other asymptotic rules are thoséhioh the difference between
the observed frequency and the inferred value @flithit converges to zero for
increasing sample size. For Salmon each membédreo$et of asymptotic rules
fulfills the convergence requirement of inductiéior this reason, there is need to
place restrictions on the rules such that inducstands out among the many

asymptotic rules.

Salmon recommends two restrictions to narrow ddvenset of asymptotic rules.
The first is the normalizing condition which rests the limit of relative
frequency at the interval of numerical value zerome (0-1). Any rule that infers
a relative frequency of negative value or a positrelue above one (1) should be
eliminated from the list. Secondly, the linguistiwariance condition requires that
the limits of frequency inferred should not be adion of the language used in
formulating the evidence statements. This impliest two logically equivalent
descriptions of a sample should not allow the erfiee of two different values for
the limit of the relative frequency as would be ttese with ‘grue’ and green

expressed in the Goodman’s grue paradiixi37).
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However, Salmon does not seem contented with tleecomditions he suggests.
As observed in Bonjour’s critique, the choice oé ihductive rule from among
other rules with a limit of frequency remains perbhtic. Salmon acknowledges

this problem and warns that:

“Taken together, the convergence condition, themadizing condition,
and the linguistic invariance condition are quitaverful. At one time |
thought they provided a full vindication of indwti by enumeration, but
now | realize this view is incorrect. Additionalratitions are needed, but,
| have no idea what they might look like or whettlbere are any
acceptable onesTlfid: 37).

Elsewhere salmon seems to endorse his failurendinfy a satisfactory answer to

Hume'’s problem as he admits:

“It seems to me, however, that the least we caardthe bicentennial is to
acknowledge candidly that part of Hume’s legacwask still to be done.
The problem he left us is a tough one, but we haweexcuse for
pretending that it does not exist. And, | think, mas better not stop trying
to solve it” (Salmon, 1978: 18)

At this juncture, this study takes notice of a majmblem facing Reichenbach’s
solution to the problem of induction. The aim ofluiction according to him
centers on predictive success of scientific hyps#beThis success will be made
possible by the role of induction in discoverindjmait of frequency in the long
run. However, given the persisting doubts concegrnire ontological status of a
limit of relative frequency, it is very uncertairhether such success, as suggested
by Reichenbach, will ever be possible. Bonjour nsatkes point very clear in his

analysis already given in this chapter. Salmon ataght to save Reichenbach’s
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theory seems to have shown desperation in idengfthe relevant conditions that

can enrich Reichenbach’s vindication of induction.

The rationale behind Reichenbach’s choice of tleigtive rule as a means to
achieving predictive success by discovering a pointonvergence, therefore,
seems blurred. Perhaps, the problem with Reichérdadndication is not
frequency interpretation but the aim he assigrnadaction. Reichenbach appeals
to predictive success on arriving at a true valbehe limit. This true value,
undoubtedly, depicts arriving at the truth of intie inferences however long it
may take as long as that truth is attainable. Bsitwe observed in the preceding
chapters, there is no way in which we can know itidctive inferences will turn
out to be true in the future. This is, preciselizwit was concluded that validation
of induction is not possible. By insisting on findithe true value of the limit,

Reichenbach involves himself in an impossible endea

Even if the limit of relative frequency is possilite achieve, there is no way in
which scientists would know that they have achiettedhis is because scientific
predictions can either be confirmed or refuted \agence. If scientists are lucky
to confirm some of the predictions, this would astadd to the inventory of the
frequency of the confirmed hypotheses. Consequeatly as Reichenbach
contends, scientists will use the accumulated &aqies to revise the value of the
relative frequency. This implies that the procefssabculating and correcting the

value of the relative frequency will continue infely as long as predictions are
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confirmed or refuted by evidence. Moreover, theugatalculated at any given
time is assumed to approach the true value ofitieé Hence, the question arises:
when will the true value of the limit of relativeefjuency be achieved? The
possible answer that can be given to this quessidat an infinite time” which

implies never unless an end of time is conceivable.

5.3: Vindicating Induction Beyond Reichenbach

As already observed Reichenbach holds that theaté aim of induction is to
find a limit of relative frequency. However, alorige vein of Bonjour and
Salmon, we have shown that this aim may be implessibarrive at either in the
long or short run. Reichenbach seems to be moliadalcto the theoretical results
of induction. Hence, he seeks to show that indaoctidgll lead scientists to the
specified aim in the long run. If scientists seelatrive at the true value of the
limit of relative frequency, then this seems torhere of a theoretical aim than a
practical aim. Vindication entails justifying clagnin relation to the aim that those
claims seek to achieve. However, besides theoletsalts, there are practical

aims which are as well achievable.

Moreover, as Dewey contends, pragmatism entailgpipéication of the thought
process in the manipulation of the environment homan benefit. Hence,

scientific theories are created by humans with Bn af pursuing particular
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interests and aims (Dewey, 1938: 42-43). Reichdndaes not make this explicit
in his account of induction. Even though his illasibn about the man suffering
from a grave disease (see page 116) points to gwaical application of
induction, that illustration is not meant to imghe applicability of induction for
practical benefits but for theoretical benefits. fAgh, it is an analogy showing
that just like a physician would recommend a draghe only hope to save the
man, so should we take induction as the only hagending the limit of relative
frequency. Even though the aim that Reichenbaslyms for induction may be
achievable in the long run, there are doubts caorogrits realization. Besides,
what would scientists do with the true value of timeit of relative frequency

should they happen to find it?

Perhaps, the remedy to Reichenbach’s pragmatiiigagbn lies in abandoning
the search for a limit of relative frequencies witan ill-defined future. Instead,
the focus should be placed on the usefulness ofctiwh in practical applications
at the present. When we talk of scientific predict, we talk of inductive
inferences for it is these inferences that havesttientific predictive value. For
instance, when scientists observe numerous casesppler metal conducting
electricity, they draw a general statement that@tiper metal conduct electricity.
The inference drawn has predictive value for idkethe mind to the expectation
that the next copper metal to be observed will @sduct electricity. In other

terms, laws of nature, formulated via inductionydnaredictive power for we do
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not only believe that the laws have worked in thstput we also expect them to

work in the future.

Suggestively, induction can justified by appealittg the aim that scientific
generalizations seek to accomplish not just inftitere but by considering their
practical consequences at present. This way, oee dot need to seek after an
aim that is to be achieved in a future: a futurecwimone of us know about. To
begin with, scientists make predictions with twoirmaims in mind namely, to
apply the predictions in advancing technology amduse those predictions in

policy formulation.

On the one hand, policy formulation is addressedctimons and measures related
to an unknown future. Policies necessarily emafra@ scientific predictions.
The formulated policies guide human behavior ippredness for the unknown
future. In the face of global warming, for instanseientists use computer models
to predict future changes in climate. Policy makeake up the predictions as core
ingredients of policy formulation. It should be edtthat policy formulation as the
basis for action takes place only in accordancé ié dictates of induction. For
instance, it would be irrational to formulate p@i for curbing global warming
that do not appreciate the inductive generalizatidarived from past weather

changes.

On the other hand, scientists make predictions sotca apply them in

technological advancement. As a matter of facthrielogy is a component of
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applied sciences. Studies in Nuclear Physics hauad diverse applications in
medical and military technology. For instance, trseyvation of atomic nucleus
and the forces governing it, scientists derive jotexhs in terms of general
statements concerning its behavior. These genatialis have had a wide range
of application in nuclear power and medical diagiesstechnology. Nuclear
medicine is of great importance in modern heal@nespecially in treatment of

illnesses such as cancer and also in medical irgagohnology.

The application of scientific predictions in poliégrmulation and technological
advancement is neither an aim that has to be sougtih a future scope nor is it
a theoretical aim whose realization is disputabl@s application is evidence of
how induction has enhanced human survival in thet gad in the present.
Whether these predictions will continue to holdtlmait they will turn out to be
true in the future is beyond the comprehensiorhefrmind for no human mind
has control over the future nor has awareness tafduevents. However, their
current practical consequences are evidence ttatfion is useful in enhancing

human prosperity through technology and policy.

It may be demanded that we give grounds for prieigrthe method of induction
among other methods that may be used to predictutnee. Like Reichenbach
would argue, induction is the only method that sihing is known about. It has
been the method of science with successful prdoesalts and as such must be

applied in evaluating other rules of telling abtu future such as clairvoyance.
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This does not, however, imply that induction witintinue to be successful in the
future. The point to note is that induction curhgngields plausible practical
consequences when applied in advancement of temiyand formulation of

policies and thus is justified.

The foregoing analysis has investigated an altermab validation of induction:
vindication. The previous chapters set the groulmdsvindication by showing
that, on the one hand, there is a genuine probfanmdaction in spite of attempts
by philosophers such as Popper, Strawson and Edwardissolve it. On the
other hand, we have shown that an epistemic soltitidhe problem of induction
also termed as validation of induction as attemptedhductivists, reliabilists and
probabilists is not possible in pain of begging theestion. Hence, this chapter
sought to re-evaluate Reichenbach’s vindicatiomdiiction. We have seen that
in Reichenbach’s account, the problem of inductemses from frequency

interpretation of probability.

For Reichenbach, scientific conclusions are prdiigbistatements with a
calculated relative frequency. The event that isenppobable is projected as that
which will happen in the future. According to Reécitbach, the projected event
has an unknown probability and thus goes beyondiiogviedge of the relative
frequency of the events of the class in which ilobgs. In this respect, the
problem of induction arises as to what justificatiiere is for relying on past

relative frequency as the rule for positing an ¢wehich has not yet occurred.
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Since Reichenbach concedes to the impossibilileafonstrating that the posited
event will turn out to be true in the future, hedes a justification of induction

that does not seek to meet this condition.

Riechenbach contends that frequency interpretatioprobability assumes the
existence of a limit of relative frequencies of eatable events. Hence,
Reichenbach contends that scientists, by applyidgation, seek to arrive at the
true value of the limit in the long run. For Reiobach, induction is justified

because it will, in the long run, lead to the aehiaent in this aim. However, we
have observed, in line with Bonjour criticism, thiais aim may not be achievable
either in the long run or in the short run. For Bom, even though scientists may
happen to have arrived at the true value of thet loharing the process of

calculating, Reichenbach gives us no reason ashyoseientists should believe
that the calculated value is the true value oflithé. Further, Bonjour argues that
this aim is not achievable in the long run for thé no ‘run’ that will be long

enough to guarantee that the true value of the kil be achievable. This is

precisely the root of the problem of induction foo number of observed
instances of an event gives us logical guarantaettie event will happen in the

future.

On the basis of this criticism, we have argued fRaichenbach seems more
inclined to the theoretical aim of scientific inqui Even though pragmatism

focuses on practical consequences of a proceskdqustification of the process,
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Reichenbach does not make this fact explicit inalsisount. Theoretical aim such
as arriving at the true value of the limit as Reiabach alludes to is not the only
aim that can be appealed to in a pragmatic juatiba. Hence, we observed that
the difficulty in Reichenbach’s defense can be miegk through abandoning the
search for a limit for a relative frequency whicight not be achievable. Instead,
induction is justified because it sustains sci@niredictions for application in
current policy formulation and technological advament. Therefore,
Reichenbach’s account of induction strength liesitsnappeal to the aim of
induction in scientific inquiry rather than seekittgdemonstrate the impossible.
That is, demonstrating that inductive conclusioni e true in the future.
However, its weakness lies in its appeal to antaeis hard if not impossible to

achieve.
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CHAPTER SIX

SUMMARY AND CONCLUSION

The study endeavored to show that an epistemitfipasion of induction by self-
supporting inductive arguments is untenable. Weehseen that the inductivists,
reliabilists and probabilists responses to the lgrabof induction are guilty of
circular reasoning. It is not a matter of disputattinductive inferences, unlike
deductive inferences, are not necessarily truttsguuéng. Hence, to seek to
demonstrate that inductive conclusions are true geek to equate induction with

deduction and consequently equating rationalityaductive logic.

It is on these grounds namely, that induction i$ moth preserving that the
linguists dissolve the problem of induction by mmakithe distinction between
induction and deduction. For Strawson and Edwaralg]ity applies to deductive
reasoning where the truth of the deduced conclgsilemives entailment from the
premises. To the contrary, inductive conclusionsndd derive entailment but
evidential support from the premises. For the listpy having evidence for
believing in the conclusion of an inductive argumisnwhat rationality entails as
par ordinary usage of language. Induction is thustified in this sense. Even
though this study agrees with the linguists onatbgect of the distinction between
induction and deduction, we saw that ordinary shatsl are insufficient for the

justification of induction for we still need to ggteon our ordinary understanding
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of rationality. Hence, the demand for the justifica of induction takes us

beyond appealing to ordinary usage of language.

Further, the study has established that Poppdemat to replace induction with
falsificationism as the method of science is seliedting. We remarked that, as a
matter of fact, scientific predictions have preietvalue and if so are necessarily
ampliative. Therefore, science necessarily apphiesampliative methodology,
that is, induction. To the contrary of Popper'sumsgtion namely, that scientists
seek to falsify their theories, we saw that scggatseek to save their theories by
adjusting the auxiliary hypotheses in the face aéd predictions. Therefore,
falsificationism does not account for either thetmod or practice of science.
Moreover, Popper’'s use of the concept corroboratwimere a theory that has
withstood the severest of tests is preferred tcerotimeories, leads him to
inductivism for corroboration presupposes inductiBesides this, the logic of
falsificationism is also self-defeating in that tilrns out to be the logic of
accepting theories for preferring the most corrabext theory is tantamount to
accepting that theory. From our evaluation of thguists’ as well as Popper’'s
falsificationism, it appears that there exists abpgm of induction that cannot be

dissolved in either of the way proposed by bottosthof thought.

In furtherance of the debate, it was observed thatattempt by Goodman to
consider the old problem of induction resolved thge with his attempt to

introduce a new problem of induction is a disguisedy of restating and
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reaffirming Hume’s position namely, that the justition of induction should not
seek to demonstrate that the conclusions of indeietiguments are true. Contrary
to Goodman’s assumption, it was argued that trereothing new in the “new”
riddle of induction. Both Hume and Goodman agred What has been observed
places no logical guarantee on what will happerthim future. This notion is
evident in Goodman’s claim that there is no guaaniat the right projections to
make will turn out to be true. In the second plademe had appealed to habit as
the source and the basis of all inductive projesti@and so does Goodman
disguised in the concept entrenchment. For thisoea Goodman does not

advance the Problem of Induction debate beyond Huassumptions.

However, Reichenbach takes a different approa¢hdrdebate. He contends that
induction would be justified if it can be demongta that the conclusions of
inductive arguments will be true in the future. Hewer, he shows that Hume’s
objections to such a justification of induction ateong evidence to make us give
up in seeking an epistemic justification. It is fimis reason that Reichenbach
seeks a justification of induction that acknowlezlgbe strength of Hume’s
objections but nonetheless gives us reasons abytawe should rely on induction

as long as we confront an unknown future.

Hence, Reichenbach appeals to the aim of indugtioscientific inquiry. For
Reichenbach, scientists apply probability statesjeatrived at inductively, to

confront the future. Reichenbach contends thataifhe of induction is to help
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scientists achieve predictive success by discogeaifimit of relative frequency
of repeatable events. Moreover, Reichenbach shieatdrtduction is a necessary
condition for arriving at the limit of relative fg@ency if such success is possible
at all. Hence, induction is indispensible if thimas to be achieved in the long

run. For this reason, induction is scientist’s et

This study has preferred the pragmatic solutiotht problem of induction by
particularly improving on Reichenbach’s solutiomig preference for a pragmatic
solution was based on the major observations piote in chapter one and that
have been discussed at greater depth in the otregsters. Firstly, it seems
indisputable that Hume’s objections to the posjbidf the justification of
induction are strong and sound. Hume’s observatiat induction cannot be
justified by appealing to a priori arguments is d@&y reasonable dispute. The
principle of induction is not an a priori truth.ift conceivable that the course of
nature may change such that what was observechandlit to be true about the
behavior of objects may turn out to the contrargt threrefore false in the future.
It does not, for instance, imply a contradictionctaim that the sun, which has

always risen from the east in the past, will neé tiomorrow.

The second of Hume’s objections namely that indmctannot be justified by
appealing to arguments from experience has beenrskw be irrefutable. This
was established in chapter two in which the attenhyt probabilists, inductivists

and reliabilists failed to meet their objective dese they beg the question. It was
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established that they appeal to inductive argumentsch are based on the
principle of induction or the assumption that thufe will be like the past, to
justify induction. This implies that none of theosgmentioned attempts to offer
an epistemic solution to the problem of inductiakets the debate beyond Hume’s
objections. But a pragmatic solution does not $eedhow that the conclusions of
inductive arguments will be true in the future. téal, it seeks to show that
induction is justified because it is meant to léadh specified aim. Hence, given
the impossibility of an epistemic solution to theolgem of induction and the
apparent strength and soundness of Hume’s objectiba remaining option is to

offer a non-epistemic solution; in this case a pratic solution.

Moreover, the attempts to dissolve the problermdfiction by Popper, Edwards
and Strawson also fail to meet the intended objectiPopper, for instance, is
wrong is assuming that science does not make usedattion. Since it was
established that falsificationism, which Popperendf as the alternative to
induction, is not the methodology of science buduiction is, it is beyond
reasonable doubts that Popper does not offer di@olto Hume’s problem but
rather side steps the problem. Further, StrawsdrEalwards claim that induction
is rational by standards of ordinary language d#bim of the concept rationality
is also wrong. Although induction is different fraskeduction as the two authors
claim and, therefore, should not be evaluated lojpdigve standards, this does not

imply that induction is justified. The conclusioasinductive arguments contain
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information that goes beyond the available evidendas is precisely why
inductive inferences are problematic. Hence, juké IPopper, the linguists
circumvent the problem of induction. Moreover, bgeking to show that
induction is rational by definition, the linguist® not only intend to dissolve the
problem of induction but also to show that we hameapparent internal epistemic
justification of induction and, therefore, we da have to seek it by appealing to
arguments beyond the meaning of the term ratignaditven that the linguists do
not succeed in dissolving the problem, it followstt their implied internal
epistemic justification of induction also fails. i§Hed to the need for seeking a

justification of induction albeit non-epistemic.

Goodman’s attempt to reformulate Hume’s problemtanthe new riddle of

induction ends up being a restatement of Hume'®lpro. Goodman contends,
albeit wrongly, that when Hume appealed to habilugerving past regularity as
the basis of inductive conclusions, he was dealiitly the question of validity of

inductive arguments thus by implication the epistestatus of induction. Hence,
Goodman attempts an epistemic solution to his riddle of induction, a long

Hume’s principle of habit, by appealing to entremeimt as the basis of making
projections. For Goodman, entrenchment derives filoenhabit of using certain
predicates in making projections. As a matter af,fldabit is a psychological
aspect and for this reason cannot be appealed theabasis of an epistemic

justification. In this regard, Goodman does notydail to take us beyond Hume
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but also fails in his attempt to offer an epistersmlution to his riddle of
induction. Given Goodman'’s failure in advancing tlebate beyond Hume and in
offering an epistemic solution to the “new” problefminduction, a more pressing

need to reconsider the call for a pragmatic justion of induction arose.

It was necessary to make a distinction betweentwlte forms of justification

competing in this study: validation and vindicati@n the one hand, validation of
induction involves giving an epistemic justificatiof induction. The inductivism,
reliabilism and probabilism sought to achieve thimm by showing that the
conclusions of an inductive argument will be trmethe future. The linguists
sought to show that induction is rational by defom while Goodman sought to
show that validity of induction derives from the bitaof using projectible

predicates in hypotheses.

On the other hand, vindication of induction does$ imvolve showing that the
conclusions of inductive arguments will be true the future but involves
justifying induction by showing that it is the beakans of achieving a desired
end. This implies appealing to the aim that indutseeks to achieve in scientific
inquiry. Reichenbach sought to achieve this by shguhat the aim of induction
is that of arriving at the limit of relative frequey of repeatable events. Hence,
the goal of scientific inquiry, based on frequematgrpretation of probability, is

to achieve the true value of the limit.
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Therefore, Reichenbach’s vindication takes the wtebheyond Hume’s
assumption that induction is not a justified pragedof arriving at beliefs about
the future. The strength of vindication lies in thesumption that Hume’s
objections to the possibility of an epistemic jlisétion are based on sound
arguments. This assumption defeats the attemptsféo an epistemic solution
presented in chapter two. Further, by acknowleddimg strength of Hume’s
objections, Reichenbach implies that there is bmedblem of induction that calls
for a justification contrary to linguistic and fdlsationism assumptions that
induction does not need to be justified. Moreoweichenbach’s vindication
acknowledges that habit if used as the justificatad induction must be in
conjunction with the assumption that it is a usdfabit in leading to a desired
end. In this regard, Reichenbach’s vindication $ae beyond both Hume and
Goodman’s assumptions, beyond any of the discusseinpts to offer an
epistemic solution to the problem of induction abelyond any attempts to

dissolve the problem of induction.

However, it was observed that Reichenbach’s ainmadction is difficult, if not
impossible to achieve either during the processatdulating its value or in the
long run. Firstly, there is no way of telling thtae limit has been achieved in the
short run. Secondly, there is no number of pasjuacies of a repeatable event,
however large, can guarantee us that the limit bellachieved in the long run.

Besides, this aim does not explicitly capture immatdpractical consequences of
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induction. It is more of an aim directed to thematresults of scientific inquiry

than at practical results.

Given the difficulties arising in Reichenbach’siga@n, this study offers a way of
moving beyond the role of scientific inquiry exmed by Reichenbach. It
abandons the search for an aim whose achievemeheishort or long run is
disputable. Instead, the study appeals to the &imdaction which is apparent in
the use of scientific predictions in policy formtidea and technological
advancement. Scientific predictions are presuppasetientific generalizations
such as laws of nature and scientific theoriess&lgeneralizations are arrived at
on accumulation of reasonably many instances aflaedehavior of aspects of
reality. Their predictive power derives from thetfthat we do not only know that
objects in the physical world have behaved in sati-such a manner, but we

also expect that they will continue to behave msame way in the future.

This expectation namely that the future will beelikhe past is a result of
induction. We expect the future to be like the pasid that scientific
generalizations will continue to hold in the futukéowever, since we cannot tell,
for sure, that these predictions will turn out ® tbue, our role in justifying the
expectation that the future will be like the pashrot be that of showing that the
predictions will turn out to be true. Instead, predism offers us the best hope in
justifying this expectation. Scientific generalipais are applied in policy

formulation as the guide to an unknown future. Whk help of laws of nature

141



and with the expectation that the future will Heelthe past, we formulate policies
that will guide us in confronting the future. Indion, which assumes that the

future will be like the past, makes policy formudat sensible.

Secondly, scientific generalizations are appliedteanohnological advancement.
The behavior of theoretical entities such as ataqaarks, gravity, force, viruses,
electrons and so forth, when generalized in terfriaves and theories, makes it
possible to design a technology that is compatibth the generalized behavior.
This has led to sophisticated technology in vari@spects of life such as
medicine, transport, exploration of space, militagwer among other fields of
life. Hence, the sophistication in policy formutati and technological

advancement provides us with rational base thatdatoh is justified.
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