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EXECUTIVE SUMMARY

It is generally agreed that amongst the objectives of a punitive or correctional system is 
the prevention of the re-occurrence of criminal behavior on the part of those who have 
deviated from the socially accepted and legally prescribed rules of conduct. The aim of 
many programs of treatment of criminal offenders is the prevention of recidivism, and the 
choice of any treatment plan is based upon the conviction that of what is known about the 
characteristics of an offender, a particular method of treatment will best realize the 
objectives of the correctional system Offenders are placed on probation, incarcerated, 
released on parole, etc., when the accumulated evidence suggests that they possess that 
pattern of attributes which tends to insure the favorable response of offenders not 
recidivating. The accuracy of this choices determines not only the effectiveness of any 
treatment program in achieving the desired results, but also the manner in which the 
community is safeguarded against predatory individuals. The procedures involved in 
making such decisions, the kind of information utilized in arriving at decisions are of the 
utmost importance in the administration of criminal justice.

The relationship between various factors and demographic characteristics of released 
offenders and recidivism is investigated in a sample of 402 adult male offenders in this 
study. Age, work experiences, marital status, as well as the education level contributed 
significantly to the relapse to crime. A unit increase in age reduces the risk of relapse by 
4%, released convicts from slum dwellings are three times more likely to recidivate than 
their counterparts from all other dwellings, those with previous work experience have 60% 
less chance of recidivating than those without, released felons that were married before 
arrest have 50% less chances of recidivating than their un-married counterparts and a unit 
increase in education level reduces the risk of recidivating by 44%. However, those 
released on parole did not show any differences with those released after serving their 
entire sentences. Interactions between some of this variables also showed significance in 
predicting recidivistic behaviour.
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Chapter One

General Introduction

1.0 Background

Gresham Sykes (1958) acknowledged five pains o f incarceration: isolation from the 
larger community; lack o f material possessions; blocked access to heterosexual 
relationships; reduced personal autonomy; and reduced personal security. Sykes 
argues that these deprivations comprise what is referred to as prisonization, that is, 
alienation from the larger society. Additionally, criminologists argue that many 
inmates bring to prison a commitment to criminal subcultures and criminal norms 
(Irwin and Cressey 1962). Both the deprivations o f imprisonment and the imported 
criminogenic norms, criminologists argue, facilitate the growth o f inmate 
subcultures favoring a normative orientation hostile to prison management and 
supporting a continuation of criminal behavior after release from prison (Thomas 
and Petersen 1977; Kassebaum et al.)

Risk assessment has become a key activity in our criminal justice system, with 
profound consequences for public safety and particularly for the offender. Many 
decisions throughout an offender’ s progression in the criminal justice system 
involve risk assessment, including sentencing, security classification, parole 
decisions, treatment needs, and supervision intensity. Risk assessment is also 
inherent in two o f the three principles o f effective correctional treatment 
(risk/need/responsivity; Andrews & Bonta, 2006; Andrews et al., 1990). Treatment 
intensity should be directly proportional to the offender’s risk (the risk principle), 
and treatment should target the criminogenic needs o f the offender (those needs 
related to criminal behaviour; the need principle). Adherence to either principle 
requires a risk assessment. Given this reliance on risk assessment and the 
implications for public safety and for the offender, it is important for risk 
evaluators to be cognizant o f the history o f risk assessment, its various methods, 
their empirical support, and the limitations of current research.

An offender's demographic characteristics play a significant part in the risks they 
pose to reoffend when they are released from prison. May et al. (2008) state that 
recidivism carries an inverse relationship with age. This relationship indicates that 
recidivism decreases as age increases. May et al. found that “ reoffending...was the 
highest for those aged from 18 to 20, and lowest for those aged 40 and over’. 
Langan and Levin (2002) also found that older prisoners are much less likely to 
recidivate than younger prisoners.



Francis J. Carney (1967) supports the findings that the most crucial variables in 
terms of predicting recidivism or non-recidivism were found to be the combination 
of age at present commitment and prior penal record. It is clear that those subjects 
who are relatively old and who have had no previous commitments are quite likely 
to be non-recidivists. On the other hand, those who are relatively young and who 
have been previously committed to a correctional institution are likely to be 
recidivists.

Race is another significant factor captured in a lot o f research. Langan and Levin 
(2002) found in their study that blacks are more likely to recidivate than whites and 
those of nonhispanic origin are more likely to recidivate than those o f Hispanic 
origin. This is attributable mostly to their social- economic status than to any other 
differences that may exist between these races. In Kenya, and specifically Nairobi, 
the distinct social classes manifest themselves in the residential backgrounds of 
offenders, which determine largely their education levels and work experience and 
consequently their susceptibility to a life o f crime. Often the majority o f the prison 
population is comprised of offenders from slum dwellings characterized by high 
levels o f unemployment, drug use, and illiteracy. These offenders can therefore be 
considered as being at high risks o f re-offending because once released, they go 
right back to these circumstances and slowly relapse back to crime simply to 
survive.

Coley and Barton (2006) estimated that over half o f all African American males 
who drop out o f high school are incarcerated at some point in their lives. While in 
1980, 10% o f African American high school dropouts were imprisoned, that 
percentage grew to 37% by 2008 (Western and Pettit 2010). This enormous increase 
in imprisonment among people with low levels o f education illustrates “ an 
astonishing level o f institutionalization and a great growth in incarceration rates 
among the least educated reflects increasing class inequality in incarceration” 
(Western and Pettit 2010). The crisis o f mass incarceration in our society largely 
reflects the high rates o f imprisonment among school dropouts.

The differences between the offenses committed by each gender, as well as the 
overwhelming disparity o f criminals between genders, has a lot to do with the social 
roles instilled in the human culture. Women are far more likely to be invested in the 
family unit, and therefore have less time to be involved in other, more dangerous or 
illegal activities outside the home as males (Messner & Rosenfeld, 2007). Langan 
and Levin (2002) agree that men are more likely to recidivate than women, which 
has a lot to do with society’ s gender role socialization. This finding may have 
changed recently with the current shift in the definition o f today's gender roles. 
Because o f the clearly enormous differences between the genders, this factor has 
been found to be insignificant in most studies and most researchers have opted to



narrow down on male offenders, bearing in mind that they constitute a clear 
majority o f the prison population worldwide.

Solomon et al. (2004) found in their study that gender (male), race (particularly 
black and then white), age (specifically ages 20-39, average age being 35.7 years 
old), sentence length are significant in terms of recidivism. Soloman et al. therefore 
state that “ ex-prisoners returning to communities with high unemployment rates, 
limited affordable housing options, active drug markets, and few services may be 
more likely to relapse and recidivate” (Soloman et al., 2004). It can be seen, 
therefore, that many offenders who are released from prison choose criminal 
behavior on a rational basis as the more conventional means of attaining social 
capital.

The number o f previous convictions between an individual’ s first arrest and the 
present is strongly believed to be predictive o f potential reoffense rates. The 
intensity o f the record is also a factor (Beck & Shipley, 1989). Thus, “ the number 
of times a prisoner has been arrested in the past is a good predictor o f whether that 
prisoner w ill continue to commit crimes after being released” (Langan & Levin, 
2002). In addition to the number o f times, incarcerated, previous criminal activity 
can include deviant behavior that does not result in an individual’ s incarceration. 
This behavior can include activities an individual engages in on a regular basis, 
such as having ties to a gang or living in a crime-ridden area as these factors may 
pressure individuals into engaging in criminal behavior. In Kenya, this is 
compounded by the high levels o f poverty that lead some offenders to prefer 
residing in prison because they are assured of a meal and a place to sleep unlike 
when they are free and uncertain o f their next meal.

Data is collected on a daily basis in all the 93 prisons in Kenya. For each offender 
admitted into prison, a file is opened. Prison’s case files contain information on 
caseloads and case characteristics. Prison’ s data is summarized for national level 
statistics by using case files to f i l l  data collection forms that are then sent to the 
Research and Statistics Unit at the prisons headquarters on a weekly basis for 
eventual computation into national statistics. The data is mainly analyzed manually 
using the variables in the forms (annex 9). The analysis is in the form o f simple 
descriptive statistics that give frequencies, percentages increases, and decreases and 
rates of change. This analysis provides information on type o f offence, total number 
of offences and conviction rates among other variables

The development of effective methods for predicting whether an individual released 
from prison eventually returns or not is a major concern in rehabilitation. In the 
present climate of high inmate populations and shrinking resources it is more 
critical than ever to gather and report valid data on factors that may have an effect



on the perpetuation o f criminal behavior and to present that information in such a 
way that it is useful to public safety professionals in making security, classification, 
programming and release decisions that w ill improve each offender’ s potential for 
successful reintegration into society and ultimately enhance public safety.

High rates o f recidivism result in tremendous costs both in terms o f public safety 
and in money spent to arrest, prosecute, and incarcerate re-offenders. For many men 
aged 20-40, the prison door is a revolving one. Commit serious crime; get arrested 
and incarcerated; spend some time in prison; get out; commit more crimes; get 
arrested and incarcerated; and so on. Any effort to reduce recidivism must 
recognize that the diversity o f the prison population requires solutions that can 
address a myriad o f inmate needs. No single program can reduce recidivism 
significantly because many different factors affect it. Released inmates encounter a 
range of common problems that contribute to returning to criminal behaviors. 
Careful evaluation o f rehabilitation programs is necessary to identify those that 
merit replication.

This study is looking to answer questions such as, what is the likelihood that an 
inmate who is released today w ill come back to prison. What factors influence 
recidivism rates? Do age, gender, and different social economic groups show 
differences in recidivism rates? So as to identify groups most likely to fail when 
they are released and consequently determine where to devote scarce correctional 
and community resources. The research questions in this study concern the risk 
associated with various individual characteristics on the probability o f reoffending. 
Specifically, they address the disparity between this characteristics and their 
cumulative effect on hazards o f re-offence. The research questions are as follows;

1. Which individual characteristics contribute to the propensity for recidivism o f
an offender?

2. What are the relative risks associated with each attribute?

3. What are the implications o f these results for offender management and
interventions?

This project report is separated into several distinct chapters. The next chapter 
discusses the literature review that exists about recidivism studies and the 
application o f Cox’s proportional hazard model in many other related studies. 
Chapter three discusses the research design and methodology of this project. This 
chapter presents the research questions, discusses the data set, and presents the 
research design and the methods of analyses. Chapter four presents the results. 
Finally, chapter five presents a discussion of the results presented in chapter four,



discusses limitations of the research, provides suggestions for future research, and
presents a conclusion.



Chapter Two 

Literature review

2.1 Introduction

This chapter looks at studies that have been conducted on both the subject o f 
recidivism and the use o f Cox’ s proportional hazard. It categorizes these studies by 
first looking at those touching on the various factors and demographic 
characteristics considered to be related to recidivism and later on the various 
models used to study recidivism. The review w ill look at where available the 
objectives o f the study, the methods o f data collection and the form of data 
collected, methods of data analysis as well, as the findings. It ends with a summary 
on how each literature contributes to shaping this research project.

2.2. Factors related to Recidivism

2.2.1. Sentence length

Sentence length describes the entirety o f time or the percentage of time 
served. The total length o f a given sentence (a sentence of twenty years as opposed 
to a sentence o f two years) may influence the rate o f recidivism once an offender is 
released. In Kruttschnitt, Uggen, and Shelton’ s (2000), they state that incarceration 
can have a criminogenic effect as it reduces job stability, weakens social bonds, and 
limits the ab ility  to accumulate social capital. Longer sentences and time served in 
prison may be particularly damaging in that respect.

In contrast, May et al. (2008) indicates that longer terms are statistically 
significant in predicting recidivism. Their study found that offenders with a 
sentence o f four years or more are less likely to commit another crime than 
offenders sentenced to a term o f incarceration of one year or less. In addition, “ the 
odds of reoffending were reduced for prisoners who were in custody for the first 
time” (May et al., 2008).

In “ Recidivism o f Prisoners Released in 1994” , Langan and Levin (2002) 
state that “ no evidence was found that spending more time in prison raises the 
recidivism rate” and that the “ results were mixed regarding whether serving more 
time reduces recidivism” (Langan & Levin, 2002). There are many reasons to look 
at total time served as an indicator o f potential recidivism. Previous criminal 
history and specific demographic characteristics such as age, sex, and race are 
continually associated with the risk of continued offending as well as previous drug



use and sentence length. Langan and Levin (2002), however, did not find a 
relationship between sentence length and recidivism.

Song and Leib's (1993) study analyzes “ the effect of prison or ja il sentences 
on recidivism." Advocates of longer sentences do so with the argument that longer 
sentences are a benefit to public safety while those who advocate shorter sentences 
do so with the argument shorter sentences are a benefit to cost effectiveness. Both 
sentence types are tied to their ab ility to reduce recidivism rates. Longer periods o f 
incarceration are argued to reduce crime in three ways. First, the offender is 
prevented from committing additional crimes against the public while in prison. 
This type o f crime prevention is known as incapacitation and is known as a form o f 
deterrence. Advocates for shorter sentences argue that “ certainty o f punishment is 
more important than duration of punishment in deterring offenders from 
reoffending" because many offenders continue to commit crime due to a variety o f 
reasons: physical addiction, limited life choices, illiteracy, poor job training and the 
idea that prison is a school for criminals which emphasizes the use o f criminal 
efforts in everyday life (Song & Leib, 1993).

Incapacitation prevents recidivism through “ longer sentences, mandatory 
minimums, and reduced parole” (Leipold, 2006). A lot o f the justification for longer 
sentences lies in the knowledge that half of all inmates released from prison w ill 
recidivate by being convicted for a new crime. The recidivism rate increases when 
you include offenders who are simply arrested for a new crime after their release. 
Leipold (2006) points out that almost 70% o f the cohort in a 1994 study was 
arrested for a new crime after release.

According to Piliavin et al. (1986), “ prior research has failed to unearth a 
consistent deterrent influence o f perceived severity o f formal sanctions” . This lack 
of deterrent effect can lead to recidivism. Recidivism constitutes a failure of the 
criminal justice system to do its job. This fact, in part, is especially true when one 
looks at Langan and Levin’ s (2002) report on recidivism which states the average 
length o f prison sentence was 5 years but offenders were typically “ released after 
serving 35% o f their sentence, or about 20 months” on average. Leipold (2006) 
points out that many individuals w ill likely commit additional crimes when released 
from prison.

Kevin L. Nunes, et al.(2007),studied Incarceration and Recidivism among 
Sexual Offenders and in particular examined it as a dichotomous variable 
(incarceration vs. community sentence) and as a continuous variable (length o f 
incarceration). The primary purpose of the study was; to examine the association 
between incarceration and sexual and violent recidivism while controlling for risk, 
consider whether incarceration interacts with risk, and to address the possibility



that there is a non- linear relationship between incarceration and recidivism in sex
offender.

Follow-up data consisted of 627 male offenders who were assessed at the Royal 
Ottawa Hospital, Sexual Behaviours Clinic, between 1983 and 1995. To examine the 
magnitude o f the differences between recidivists and non-recidivists, Cohen's d’ s 
were calculated. By convention, d’ s o f around 0.20, 0.50, and 0.80 are respectively 
considered small, medium, and large effect sizes (Cohen, 1992). The results showed 
that sexual recidivism was not significantly associated with incarceration for the 
index offense and the effect size was very small. A series o f logistic regressions 
were performed to examine the association between incarceration or length o f 
incarceration and recidivism while controlling for risk. The odds ratios were 
reported. There was no evidence that incarceration or length o f incarceration was 
associated with recidivism differently depending on risk, as measured by the 
RRASOR. To address the possibility of a non-linear relationship between length o f 
incarceration and recidivism, the logistic and Cox regressions above were re-run 
with the quadratic (length o f incarceration squared) and cubic (length o f 
incarceration cubed) terms for length of incarceration added to the equation. In all 
cases, neither squared nor cubed length o f incarceration was significantly associated 
with sexual or violent recidivism.

According to Kohl et al. (2008), incarceration is found to be negatively 
associated with rates o f recidivism. As time served in prison increased, recidivism 
rates decreased. Inmates who served six months in prison or less had a recidivism 
rate o f almost half while those offenders who served over six months in prison had 
a rate of just fewer than 0.45. Inmates who served five years or more had a rate o f 
recidivism o f 0.30. Kohl et al. (2008) also found that “ recidivism rates did not 
differ significantly among those released after serving 6 months or less with those 
released after 7-12 months. Kohl et al. (2008) also found that offenders who 
“ returned to prison were young, single, and more likely to commit non-violent 
crimes” . They also found that offenders released from prison had dense, length 
criminal histories.

2.2.2. Paroled vs. Un-conditional release.

Kohl et al. (2008) found that paroled inmates were 45 percent of the 
recidivism reported while those offenders who left prison via expiration of sentence 
recidivated at a rate o f 36 percent.



2.2.3. Number of Prior Convictions

According to Kohl et al. (2008), the odds o f reoffending swell with the 
number of prior convictions. Thus, “ the number o f times a prisoner has been 
arrested in the past is a good predictor o f whether that prisoner w ill continue to 
commit crimes after being released” (Langan & Levin, 2002, p.10). In addition to 
the number o f times one has been incarcerated, previous criminal activity can 
include deviant behavior that does not result in an individual’ s incarceration. This 
behavior can include activities an individual engages in on a regular basis, such as 
having ties to a gang or living in a crime-ridden area as these factors may pressure 
individuals into engaging in criminal behavior.

2.3. Demographic Characteristics

2.3.1. Age

Francis J. Carney (1967) found that age was the most powerful variable in 
terms of discriminating between recidivists and non-recidivists. It was discovered 
that slightly over half o f the recidivists (5 1.0%) were twenty-five or younger at the 
time o f their present commitment, while only about one-third o f the non-recidivists 
(33.0%) fell into this age range. In addition, it was found that about one out of five 
non-recidivists (20.7%) were forty-five or older, while only one out o f fifty  of the 
recidivists (2.0%) were in this category. It was further shown that the mean age of 
recidivists (26.9) was significantly lower than that o f non-recidivists (33.6). Such a 
difference is so striking that the probability of it occurring by chance is less than 
one in a thousand.

May et al. (2008) state that recidivism carries an inverse relationship with 
age. This relationship indicates that recidivism decreases as age increases. May et 
al. found that “ reoffending...was the highest for those aged from 18 to 20, and 
lowest for those aged 40 and over” . Langan and Levin (2002) also found that older 
prisoners are much less likely to recidivate.than younger prisoners.

2.2.4. Drug Use

Drug use is an important factor related to recidivism due to the very nature of 
the drug trade itself. Illegal drugs are characterized by violence because individuals 
often have to resort to violence to sell, receive payment, and keep individuals from 
alerting law enforcement. When the end itself is illegal, the means to attain are 
often illegal as well. May et al. (2008) re-affirms that those who report a difficulty 
with drugs before custody were much more likely to reoffend. This study found that 
three-quarters o f the participants who recidivated within a year of their release had 
reported a problem with drugs before their incarceration.



Anna Ferrante, Nini Loh & Max Mailer (1999) were contracted by the Ministry 
of Justice, Australia to calculate the recidivism estimates of offenders attending the 
KOP program (consists of a series o f three-hour sessions with groups o f 
approximately ten Aboriginal offenders who are either serving community based 
orders, serving prison sentences, or on parole). Their aim was to;

i. To estimate the probability o f re-offending o f the KOP offenders

ii. Calculate the median time to re-offending and

iii. To estimate recidivism probabilities and time-to-fail measure o f offenders
who had not undertaken the KOP program.

A quasi-experimental design was used in this study. Information about the 
offending and re-offending patterns o f offenders was obtained from the Recidivism 
database maintained by the Crime Research Centre. For this study, probabilities o f 
re-arrest have been estimated from a parametric statistical model fitted to the 
observed follow-up times o f the specific offender group(s) under review. The 
Weibull mixture model is described by various parameters including p, a parameter 
representing the probability o f ultimate or long-term failure, X. (lambda) which is 
related to the rate o f failure, and a (alpha) which describes the "shape" of the 
Weibull curve. The Weibull model used here also incorporates covariates so that 
differences between sub-groups o f the population under analysis can be tested. The 
covariates sex, race, prior arrests, age, offence-type and completion-status are 
adopted. Offenders who completed the KOP program successfully were found to 
have the same ultimate probability of re-arrest (0.93) than those who did not 
complete the program. However, the rate o f re-arrest was significantly higher for 
the unsuccessful program attendees than for the rest: median time to re-arrest for 
unsuccessful completions was 0.9 years, compared with 1.5 years for those 
successfully completing the program.

2.3 Cox's Proportional Hazard Model

Jiayi Ni (2008) applied the Cox’s proportional hazard model to the stock 
exchange market by fitting the model to stock data in the Shanghai Security Market. 
By September o f that year, the Shanghai stock exchange's benchmark index had 
plunged 64% since the start o f the year, reaching a 52-week low and crashing past 
the 2000 points barrier. Though it was an overall crash of a stock market, 
differences s till existed among individual stocks. Some experienced wild ups and 
downs in price, while others rapidly fell down, almost straight down to half of their 
highest prices. Her paper therefore aimed at finding out what the main factors were

2.2.5. Previous Recidivism Studies.



that influenced price performances of quoted companies, and what kind o f 
companies were more likely to survive this meltdown. Dismissing the macro factors 
such as a change o f the stamp tax on stock trading and macro economy regulation 
and control, it focused on the financial data o f each individual stock. The time 
origin was defined as the date when a stock’s price reached its highest point in that 
year. The end-point is the date its price dropped to below 40% o f that price for the 
first time. The number o f days between these two dates was then the survival time 
of a stock. The length o f this study was 8 months, from Jan 1 to Aug 31 in 2008. 
Data were collected from stocks in the SSE 50 Index. The index selected the 50 
largest stocks o f good liquid ity and representativeness in the Shanghai security 
market. Referring to the semi-annual report o f each company, 6 factors were 
considered at first, including earning per share (EPS), net asset per share (NAPS), 
cash flow per share (CFPS), return on equity (ROE), growth rate of operating profit 
(GROP), and the percentage o f released non- floating shares (RNF) by the end o f 
study. Also stocks are divided into 14 sectors by industry. The Communication 
Device sector was selected as the reference for the sectors and one dummy variable 
was created for each o f the other 13 sectors. The Pearson Correlation Coefficients 
matrix was then calculated to ascertain which two factors are highly correlated, and 
then only one of them was to be included in the model to reduce the 
multicollinearity among the factors and led to the drop o f EPS. The regression 
model showed that release o f more and more non-floating shares is not a main cause 
of the nose-diving in stock market, and return on equity also does not affect the 
stock price a lot, while NAPS, CFPS and GROP are positively related to stock 
survival times, that is, it is the companies' good financial condition, high liquidity 
and growth rate o f earning capacity that make their stocks survive longer in the 
market.

Mohamad Amin Pourhoseingholi *et al (2007) compared two survival 
regression methods -  Cox regression and parametric models - in patients with 
gastric adenocarcinomas who registered at Taleghani hospital, Tehran. They studied 
746 cases from February 2003 through January 2007. Gender, age at diagnosis, 
family history o f cancer, tumor size and pathologic distant of metastasis were 
selected as potential prognostic factors and entered into the parametric and semi 
parametric models. Weibull, exponential and lognormal regression were performed 
as parametric models with the Akaike Information Criterion (AIC) to compare the 
efficiency o f models. They begin by describing the Cox’ s semi-parametric model as 
one where the baseline hazard takes no particular form and then they link it to 
parametric survival models through alternative functions for the baseline hazard, 
that is, by letting the baseline hazard be a parametric form such as Weibull, 
Gompertz, Exponential, and Lognormal. The aim o f this study was to investigate the 
comparative performance of Cox and parametric models in a survival analysis of



patients with gastric carcinoma using the Akaike Information Criterion (AIC). The 
survival results from both Cox and Parametric models showed that patients who 
were older than 45 years at diagnosis had an increased risk for death, followed by 
greater tumor size and presence o f pathologic distant metastasis. In multivariate 
analysis Cox and Exponential were found to be similar. Although it seemed like 
there may not have been a single model that is substantially better than others, in 
univariate analysis the data strongly supported the log normal regression among 
parametric models which could be an alternative to Cox.

Brian D. Bunday and Victor A. Kiri (1992) in their study titled ‘ Analysis o f 
Censored Recidivism Data Using a Proportional Hazard-Type Model’ ; set to find 
out the effects o f individual characteristics and correctional factors on the future 
criminal behaviour of offenders. They looked at the possibility that some of these 
effects may diminish significantly with time and described how the simple 
proportional hazards model can be adapted to account for such transient effects. 
Their aim was to determine the extent to which the propensity for recidivism of an 
offender is attributable to his/her individual characteristics. They included a 
transience parameter in the model that recognized that all the explanatory factors 
w ill cease to be effective on the hazard, irrespective o f the strength o f their 
individual levels of significance, once the threshold period has elapsed. The data 
for this study concern 307 males, born in 1953 in England and Wales, who were 
followed up during the period 1 962-1981. Censoring o f the time to failure arises for 
those individuals not reconvicted by 1981, at which time the study ended.

They considered the variables age of the individual at his first conviction 
and the type o f sentence passed for this conviction-fine, probation or some other 
non-custodial correction, or custodial. The number o f crimes taken into account 
when passing this first sentence was also recorded and they dichotomized this 
variable to take the values 0 or I depending on whether the number o f such crimes 
was I or more than 1. For the dichotomous variables they divided all individuals 
into two groups, they thus had a two-sample problem and the log-rank test allowed 
them to test whether the survivor functions for the two groups differ. This analysis 
was carried out before the estimation o f the /? parameter for that variable in the 
proportional hazards model. The first analysis involved the use of the simple hazard 
proportion model and the validation of the model was checked using a residual plot 
and found to be good. Unfortunately, the data lack detail on some o f the individual 
characteristics found elsewhere to have a significant influence on the risk o f 
recidivism; namely, race, employment and marital status, as well as records on 
alcohol and hard drugs.

The 2009 Florida Prison Recidivism Study report produced by the department 
o f corrections o f the Florida state looks at releases from 2001 to 2008 to answer



questions such as, what is the likelihood that an inmate who is released today w ill 
come back to prison?, what factors influence recidivism rates? Do age, gender, and 
racial groups show differences in recidivism rates? So as to identify groups most 
likely to fail when they are released and consequently determine where to devote 
scarce correctional and community resources. For this report, recidivism is defined 
as a return to prison, either because o f a new conviction or because of a violation of 
post prison supervision. The follow-up periods (typically reported as three years) 
are calculated from prison release date to the date o f readmission to prison. The 
basic rates for tables and graphs are computed from Kaplan-Meier estimates of the 
survival curve using right-censored data. The analyses of factor significance are 
conducted using Cox models (proportional hazards regression) of the same data. 
The analysis used a 5%  level o f significance and, to determine the factors in order 
of importance, a stepwise selection routine for determining which factors to 
include. Various groups are compared in terms o f their recidivism rates (i.e. male 
vs. female, various violent crimes, non-violent crimes, and age’s e.t.c). Female 
inmates recidivate at a much lower rate than male inmates, among inmates who 
were in prison for violent offenses, those in for murder or manslaughter have the 
lowest recidivism rates, among inmates who were in prison for non-violent 
offenses, those in for weapons offenses have the lowest recidivism rates whereas 
burglars released during this period have the highest recidivism rates and the older 
an inmate is at time o f release, the less likely he is to return to prison. When these 
factors are put in a Cox regression model, it is found that a male inmate is 50.6% 
more likely to fail than a female inmate with all other factors held constant, each 
additional disciplinary report that an inmate incurs while incarcerated, increases his 
likelihood o f recidivating by 1.0% .

Summary

Previous criminal history and specific demographic characteristics such as age, sex, 
and race are continually associated with the risk o f continued offending as well as 
previous drug use and the sentence length. Most offenders who go on to commit 
additional crime after serving time in prison have significant criminal histories, are 
of a specific age, race, education level and sex, and have a noted substance abuse 
problem. These variables I w ill adopt in this research project as well because o f 
their proven significance to ascertain i f  their influence w ill be consistent with the 
Kenyan situation.

The methodological developments o f survival analysis that have had the most 
profound impact in the study o f recidivism are; the Kaplan-Meier method for 
estimating the survival function, the log-rank test for comparing the equality of two 
or more survival distributions for the different categories o f the same variable and



the Cox proportional hazards (PH) model for examining the covariate effects on the 
hazard function for survival data with the presence o f censoring.

Unlike the other studies reviewed above, I use univariate analysis to check all the 
risk factors before proceeding to the full multivariate Cox PH model including all 
the potential risk factors and treatment arms. The Wald test and the Likelihood test
are considered in each univariate Cox PH model.

After a Cox PH model is fitted, the adequacy o f this model, including the PH 
assumption and the goodness o f fit, need to he assessed. The PH assumption 
checking with graphical method and a statistical test method based on the 
Schoenfeld residuals has been described. Finally, I assess goodness o f fit by 
residual plots.



Chapter Three 

Cox regression model

3.1 Introduction

In survival models, the hazard function for a given individual describes the 
instantaneous risk o f experiencing an event o f interest within an infinitesimal 
interval of time, given that the individual has not yet experienced that event. Cox 
(1972) proposed a semi-parametric model for the hazard function that allows the 
addition of explanatory variables, or covariates, but keeps the baseline hazard as an 
arbitrary, unspecified, nonnegative functional o f time.

D e fin it io n  3 .1 .1 ; The Cox Proportional Hazards model is given by

K t\x ) = h0(t)exp OM! + P2x2 + ••• + Ppxp = h0(t)exp (/?'*)

where /i0(t) is ca lled the baseline hazard function, which is the hazard function for an 
individual for whom all the variables included in the model are zero, x = (xl,x2,x3, ...xp) is 
the values o f the vector o f explanatory variables for a particu lar individual, and /?' = 
(Pi,P2> p3> -  > Pp) is a vector o f regression coefficients.

The corresponding survival functions are related as follows:

S(t\x) = S0(t)etf=

This model, also known as the Cox regression model, makes no assumptions about 
the form of h0(t) (non-parametric part o f model) but assumes parametric form for 
the effect o f the predictors on the hazard (parametric part of model). The model is 
therefore referred to as a semi-parametric model.

The beauty o f the Cox approach is that this vagueness creates no problems for 
estimation. Even though the baseline hazard is not specified, we can still get a good 
estimate for regression coefficients/?, and hazard ratio.

The measure o f effect is called hazard ratio. The hazard ratio of two individuals 
with different covariates X and X * is

HR =
h0( t)exp (P'x) 
h0( t)e x p (p V )

=exp ( Z P ’ ( x - x ' )



This hazard ratio is time-independent, which is why this is called the proportional
hazards model.

3.2 Partial likelihood estimate for unique failure times

Fitting the Cox proportional hazards model, we wish to estimate/?. One approach is 
to attempt to maximize the likelihood function for the observed data with respect 
to/?. A more popular approach is proposed by Cox [3] in which a partial likelihood 
function that does not depend on h0(t) is obtained for/?. Partial likelihood is a 
technique developed to make inference about the regression parameters in the 
presence of nuisance parameters (h0(t) in the Cox PH model). In this section, we 
w ill construct the partial likelihood function based on the proportional hazards 
model.

Let tlt t2, ...» tn be the observed survival time for n individuals. Let the ordered 
failure time o f r individuals be t(X) < t(2) < *** < t(r) and let R (t be the risk set
just before So that R (t yf) is the group of individuals who are alive and 
uncensored at a time just prior to tyy The conditional probability that the ith 

individual fails at t(y) given that one individual from the risk set on R (t yf) fails at 
tU) is;

P (individual i fails at t(y) | one failure from the risk set R ( t (yj) at t (y))

hfCfy))

ho(£(y))exp (/? '* i(t(» )) 
Zfceu(t(yj) /io(t(y))exp ( P 'x k{tu))

_ exp (/?'x,(tw )) 

Zfc6«(to,) exP ( P 'x k{t(.j)

Then the partial likelihood function for the Cox PH model is given by;

m  = [
j=i

exp (ft 'X jfa )))  
exp (P 'xk(tu))



in which *j(t(y)) is the vector o f covariate values for individual t who dies at t^  . 
Cox (1972) discussed the general method of partial likelihood. Note that this 
likelihood function is only for the uncensored individuals. Let tv t2,.~ >tn be the 
observed survival time for n individuals and 6t be the event indicator, which is zero 
i f  the ith survival time is censored, and unity otherwise. The likelihood function in 
equation (3.1) can be expressed by

UP) =
exp (/? x((tt))

*i

ZktRwexp (/? xk(tt)

where R (t *) is the risk set at time . The partial likelihood is valid when there are 
no ties in the dataset. That means there are no two subjects who have the same 
event time.

3.3 Partial like lihood for repeated failure times

The case when two or more individuals are recorded as failing at the same time is 
more complex. Here I discuss three o f the methods commonly referred to in the 
reviewed literatures. In all I w ill adopt the ifollowing notation;

• t(j) is the ith ordered unique failure time (so if four failures occur at times 1, 1,3, 3, t(l)
= 1 and t(2) = 3);

• / is  the total number of unique failure times;
• D (t) is the set of individuals who fail at time t.

Breslow's Method

l

i P ( f i , x ) = Y \
i=l

rw (0)
/ v  A \ l D(‘ (0)l

<Pj)

Note that |D(t(i))| is the number o f individuals that fail at time tyy

Breslow’ s method is the default for many statistical packages. But it is not the 
default for R. R uses Efron’ s partial likelihood, as it is considered a closer 
approximation to the exact partial likelihood.



l or the case when two or more individuals are recorded as failing at the same time 
then Efron's method [4] gives:

L(p) = p | _____________FW ^expIpX,)_____________

i=* nkl‘1,)[Z|€R(t))exp(p,X,) -55^ 2,60(1,) exp (p x,)j

Which is the default for R and D{tj) is the set o f individuals who fail at time tj. 

Exact Method

The exact method computes the “ probability”  that ‘ A ’ evented first followed by ‘ B’ 
OR ‘ B' evented first followed by ‘ A .’ Since both ‘ A ’ and ‘ B’ had the same 
observed survival times, we assume that each sequence (permutation) is equally 
likely:

E fro n ’s M e thod

P(A, B) = 

P(B,A) =

h{A) h(A) i r h(B ) [ KA)
lh(A) + h(B) + /i(C)J h (B ) + h(C)[ W04) + ft(fi) + /1 (C)] lh (A ) + /i(C)J

The covariates are related to the hazard function in the usual way, e.g. h(A) = 
exp{p1 * xA) where xA is same variable o f interest such as age. The likelihood 
function would relate the outcomes to the unknown parameters such a s I f  there 
are a total o f nT/! tied event times for a particular time,**, then the exact method 
must evaluate nT(\Separate permutations of possible outcomes. Therefore, the 
likelihood function can become extremely complicated (very quickly) as 
nTi\ increases.

You can see that the exact method quickly becomes computationally intensive when 
there are large numbers o f ties.

That is i f  we let 0, = exp(P X), then suppose individuals labeled 1-5 are at risk at 
time ti i.e. in R(ti)and that o f these, individuals 1-3 fail at time fy.Then Breslow’ s 
method gives as the contribution from time-t(i) to the partial likelihood

010203

h(A) [ K B )
lh (A )  + h(B)  + h(C) lh (B )  + /i(C)J

K B ) r K A )
l/i (A) + h(B)  +  /i(C)J I K A )  + /i(C)J

(01 +02 + 03 + 04 +0s)3



The exact method gives;

_______________________ __________________________________
T 1^2 4*4 + ■••+ <t)3(l)4(t)5

Then Efron's method gives;

______________________________________ 1 11 21 3______________________________________

(Di + o2 + d3 + i 4 + cis)(|o1+|d2 + |[ 3 + n4 + os)(io,+ jt 2 + 503 + d4 + o5)
Note that in the absence o f ties, all three reduce to the no-ties partial likelihood.

3.4 Assumptions

There are a few assumptions about Cox proportional hazard model

1. The proportional hazards models assume that the hazard ratio o f two people 
is independent o f time and it is valid only for time independent covariates. 
This means that the hazard functions for any two individuals at any point in 
time are proportional. In other words, i f  an individual has a risk o f death at 
some in itia l time point that is twice as high as that o f another individual, then 
at all later times the risk o f death remains twice as high.

2. Each study group has a hazard function that is a positive multiple o f the 
baseline hazard, r x ho(t).

3. Explanatory variables act only on the hazard ratio r. They do not affect the 
baseline hazard.

4. Independence of observations

5. Sufficient data for inference

6. Censoring is independent o f the event o f interest.

3.5 Proportional hazard assumption checking

The main assumption o f the Cox proportional hazards model is proportional 
hazards. Proportional hazards means that the hazard function o f one individual is 
proportional to the hazard function o f the other individual, i.e., the hazard ratio is 
constant over time. There are several methods for verifying that a model satisfies 
the assumption o f proportionality.



3.5.1 Graphical method

We can obtain Cox PH survival function by the relationship between hazard 
function and survival function

S(t,x) = S0(t)exp ( Y  /?,*,)

Where x = (x1,x2,... ,xp) are the values of the vector o f explanatory variables for a 
particular individual? When taking the logarithm twice, we can easily get

This does not depend on t. This relationship helps us to identify situations where we 
may have proportional hazards. By plottirfg estimated log (-log (survival)) versus 
survival time for two groups we would see parallel curves i f  the hazards are 
proportional.

This method does not work well for continuous predictors or categorical predictors 
that have many levels because the graph becomes "cluttered". Furthermore, the 
curves are sparse when there are few time points and it may be d ifficu lt to tell how 
close to parallel is close enough.

3.5.2 Tests based on the Schoenfeld residuals.

The other statistical test o f the proportional hazards assumption is based on the 
Schoenfeld residual [4]. The Schoenfeld residuals are defined for each subject who 
is observed to fail. I f  the PH assumption holds for a particular covariate then the 
Schoenfeld residual for that covariate w ill not be related to survival time.

Schoenfeld residuals give us the difference between the covariate value observed at 
a failure time, and the weighted expected value o f the covariate, for those 
observations s till in the risk set. I f  a covariate’s effect is unaffected by t, then this 
difference should be 0 at all failure times.

p

Then the difference in log-log curves corresponding to two different individuals 
with variables xx = (xu ,x12,... ,xlp) and x2 = (x21,x22,... ,x2p) is given by

Inl-lnSit.xJ] -  /n[-/n5(t,x2)]=Zf=1 /?, (xu -  x2i)



Assume there are p covariates and n independent observations o f time, covariates, 
and censoring, which are represented as (th x„ c,), where i = 1, 2... n, and c, = 1 for 
uncensored observations and zero otherwise.

From Hosmer and Lemeshow (1999), Schoenfeld residuals are:

This gives the difference in the covariate value at t minus a weighted average of the 
covariate (weighted by the probability of failure, which is derived from the partial 
likelihood estimator). For example;

At time=7, suppose we have 5 cases and two variables, X|, X2 : x= (55, 0); (45, 1); 
(67, 0); (58, 1) ;( 70, 1).

Suppose x,j = (55, 0) fails at time=7. Imagine the probability o f failure at time=7 
(derived from partial likelihood) for each case is: 0.10, 0.05, 0.30, 0.20, 
0.30.Schoenfeld residual for x,:55 -  (55(.10) + 45(.05) + 67(.30) + 58(.20) + 
70(.30)} =55 -  60 = -5

Schoenfeld residual for x2:0- (0(.10) +1(.05) +0(.30) -M(.20) +1(.30)} =0-55 
=-.55

So this test is accomplished by finding the correlation between the Schoenfeld 
residuals for a particular covariate and the ranking o f individual survival times. The 
null hypothesis is that the correlation between the Schoenfeld residuals and the 
ranked survival time is zero. Rejection o f null hypothesis concludes that PH
assumption is violated.

In R, tests for the proportional-hazards assumption are obtained from cox.zph, 
which computes a test for each covariate, along with a global test for the model as a 
whole:

Plotting the object returned by cox.zph produces graphs of the scaled Schoenfeld 
residuals against transformed time. Systematic departures from a horizontal line are 
indicative o f non-proportional hazards

3.6 Cox proportional hazards model diagnostics

After a model has been fitted, the adequacy o f the fitted model needs to be assessed. 
The model checking procedure below is based on residuals. In linear regression 
methods, residuals are defined as the difference between the observed and predicted 
values of the dependent variable. However, when censored observations are present

iW i)



and partial likelihood function is used in the Cox PH model, the usual concept of 
residual is not applicable. A number of residuals have been proposed for use in 
connection with the Cox PH model. I w ill only describe the Schoenfeld residual.

3.6.1 Schoenfeld residuals

The Schoenfeld residuals were originally called partial residuals because the 
Schoenfeld residual for ittl individual on the j tn explanatory variab le^ is an 
estimate of the ith component of the first derivative o f the logarithm o f the partial 
likelihood function with respect to /?y. From equation (3.2), this logarithm o f the 
partial likelihood function is given by;

dlogL(P)
dpj

where Xy is the value of the j th explanatory variable j = 1,2, ...,p for the 
ith individual and

_  £le«(tj) xji exP (P 'x t) 

a'‘ ~  Y,ieR(ti) exP (P 'x i)

The Schoenfeld residual for itn individual on Xj is given by rp.=Si(xij — ay) . The 
Schoenfeld residuals sum to zero.

3.7 Strategies for analysis of non-proportional data

3.7.1 S tratification

A situation that sometimes occurs is that hazards are not proportional on an overall 
basis, but that they are proportional in different subgroups o f the data. In problems 
of this kind, it may be assumed offenders in each o f the subgroups, or strata, have a 
different baseline hazard function, but that all other explanatory variables satisfy 
the proportional hazards assumption within each stratum. Suppose that the offenders 
in the j tfl stratum have a baseline hazard function /i0y(t), for j *  1, 2... g, where g is 
the number o f strata. The effect o f explanatory variables on the hazard function can 
then be represented by a proportional hazard model for hy(t), the hazard function 
for the ith individual in the j th stratum, where i = 1,2,...,ny, say, and Tty is the 
number o f individuals in the j th stratum. We then have the stratified proportional 
hazard model, according to which



hijit) = exp(p,xlj)hof(t)

Where x i; is the vector o f values o f p explanatory variables, XltX2, X p, recorded 
on the i th individual in the j lh stratum.

3.5.2 Interaction

Another way o f accommodating non-proportional hazards is to build interactions 
between covariates into the Cox regression model; such interactions are 
themselves considered as covariates.

3.5.3 Hypothesis testing

There are three tests that are commonly used to test the hypothesis that a 
covariate has no effect. These are the Wald test, the score test and the likelihood 
ratio test. A ll test

H0:p = 0 

HX \ P *  0

for the model

h(t\x) = h0(t)exp

A likelihood ratio comparison: contrasting two log-likelihood values effectively 
identifies systematic differences between two survival time models. First, a log- 
likelihood value is estimated under the condition that ft = 0 (h0(t) = Aix(t)) and 
then under the condition that/? =£ 0. The comparison o f the log-likelihood values 
likely reflects any important difference in survival time between the compared 
groups (significance).

The likelihood ratio test-statistic,

~2 [log (Lp=o) _ l°9 (^/?*o)l
WhereL^o is the log partial likelihood,

has an approximate chi-square distribution with one degree of freedom when 
/? = 0 . The p-value is P (X 2> X£\ /? = 0).

Alternatively, a Wald test statistic defined as;

i
A.

v 2 —AWald ~

2



Has an approximate chi-square distribution with I degree o f freedom 
when hi(t) =  h0(t)or (3 = 0. The associated p value is P (X2 > X^ald\/? = 0).

Fitting the Cox's PH Model using the R statistical package

The Cox proportional-hazards regression model is fit in R with the coxph function (located in 
the survival

Library in R) and takes the form

Coxph (Surv (time, event) ~age+sex, method=c ("efron","breslow","exact"), data=)

The right-hand side of the model formula for coxph is the same as for a linear 
model. The left-hand side is a survival object, created by the Surv function. In the 
simple case o f right-censored data, the call to Surv takes the form Surv (time, 
event), where time is either the event time or the censoring time, and event is a 
dummy variable coded 1 i f  the event is observed or 0 i f  the observation is censored. 
Among the remaining arguments to coxph: method indicates how to handle 
observations that have tied (i.e., identical) survival times. The default "efron" 
method is generally preferred to the once-popular "breslow" method; the "exact" 
method is much more computationally intensive and data, a data frame in which to 
interpret the variables named in the formula.



Chapter Four

Data Analysis and Interpretation.

4.1 Introduction

In this chapter, the description o f the sample understudy is presented first, 
followed by the description of the variables understudy, the descriptive analysis, 
and then the fitting  o f the model. The survival function estimate is reported first, 
then the differences within the variables understudy are examined using the log- 
rank test and the results are accompanied by graphs showing how the estimates of 
the survival functions of the various categories of the same variable behave. Next I 
examine the univariate Cox’s proportional hazard model and then a summary o f the 
multivariate model results concludes the chapter.

4.2 Description of data set

4.2.1 Study population and objective

The following data is derived from Industrial Area prison in Nairobi. A sample of 
402 male offenders released in January 2003 has been observed. For each the 
attributes o f interest have been recorded and tabulated as shown below;

Week arrest fin age residence wexp mar paro prio educ

20 1 0 38 1 0 0 1 3 3

17 1 0 22 1 0 0 1 8 4

25 1 0 19 0 1 0 1 13 3

52 0 1 51 1 1 1 1 1 5

52 0 0 19 0 1 0 1 3 3

Thus, for example, the first individual was arrested in week 20 o f the study, while 
the fourth individual was never rearrested, and hence has a censoring time of 52.



4.2.3 Description of variables

The variables used in this study come from the variable names used by Allison 
(1995), from whom these variable descriptions are adapted. These variables are 
used as independent and dependent variables in this research and represent concepts 
outlined in the literature review. The variable week is the dependent variable 
representing time to re-arrest from the beginning of the study, arrest is an indicator 
variable for those arrested and those who were not and the variables age, residential 
dwelling, work experience, marital status, education level attained, number o f prior 
offences and format of release are the independent variables

The variables and codes for this data are as in the following table:

Variables Description Codes/Values

Week week of first arrest after release

Arrest the event indicator 1= arrested, 0=not arrested

Age age at the time of release in years

Res a categorical variable 1= slum. 0=others

Wexp work experience prior to incarceration 1= yes, 0=no

Mar marriage status at time of release 1= yes, 0=no

Paro individual was released on parole 1= yes, 0=no

Prio

Educ

number of prior convictions

education level 2=pri,3=sec,4=skill,5=college,6=univ

4.3 Statistical analysis and results

4.3.1 Descriptive and non-parametric analysis

Four hundred and two offenders released in the months of December 2002 and 
January 2003 are considered and the period o f study ran up to December o f 2003. 
Among these offenders the mean age is 24.74 years (SD = 6.043), with the youngest 
being 17 years and the oldest 44 years. The mean number o f prior offences is 1.642 
(SD=0.827). 105 arrests are made during the period o f study and so the recidivism 
rate for the entire sample is 0.26 (105 out of 402). Of the sample considered here, 
295 come from slum dwellings and represent 73 percent of all offenders under



study. 221 out o f the 402 have some form o f work experience before release and 
117 are married. The number of those who did not serve their full sentences or were 
released on parole is 250(62% o f those released). Average time o f opportunity to 
reoffend is 36.41 weeks (SD = 15.15).

I first examined the univariate relationship between recidivism, age, work 
experience, the number o f prior offences, education level, and the release formula 
(paroled, released). For the dichotomous recidivism variable, arrest was coded as 
one and non-arrest as zero. These coding formats I used in all analyses. To examine 
the magnitude o f the differences between recidivists and non-recidivists based on 
each variable, log-rank test are considered. But first 1 plot the K-M estimate o f the 
survival function; in R the function survfit () is used to find the Kaplan-Meier 
estimate of the survival function. There are three arguments o f particular interest: 
formula, conf.int, and conf.type. Formula w ill be a survival object and it is the only 
required input:



Kaplan-Meier estimate with 95% confidence bounds

Figure 1: Estimated survival function S(t) for the Cox regression of time to rearrest on 
several predictors. The broken lines show a point-wise 95-percent confidence envelope 
around the survival function.

Next, given two or more samples, is there a difference between the survival times? 
Setting up hypotheses for this problem,



Let

• t, be times where events are observed (assume these are ordered and there are D
such times),

• dik be the number o f observed events from group k at time t,

• Yik be the number o f subjects in group k that are at risk at time t(

•  d-i = Z"=i d u

• Yi = £ ’j=1Yil

• W(ti) be the weight o f observations at tf

Then to test the hypothesis above, a vector Z is computed, where

Zk =

The covariance matrix Z is also computed from the data. Then the test statistic is 
given by X 2 =  Z Z Z, which, under the null hypothesis, is distributed as x 2 
distribution with n degrees of freedom.

In R, to check the null hypothesis, I used the function survdiff (formula, rho=0). 
The first argument is a survival object against a categorical covariate variable that 
is typically a variable designating which groups correspond to which survival times. 
The output directly from survdiff () is of most use (summary () of a survdiff () 
object does not provide much information).

> Data (recidivism); attach (recidivism)

> Survdiff (Surv (week, arrest) ~ age) # output omitted

The second argument shown, rho, the default is rho=0, which corresponds to the 
log-rank test.

Comparing survival times for different Residential areas

N Observed Expected (O-E) 2/E (O-E) 2/v

Res=0 100 16 35.5 10.70 16.7

Res=l 301 88 68.5 5.54 16.7

Chisq= 16.7 on 1 degrees of freedom, p= 0.029

{  29 }
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Figure 2: Estimated survival functions for those residing in slums (res = 1) and others 
(res = 0). Other covariates are fixed at their average values. Each estimate is 
accompanied by a point-wise 95-percent confidence envelope.

Work Experience

N Observed Expected (O-E)A2/E

Wexp=0 186 65 36.4 22.4

W exp=l 215 39 67.6 12.1

Chisq= 35.4 on 1 degrees of freedom, p= 2.74e-09

(0-E)A2/V

35.4
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Figure 3: Estimated survival functions for those with work experience (wexp = 1) and 
those without (wexp= 0). Other covariates are fixed at their average values. Each 
estimate is accompanied by a point-wise 95-percent confidence envelope.

Marriage Status

N Observed Expected (0-E)A2/E (0-E)A2/V

Mar=0 331 92 81.9 1.23 5.88

M ar= l 70 12 22.1 4.58 5.88

{  31 )
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C hisq— 5.9 on 1 degrees of freedom, p= 0.0153

Figure 4: Estimated survival functions for those who are married and those who are not. 
Other covariates are fixed at their average values. Each estimate is accompanied by a 
point-wise 95-percent confidence envelope.

The graph returned supports the p-value of the test that indicates significant differences in survival 

functions of these two groups of offenders.

Paroled versus Released

N Observed Expected (0-E)A2/E (0-E)A2/V

Paro=0 152 41 41.2 0.001387 0.00232

{  32 }32



Paro=l 249 63 62.8 0.000911 0.00232

Chisq= 0 on 1 degrees of freedom, p= 0.962

Potting the resulting graph supports the no-difference conclusion reached by the 
log-rank test

Figure 5: Estimated survival functions for those who were paroled and those who are 
released without condition. Other covariates are fixed at their average values

The variables were then tested for conformity with the proportionality assumption 
by applying the following command;



tempi <- cox.zph (fitl, transform="identity", global=F) ; print (tempi)

rho chisq P

age -0.2915 8.996 0.00271

res -0.1018 1.023 0.31193

wexp 0.2190 4.898 0.02689

mar 0.1090 1.258 0.26211

paro 0.0851 0.782 0.37642

prio -0.0781 0.619 0.43154

educ 0.2900 6.066 0.01378
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4.4 The fitted  Cox's PH model.

Here we consider the best way to develop a model with multiple potential 
predictors. For now, let us approach the data naively by first fitting each term 
individually.

Age

Call:coxph(formula = Surv(week, arrest) ~ age, data = recid); n= 402, number of events= 
105

coef exp(coef) se(coef) z p-value

age -0.05506 0.94642 0.02058 -2.675 0.00746 **

Signif. codes: 0 ***** 0.001 •**• 0.01 0.05 0.1 ‘ ' 1

exp (coef) exp (-coef) lower .95 upper.95

age 0.9464 1.057 0.909 0.9854

Rsquare= 0.021 (max possible= 0.945)

Likelihood ratio test= 8.52 on 1 df, p=0.003512

Wald test = 7.16 on 1 df, p=0.007462

Score (logrank) test = 7.33 on 1 df, p=0.006794

>Age affects survival, with younger offenders at more risk o f re-offence than older 
ones. The coefficient of determination(R2=0.021) indicates that these two variables 
share a considerably small amount o f variance.

Residence

Call:coxph(formula = Surv(week, arrest) ~ res, data = recid); n= 402, number of events= 

105

coef exp(coef) se(coef) z p-vaue

res 0.9077 2.4787 0.2551 3.558 0.000374
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Signif. codes: 0 '* * * ' 0.001 '* * ' 0.01 0.05 V  0.1 '' 1

exp(coef) exp(-coef) lower .95 upper.95

res 2.479 0.4034 1.503 4.087

Rsquare= 0.037 (max possible= 0.945)

Likelihood ratio test= 15.03 on 1 df, p=0.0001058

Wald test = 12.66 on 1 df, p=0.0003739

Score (logrank) test = 13.52 on 1 df p=0.0002364

> The residence o f a released offender affects his chances o f re-offending, with 
those hailing from slam dwellings being more than twice at risk than their counter­
parts from all other forms o f dwellings. The coefficient o f determination (r=0.037) 
indicates that the two variables share a small amount of variance.

Work Experience

Call: coxph (formula = Surv (week, arrest) ~ wexp, data = recid); n= 402, number of 

events= 105

coef exp(coef) se(coef)

wexp -0.9160 0.4001 0.1995

Signif codes: 0 '* * * ’ 0.001 '**' 0.01 0.05 0.1 ' ' 1

z

-4.592

p-value 

4.38e-06 ***

exp (coef)

wexp 0.4001

exp (-coef) 

2.499

lower .95 

0.2706

upper .95 

0.5915

Rsquare= 0.052 (max possible= 0.945)

Likelihood ratio test= 21.53 on 1 df p=3.482e-06 

Wald test =21.09 on 1 df p=4.38e-06



Score ( lo g ra n k ) test = 22.56 on 1 df, p=2.037e-06

> Having work experience reduces the chances of re-offence by nearly half. The coefficient of 
determination (Rsquare= 0.052) indicates that a weak relationship between work experience ad 
time to re-arrest though it has statistical significance as they share a very small amount of 
variance.

Marital status

Call:coxph(formula = Surv(week, arrest) ~ mar, data = recid); n= 402, number of events= 
105

coef exp(coef) se(coef) z Pr(>/zl)

mar -0.6364 

Signif. codes: 0 '* ** ' 0.001

0.5292 0.2486 

'* * ’ 0.01 0.05 0.1 '

-2.559

' 1

0.0105 *

exp (coef) exp(-coef) lower .95 upper.95

mar 0.5292 1.890 0.3251 0.8615

Rsquare= 0.018 (max possible= 0.945)

Likelihood ratio test= 7.41 on 1 df, p=0.00649

Wald test = 6.55 on 1 df, p=0.01048

Score (logrank) test = 6.77 on 1 df, p=0.009247

Though not as influential as the covariates that we have seen so far, marriage is still highly 
significant (married men are less likely to re-offend than their un-married counterparts by half). 
The coefficient of determination (R~-0.018) indicates that the dependent and independent 
variable in this case share an extremely small amount of variance.

Education

Call:coxph(formula = Survfweek, arrest) ~ educ, data = recid);n= 402, number of 

events= 105

coef exp(coef) se(coef) z Pr(>/zl)



educ -0.27501 0.75957

Signif. codes: 0 ***** 0.001 **** 0.01

0.07234 

*** 0 .05V  0.1 " 1

-3.802 0.000144 ***

exp(coef) exp(-coef) lower .95

educ 0.7596 1.317 0.6592

upper.95 

0.8753

Rsquare- 0.036 (max possible= 0.945 )

Likelihood ratio test= 14.73 on 1 df, p=0.0001241

Wald test = 14.45 on 1 df, p=0.0001437

Score (logrank) test = 14.73 on 1 df, p=0.0001242

> Education level o f a released offender remains to be one o f the most significant 
predictors o f recidivism with those with higher education level having 25 percent 
less chances o f re-offence. The coefficient o f determination (Rsquare=0.036) 
indicates that less than 4% of the variance in hazard of re-arrest can be accounted 
for by its linear relationship with the education level of the offender.

Paroled/released

Call: coxph(formula = 
events= 105

Surv(week, arrest) ~ paro, data = recid); n= 402, number

coef exp (coef) se(coef) z p-value

paro 0.02173 1.02197 0.20018 0.109 0.914

exp (coef) exp (-coef) lower .95 upper.95

paro 1.022 0.9785 0.6903 1.513

Rsquare= 0 (max possible= 0.945)

Likelihood ratio test= 0.01 on 1 df p=0.9135



Score (logrank) test = 0.01 on 1 df, p=0.9136

Whether an offender is released on parole or unrestricted release has no bearing on 
his chances o f re-arrest. The hypothesis o f equal hazards between the two groups is 
soundly accepted and the coefficient of determination (Rsquare=0) neither indicates 
that this variable is correlated to time to rearrest nor helps to explain any variance 
observed.

Number of prior offences

Call: coxph (formula = Surv (week, arrest) ~ prio, data = recid); n= 402, number of 
events= 105

Wald test =  0.01 on 1 df, p=0.9136

prio

coef exp(coef)

-0.0580 0.9436

se(coef) z Pr(>/zl)

0.1213 -0.478 0.633

exp(coef)

prio 0.9437

exp (-coef) 

1.060

lower .95 

0.744

upper.95 

1.197

Rsquare= 0.001 (max possible= 0.945) 

Likelihood ratio test= 0.23 on 1 df p=0.6297

Wald test = 0.23 on 1 DF, p=0.6326

Score (logrank) test = 0.23 on 1 df p=0.6326

The number o f prior offences has no bearing in the chances ot re-off ending.the 
hypothesis that those who have committed more crimes than otheis are more 
susceptible to failure is rejected and the coefficient of determination indicates that 
none o f the variation observed in the chances o f re-arrest is attributable to this

variable.

Since age, marital status, work experience and education level all seem to influence 
survival; a natural second step would be to fit a regression model incorporating all

of them:



Coxph (formula - Survfweek, arrest) ~ age + res + wexp + mar +paro * prio * educ, data 
= recid)

coef exp(coef) se(coef) z P
age -0.0252 0.975 0.0247 -1.019 0.31000

res 0.8374 2.310 0.2586 3.238 0.00120

wexp -0.6988 0.497 0.2100 -3.328 0.00087

mar -0.2872 0.750 0.2971 -0.967 0.33000

paro -0.1215 0.886 0.2026 -0.600 0.55000

prio -0.0258 0.975 0.1226 -0.211 0.83000

educ -0.2418 0.785 0.0736 -3.288 0.00100

Likelihood ratio test=50.2 on 7 df p=0 n= 402, number of events= 105

Call: coxph(formula = Survfweek, arrest) ~ age + res + wexp 
data = recid);n= 402, number of events= 105

+ mar +paro + prio + educ,

coef exp(coef) se(coef) z p■ value

age -0.02517 0.97514 0.02469 -1.019 0.308005

res 0.83738 2.31030 0.25862 3.238 0.001204 **

wexp -0.69879 0.49719 0.20996 -3.328 0.000874 **

mar -0.28722 0.75035 0.29712 -0.967 0.333709

paro -0.12155 0.88555 0.20258 -0.600 0.548513

prio -0.02581 0.97452 0.12259 -0.211 0.833261

educ -0.24184 0.78518 0.07355 -3.288 0.001009 **

Signif codes: 0 '* * * ' 0.001 '* * ’ 0.01 '*'0.05 0.1 "  1



exp(coef) exp(-coef) lower .95 upper .95

age 0.9751 1.0255 0.9291 1.0235

res 2.3103 0.4328 1.3917 3.8353

wexp 0.4972 2.0113 0.3295 0.7503

mar 0.7503 1.3327 0.4191 1.3433

paro 0.8855 1.1292 0.5954 1.3172

prio 0.9745 1.0261 0.7664 1.2392

educ 0.7852 1.2736 0.6798 0.9069

Rsquare= 0.117 (max possible= 0.945 )

Likelihood ratio test= 50.19 on 7 df p=1.326e-08

Wald test = 45.77 on 7 df, p=9.674e-08

Score (logrank) test = 48.31 on 7 df, p=3.092e-08

From the output o f R program, it is observed that the test for the regression 
parameters equal to zero is rejected with a Likelihood ratio test- 49.78 value for 
degrees o f freedom and p-value of 0.

In the output presented, the beta coefficients show just how much each independent 
variable predicts the dependent variable and therefore how significant eac 
independent variable is. The beta weights varied significantly. The residentia 
background has a beta weight of 0.84 and therefore had the greatest 
predicting the hazards o f re-arrest followed by work experience.

Of the attributes considered age, work experience, marital status as well as 
education level continue to contribute significantly to the relapse to cume 
other attributes are held constant,

i. A unit increase in age reduces the risk of ielapse by 4/o.

ii. Released convicts from slum dwellings are three times more 
recidivate than their counterparts from all other dwellings.

ii i.  Those with previous work experience have 60% less ehanee o f recidivating 

than those without.



iv. Released felons that were married before arrest have 50% less chances of 
recidivating than their un-married counterparts.

v. A unit increase in education level reduces the risk o f recidivating by 44%.

Tests and graphical diagnostics for proportional hazards give;

> tem pi <- cox .zph (fitl ,transform ="identity", global=TRUE)

> print(templ)

rho chisq P

age -0.2915 8.996 0.00271

res -0.1018 1.023 0.31193

wexp 0.2190 4.898 0.02689

mar 0.1090 1.258 0.26211

paro 0.0851 0.782 0.37642

prio -0.0781 0.619 0.43154

educ 0.2900 6.066 0.01378

GLOBAL NA 21.893 0.00265

Here, the covariates age, work experience and education show violation of 
proportional hazard assumption with p-values that arc greater than 0.05. Plotting 
object returned by this test produces graphs of the scaled Schoenfeld resi 
against time which can also be used in the verification process.
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Systematic departures from a horizontal line are indicative of non-proportional 
hazards. The assumption o f proportional hazards appears to be supported for the 
covariates age and prior, but there appears to be a trend in the plot for residence, 
work experience, marital status, parole and education level.

One way o f accommodating non-proportional hazards is to build interactions 
between covariates into the Cox regression model; such interactions are themselves 
considered as covariates. There are two main ways to define which interactions to 
include or drop. One approach is the use of the AIC to determine the parameter 
which best improves the model. This is easy to implement in R, I simply run the 
command stepAIC, which at each step, and tries to add in each excluded covariate
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and remove each included covariate. It then chooses the model that minimizes the
AIC.

library(survival,MASS)

fit4<-coxph(Surv(week,ar rest) ~paro+prio+educ+res+wexp+mar+age, data=recid);fit4

summary(fit4)

attach(recid)

Scope=list(upper=~ (p a r o+educ+res+wexp+mar+age+prio) A 2,lo w e r= - l) 
fitA = stepAlC(fit4,Scope,direction="both")

OUTPUT

Start: AIC=1131.22; Surv(week, arrest) ~ paro + prio + educ + res + wexp + mar + age

Step: A1C=1128.73; Surv(week, arrest) ~ paro + prio + educ + res + wexp + mar + age + 
paro:wexp

Step: A1C=1126.73; Survfweek, arrest) ~ paro + educ + res + wexp + mar + age + 
paro.wexp

Step: AIC=1125.57; Surv(week, arrest) ~ paro * educ + res + wexp + mar + age + 
paro.wexp + paro.mar

Step: AIC=1124.16; Survfweek, arrest) ~ paro + educ + res + wexp + mar + paro.wexp + 
paro.mar

Step: AIC=1123.42; Survfweek, arrest) ~ paro + educ + res + wexp + mar + paro.wexp * 
paro:mar + res:wexp

Step: AIC=1122.84; Survfweek, arrest) ~ paro + educ + res + wexp + mar + paro:wexp + 
paro:mar + res:wexp + educ:wexp

Step: AIC=1120.17; Survfweek, arrest) ~ paro + educ + res + wexp + mar + paro.wexp + 
paro.mar + res.wexp + educ.wexp + educ.res -

Step: AIC=1119.07; Surv(week, arrest) ~ paro + educ + res + wexp + mar + paro.wexp + 
paro.mar + res.wexp + educ.wexp + educ.res + educ.mar

At the last stage, it seeks either to remove one o f the two covariates already 
selected or add a single other covariate or add an interaction between the two 
existing covariates, but none o f these models improves the AIC, so it stops there. 
Running the selected model and its interactions gives me;



fit44<-coxph(Surv(week, arrest) ~ paro + educ + res + wexp + mar * paro: wexp + 
paro.mar + res:wexp + educ.wexp + educ.res + educ.mar)

> summary(fit44)

Call:coxph(formula = Surv(week, arrest) ~ paro + educ + res + wexp + mar + paro.wexp 
+ paro:mar + res:wexp + educ:wexp + educ.res + educ.mar)

n= 402, number of events= 105

coef exp (coef) se(coef) z Pr(>lzl)

paro -0.69840 0.49738 0.27924 -2.501 0.01238 *

educ -0.77309 0.46158 0.24280 -3.184 0.00145 **

res 0.03567 1.03632 0.74531 0.048 0.96182

wexp -1.81476 0.16288 0.72683 -2.497 0.01253 *

mar -0.04411 0.95684 0.76083 -0.058 0.95376

paroiwexp 0.87771 2.40539 0.43176 2.033 0.04206 *

paro.mar 0.93027 2.53518 0.57159 1.628 0.10363

res: wexp -1.04687 0.35103 0.56572 -1.851 0.06424 .

educ.wexp 0.41633 1.51638 0.16915 2.461 0.01384 *

educ:res 0.45968 1.58357 0.22644 2.030 0.04235 *

educ.mar -0.32965 0.71918 0.18931 -1.741 0.08164

Signif. codes: 0 '* * * ' 0.001 '* * ' 0.01 0.05 V 0.1 "  1

exp (coef) exp(-coef) lower .95 upper.95

paro 0.4974 2.0105 0.28774 0.8598

educ 0.4616 2.1665 0.28680 0.7429

res 1.0363 0.9650 0.24048 4.4659

wexp 0.1629 6.1396 0.03919 0.6769

mar 0.9568 1.0451 0.21539 4.2507
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paro:wexp 2.4054 0.4157 - 1.03198 5.6066

par o: mar 2.5352 0.3944 0.82694 7.7722

res:wexp 0.3510 2.8487 0.11583 1.0639

educ:wexp 1.5164 0.6595 1.08850 2.1125

educ:res 1.5836 0.6315 1.01600 2.4682

educimar 0. 7192 1.3905 0.49624 1.0423

Rsquare= 0.161 (max possible= 0.945 )

Likelihood ratio test= 70.34 on 11 df, p=1.052e-10

Wald test = 63.25 on 11 df, p=2.294e-09

Score (logrank) test = 74.77 on 11 df p=1.500e-ll

The interactions between education, work experience, marital status and 
residence show significance in predicting chances of re-offence. The proportion 
of variation accounted for by the model also declines significantly when 
compared to the model w ithout interactions.

Now, checking this fit for conformity with proportional hazard assumption and 
general goodness o f fit(indicated as global in the following table) indicates that non 
of the remaining variables show violations o f the assumption and that the model in 
general is a good fit.

tempi <- cox.zph(fit44 ,transform ="identity", global=T)

> p rin t(tem p l) w

rho chisq P

paro 0.0506 0.27543 0.600

educ 0.0466 0.19741 0.657

res ■ 0.0407 0.12356 0.725

wexp 0.0615 0.34118 0.559

mar 0.0463 0.22231 0.637

paro.wexp 0.0158 0.02769 0.868

paro.mar -0.1033 1.14295 0.285



res:wexp -0.0755 0.62279 0.430

educ:wexp 0.0081 0.00493 0.944

e due: res 0.0162 0.02274 0.880

educ:mar 0.1316 1.58624 0.208

GLOBAL NA 12.45899 0.330

Plotting the results for interactions, I observe;

Time
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The interaction o f variables achieves a slight improvement as can be seen in the 
above figures and hence enables the model as a whole to comply with this 
assumption.



Chapter Five

Conclusion and Recommendation

In this study, I have examined the association between recidivism and various 
offender characteristics. In the descriptive analysis, I looked at the differences 
within each categorical variable using the log-rank test and found that there were 
significant variations in the likelihood o f re-arrest between those that reside in slum 
dwellings and those that reside in middle and upper class areas. The likelihood of 
re-arrest also differed extensively between offenders that were married at the time 
of release and those that were not. Released offenders that had work experience 
differed considerably from those that lacked any form o f work experience at the 
time o f first arrest. Lastly, the different education levels also showed notable 
differences in their survival after release. The format o f release did not otter any 
dissimilarity between those released on parole and those that served their entire 
sentences.

Furthermore, the link between each measured variable and the odds of re-arrest is 
investigated by fitting  a univariate Cox proportional hazard model with each 
variable in turn. But first, each covariate is tested for compliance with the 
proportional hazard assumption. The covariates, parole and the number ol prior offences 
show violation of the assumption and are consequently dropped from the multivariate 
analysis but not before their individual contributions are assessed. I he univariate 
analysis yields noteworthy contributions to the hazard of recidivism for the 
variables age, residential area, work experience, education level and marriage. I he 
covariates, number o f prior offences and the format o f release continue to show 
insignificant contributions to the chances of re-arrest .

A natural second step then becomes incorporating all the variables in the model. Of 
the attributes considered age, work experiences, marital status as well as the 
education level continue to contribute significantly to the relapse to crime i.e. if all 
other attributes are held constant, a unit increase in age reduces the risk of relapse 
by 4%, released convicts from slum dwellings are three times more likely to 
recidivate than their counterparts from all other dwellings, those with previous 
work experience have 60% less chance o f recidivating than those without, released 
felons that were married before arrest have 50% less chances of recidivating than 
their un-married counterparts and a unit increase in education level reduces the risk



of recidivating by 44%. The clear violation of the PH assumption is mitigated by 
introducing a step-wise procedure o f determining which covariates to interact and 
this achieves a tremendous improvement in the compliance of the resulting model 
though in general the model reduces the proportion o f observed differences it is 
able to explain.

In addition to this, the coefficient o f determination is weak for each of the attribute 
considered both in the univariate analysis and in the overall model. Having such 
low coefficient o f determination has a lot to do with the small sample size as well 
as incomplete variable selection and I w ill therefore recommend the inclusion of 
more variables such as sentence length, type of offence and to incorporate a larger 
region to better understand the role played by demographic characteristics in the 
propensity o f recidivism. Similarly, due to the extensive number of offenders that 
come from the same residential backgrounds and therefore share the same social- 
economic challenges, I w ill recommend the use of frailty models to ascertain their 
susceptibility to crime.
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