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ABSTRACT
HIV prevalence is high among young adults. Studé@mtsolleges lead a liberal
life and continue to engage in risky sexual behagomostly without HIV
protection. This study, therefore, investigatecedeinants that influence students
in adoption of HIV and AIDS prevention strategid3ata were collected on
students’ social-demographic characteristics, kedgt levels on HIV, sexual
behaviours and perceived risk to HIV infection. oss-sectional correlational
descriptive survey design was used. Using a ndtilistaof 20 public teacher
training colleges, a random sample of 13 collegas gelected. Two second year
classes of about 40 students were selected usimgesrandom sampling method
that utilized single stage cluster design. A tatample of 1,040 students was
drawn. In addition, 12 discussants from each setecbllege were systematically
sampled to participate in focus group discussidnsaddition, 13 deans of
students and 13 principals were interviewed. Dptigg statistics were generated
for all survey items using Statistical Package &wcial Sciences computer
programme version 17. Chi-square test was useeéstoetach hypothesis using
alpha .05 as the level of statistical significandeltiple regression analysis was
conducted to identify predictors of adoption of HIdevention strategies.
Findings indicated that of the three effectivetsiyées; abstinence was difficult to
achieve with students, slightly more students sedtfidelity and condom use
was the most popular. Socio-demographic charatitaryisuch as gender and
religion were significantly related to adopted H$W#ategies but the associations
were weak. There was a positive weak associatibndam HIV knowledge and
HIV prevention strategies. No significant relatibips was found between
students’ sexual behaviours and perceived risk bd Bnd HIV prevention
strategies separately. Group discussants belihagdsex with multiple partners
was a ‘lifestyle’ that had persisted in collegesdese of the belief that college
life is a time of 'exploration and experimentatiolt’was concluded that gender
and religion continue to be important factors iraleg down the pandemic;
knowledge about HIV was necessary but by itselfsufticient to make students
adopt prevention strategies. There was also adafsstudents contracting HIV
because of the poor assessment of personal ridhtolt was recommended that
tutors be developed to clear HIV misconceptionsueveillance system to track
HIV prevalence in college be developed; and lifdisleducation be made an
examinable subject.
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CHAPTER ONE
INTRODUCTION
1.1 Background to the study

Health seeking behaviour has been the ambitbnman since time
immemorial. In the wake of Human Immunodeficiencyug and Acquired
Immunodeficiency Syndrome (HIV and AIDS) world ratts have spent colossal
amounts of resources in attempts to attain zero HEW infections. Statistics
show that HIV prevalence has levelled among adigesi 15-49 years since 2001.
Despite the good news, prevention efforts are y@hake a significant impact on
reducing new infections.

New HIV infections are on the increase esplgcamong the young adults of
between 15 — 24 years (UNAIDS, 2011). About 2,58® imfections occur daily
among this group (Joint United Nations ProgrammeHdW/AIDS [UNAIDS],
2010; UNFPA, 2011). The new infections counter thmgress made in
treatments: For every one person on antiretrodrags (ARVs) two new people
become infected (World Health Organisation [WHQ).12). Therefore, with no
AIDS cure yet discovered, preventing new HIV infecs remains the only
‘medicine’ to halt and reverse the pandemic by 206flgoal 6(a) of the
Millennium Development Goals (MGDSs) to be achieved.

In order for prevention efforts to be succeksthe major sources of new
infections need to be targeted. Globally, the 124-year olds have borne
inordinate burden of HIV and AIDS than any othebgwup. Epidemiological
studies show that from 2008 to 2012, this age gremgounted for an estimated

40 to 45 percent of new adult HIV infections withsalute numbers of those

1



living with HIV and AIDS ranging between 5.0 - S#illion (UNAIDS, 2008 —
2012 reports). This is the age group within whicljarty of secondary schools,
colleges and universities students fall. Sincehlteexplay a fundamental role in
the social and economic development of any socidtgjr preparation as
professionals to meet the challenges of post-moli&ny is a key priority for
both governments and teacher training institutigkisy decimation of the group
would mean a total collapse of the education systEmerefore, understanding
college students’ HIV prevention strategies wouddphto protect the youth and
education systems.

Students in colleges are characterised by rsesef new independence,
experimentation with sex and a feeling of invinkifi In addition, college
environment offer them great opportunity for sexuekploration and
experimentation (Adedeji, Titilayo, Balogun & Mamz 2009; Marlene &
Marlene, 2008). Indeed the Centre for Disease ©bmtnd Prevention (CDC,
2002) aptly describe colleges as the ‘epicentidlgfepidemic’. The risky sexual
behaviours are accelerated by the fact that todash have grown up at a time
when the HIV tide has abated. Therefore, they pegckllV as a manageable
chronic disease that does not really kill (httpdléme.com/2013/11/12/no-
condom-culture-why-teens-arent-practicing-safe#gx#z2lcdT4zan://healt).

Studies have established that most young petgilberately ignore protection
during sex to see what would happen (Jemmott & Bro2003) while others
indulge in other forms of sexual behaviours fhlate them at increased risk of
HIV infection (American College Health Associatic2Q10; Jemmott & Brown,

2003; Lewis, Malow & Ireland, 1999; and Mutinta &@nder, 2012). Many
2



students have multiple sex partners (Adedeji ¢28009) and rarely use condoms
during sexual encounters (Anyagu, 2008; Magu, Wanzslutugi & Ndabhi,
2012; Moore, 2008; Murray & Miller, 2008 and Mutung@007).) In addition,
most students have difficulties in achieving alestce (Torimiro, Adisa, Okorie
& Famuyiwa, 2007; and Shelton et al, 2004) and nit@¢60%) do not care to
know their HIV status (UNAIDS, 2009). A survey caraded in USA showed that
youth under the age of 25 were significantly leksly to have been tested for
HIV and more likely to deny HIV risk than those wiaere 25 years and older
(Kellerman et al., 2002).

Studies on prevalence of HIV among studentsoifeges and universities are
scanty and the few available present mixed resutssome countries, HIV
prevalence among students is higher than in thergépopulation and lower in
others. In Zanzibar, for example, HIV prevalenceoagstudents in institutions
of learning is four times higher (2.5 %) than tlaional level that is a low of 0.6
per cent (Yusufu, 2012). In contrast, a nationavey conducted by the Higher
Education AIDS Programme (HEAIDS, 2008/9)at 21 Hé¢ig Education
Institutions (HEIS) in South Africa showed that HpYevalence among students
in University of Kwa-Zulu Natal (UKZN) was margingllower than the national
student HIV prevalence. Similarly, a base-line gtadnducted by EALP/IUCEA
in 2009 in six universities in Kenya recorded stude sero-positivity at 0.51
percent, which was way below the national 3.8 pdareBV prevalence among the
15 -24 year olds reported in 2007 by the Kenya Alb&@cator Survey (KAIS,

2007).



Despite the reported low HIV prevalence levataong college students,
epidemiological evidence indicates that heterosketxaasmission of HIV among
college students is increasing (CDC, 2010). Somthefsexual behaviours that
readily facilitate HIV infection among college samds are: unprotected sexual
intercourse with an infected partner; sex with fplét or concurrent sexual
partners and sex with high risk groups such as centiad sex workers (Odu &
Akanle 2008; Halpevin & Epstein, 2007; Yang et2@D5). This partly explains
why prevention efforts directed to the youth empdeadoption of strategies that
focus on change in sexual behaviour.

Coates, Richter and Caceres (2008) advocatgstof behavioural prevention
strategies such as; delay in onset of first seiuatcourse, reduction in number
of sexual partners, testing for HIV sero-status amdease in condom use. The
Abstain,Be faithful if sexually active, and use Condom ectly and consistently
if not faithful to one uninfected partner (ABC) ategies have been singled out as
the most effective. Combination of these stratepes successfully scaled down
HIV incidence among at risk groups like men whoéaex with men (MSM) in
the USA, Canada, Europe, and Australia (Kippax &&&£003 and Winkelstien,
Samuel, Padian & Wiley, 1987a, 1987b, 1988).

In Africa, the ABC strategies have effectivalyaled down HIV infection in
Uganda (Genuis & Genuis, 2005; Singh, Darroch & k&de 2005) and in
Burundi, Namibia, Kenya, Tanzania, Thailand andzBréKippax & Race, 2003;
Slutkin, Okware, & Namara 2006; Stoneburner & LoeeB 2004; and UNAIDS,
2006/2001). In particular, laboratory and epideogid studies have

demonstrated that the male latex condom when denslig and correctly used
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has 80 to 90 per cent or more protective effectnagjaransmission of HIV and
other sexually transmitted diseases (Alford, 200®BC, 2002/1999; US/CDC,
2010; WHO, 2012).

The spread of HIV infection depends partly @ociodemographic
determinants that are beyond individual controlhsas; age, gender, religion,
marital status and area of residence. People witiatehsex early are likely to
have sex with high risk partners or multiple parsnand are less likely to use
condoms than those who delay sexual initiation (WE@4). Among the 15-24
year olds, young women are two times more likelpaanfected than young men
of the same age (UNAIDS, 2011). Attendance at ilig services has been
associated with reduced risk behaviour and higlegreed risk to HIV infection
(Trinitapoli & Regnerus, 2004). Muslims also terdhave lower levels of HIV
prevalence compared to non- Muslims (Gray, 2004gudbly, it is important that
prevention strategies be designed in line withdemographic characteristics of
the students.

Several studies show that college studentsgssshigh knowledge levels
about HIV transmission and prevention comparedti@royoung adults of their
age (Irungu, Mumford, Younis, & Langford, 2009; M8, Ng'ang’a, Mwangi &
Wanzala, 2011; and Sulton, Hardnett, Wright, WaPathak et al., 2011).
However, comprehensive and correct knowledge Islgtw among the 15 -24
year olds [36 % = young men; 24% = young women] @YI2011). This implies
that important misconceptions about transmissiontred virus which have

implications on adoption of prevention strategitéexist.



On the one hand studies conducted in KenyaetseWhere demonstrate that
knowledge has not resulted to significant changesexual behaviours among
young adults (Likoye, 2004; Nyinya, 2007; and Oaolie2005). Therefore, a lack
of basic knowledge about modes of HIV transmissind fear of knowing one’s
HIV status can lead to denial of one’s risk of canting HIV and failure to get
tested. For instance, many HIV-positive youth ia th.S. do not know that they
are infected (AIDS Alliance for Children, Youth &hilies, 2005).

On the other hand, recent research has deratetsthat when young adults
are adequately informed of HIV risks and prevenstnategies, they change their
behaviour in ways that reduce their vulnerabilityNAIDS (2012) report
indicated that in the severely affected countdly/ infection rates decreased by
over 50 percent nationally and by more than 25gramong young adults by
2011. The reductions were attributed to behavioahanges (UNAIDS, 2012).
Nevertheless, these reductions are not signifieanugh to reverse the HIV and
AIDS pandemic.

In response to the challenges fronted by Hi AIDS to the youth, the
international community have formulated agreemehtst emphasise young
people’s right to education, information and segsithat could protect them from
HIV infection. The Kenya government is a signattwythese agreements and has
devised efforts to respond to HIV and AIDS prevemti This is facilitated
through HIV and AIDS education programmes in schootolleges and
universities; media campaigns; Voluntary Counsglliand Testing (VCT)

services; and social marketing of condoms.



Particularly, in the education sector, theran explicit education sector policy
that deals with the pandemic formulated in 2004p{Rdic of Kenya, 2004) and
revised in 2013 (Republic of Kenya, 2013). Prim@gacher Training Colleges
(PTTCs) are supposed to develop their own institi#i policies in line with the
education sector policy. HIV and AIDS is also onk tbe 23 investment
programmes in the Kenya Education Sector SuppodgrBmmes (KESSP) 2005 -
2010 that defines Kenya’s major education refold®EST, 2005).

Despite these efforts, HIV prevalence has meetha high of 3.8 per cent
among the 15-24 year olds in Kenya (Kenya AIDS dathr Survey, 2007).
Unfortunately, data on HIV prevalence on collegaidshts and staff is
unavailable due to weak surveillance systems inye(Nzioka, Karongo &
Njiru, 2007). UNAIDS (2011) report points out thahly few countries have
monitoring systems in place that quantify absestaegmorbidity and mortality of
students and staff infected by HIV and AIDS. Sind¢®/ has a long latency
period before development of clinical AIDS, manyses of HIV and AIDS
identified among people in their 20s or even e8fg can be said to have been
acquired during their teen years or in their e2@g (Kirby, 2002); a time when
most people are in high school or college.

Since HIV and AIDS is a totally preventablsefise yet it still ravages man, it
is important to understand why many young adul®igs or downplays the need
to adopt HIV and AIDS prevention strategies. A®rhture suggests, young
people engage in unsafe sexual practices due tistaol factors. Therefore, the
more information academicians and researchers attreigon what determines

adoption of HIV prevention strategies among youdgl@, the more directed
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programmes can be in order to teach principlesafé sex. It is against this
background that this study sought to investigateciwviselected demographic
characteristics, knowledge factors, sexual behaaldactors, and perceived risk
to HIV and AIDS influence adoption of HIV and AIDfrevention strategies
among students in PTTCs.
1.2 Statement of the problem

The Kenya government is a signatory to therivdtional protocol of ‘towards
zero new HIV infections by 2015’. To achieve thigveral efforts have been
made including: knowledge and awareness campalgishave seen HIV and
AIDS knowledge rise to over 90 percent in the gehgopulation (Kenya
Demographic Health Survey, 2003/2008/09). In addijtiseveral tailor-made
interventions have been implemented to curb theasprof the virus among
students. The integrated HIV and AIDS curriculund drfe Skills education
specifically address the pandemic. Other instihglsed HIV and AIDS
programmes include; ‘The Primary School Action fBetter Health project
(PSABH)’ that provides training to Deans of Curtion and students in PTTCs;
and the ‘Kenya Teacher Education Professional eweent’” (TEPD)
programme that prepares tutors in public PTTCsntegrate HIV and AIDS
prevention into teacher instruction besides prangdiraining in strategies to
combat the spread of the virus among students.

Despite the immense efforts, the HIV prevaéehas remained unacceptably
high in Kenya among students in colleges and yougeneral. Students seem not
to have adopted effective HIV and AIDS preventidrategies as evidenced by

teenage pregnancies and early sex debut at 14 y@EKSCOP, 2009).
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Demographic survey data also shows that ratesfeétion among the 15-24 year
olds are still high (NASCOP Final Report, 2009; UR&, 2011). In 2009 an
estimated 42,000 new HIV infections occurred amiegyans aged 15-24 years
(UNAIDS, 2010). Epidemiological data also extrapetathat in Kenya, 1 out of
25 (4.2%) of the 20-24 year olds is usually infddbg the time they enter young
adulthood (Kenya National Bureau of Statistics,®01

The true picture of HIV prevalence in collegeskenya is, however, marred
by the limited published data (NASCOP, 2007). Ntada available for Kenyan
PTTCs as assessment on HIV infection usually faxosethe general population.
This has resulted in colleges being sidelined iV Idtevention efforts, most of
which are directed at high school and to out ofostlyouth who are considered
to be at high risk of infection (Magu, Wanzala, Mgit & Ndahi, 2012). Given
the context of Kenya, many 20-24 year olds ardylike be attending colleges and
universities. Therefore, in the absence of emgirlddy prevalence data on
students in public PTTCs (Nzioka, Karongo & Nijir2D07), one can only
logically deduce that some of the students in PT&E@s infected. There also
exists confounding evidence that students in tgrii@stitutions in Kenya engage
in unsafe sexual practices to the extent of feraldents deliberately spreading
HIV infection in some universities (Standard Digjifariday August 24, 2012).

Given the limited focus on colleges and thghhrates of risky sexual
behaviours, it is important to understand what metges adoption of HIV and
AIDS prevention strategies among students in PTTRsaddition, the limited
available information indicates that the HIV andD& prevention efforts so far

have not produced significant results, hence, delror this study.

9



1.3 Purpose of the study

The purpose of the study was to investigaterdenants of adoption of HIV
and AIDS prevention strategies among students Iigpprimary teacher training
colleges in Kenya.

1.4 Objectives of the study

The specific objectives that guided the study were:

1. To establish the HIV and AIDS prevention stgae adopted by students in

PTTCs.

2. To determine the influence of selected socimalgraphic characteristics on

adoption of HIV and AIDS prevention strategies agstudents in PTTCs.

3. To assess the influence of level of knowledgeua HIV and AIDS on HIV

and AIDS prevention strategies adopted by studar® TCs.

4. To determine the extent to which students’ a&xaehaviours influence

adoption of HIV and AIDS prevention strategies agstudents in PTTCs.

5. To establish the extent to which students’ @ations to risk of HIV and
AIDS infection influence their adoption of HIV andIDS prevention
strategies in PTTCs.

6. To determine the relative contributions ofiseemographic characteristics,
sexual behavioural factors, knowledge factors askl perceptions on HIV
and AIDS preventive strategies adopted by studar®§ TCs.

1.5 Research question

One research question was answered to achiewtutig objectives.

1. What HIV and AIDS prevention strategies havelstis in PTTCs adopted?

10



1.6 Hypotheses
In order to achieve the stated study objectives fahowing null-hypotheses were
tested:
HO; There is no significant relationship between tlalofving social—
demographic characteristics; (a) gender (b) agen@ijtal status (d) religion
and (e) place of residence and HIV and AIDS praverdtrategies adopted by
the students in PTTCs.
HO, There is no significant relationship between legtlknowledge about
HIV prevention and transmission and HIV and AlID&v@ntion strategies
adopted by students in PTTCs.
HO3; There is no significant relationship between séXxadaviours and HIV
and AIDS prevention strategies adopted by studar§ TCs
HO, There is no significant relationship between peex risk to HIV
infection and HIV and AIDS prevention strategieoptéd by students in
public TTCs.
HOs Socio-demographic characteristics, sexual behaafoufactors,
knowledge factors and risk perceptions do not dautie significantly to HIV
and AIDS prevention strategies adopted by studant3 Cs.
1.7 Significance of the study
The purpose of the study was to investigateditterminants of HIV and AIDS
prevention strategies among college students ind3TBtudents in PTTCs are an
important target group because over 90 per cehwithin the ages of 18 -24
years; the age at the centre of HIV infection inme of rates of infection,

vulnerability, impact and potential for change (UM% 2010). Research evidence
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shows that most young adults engage in sexual bmivavthat jeopardise their
health. If no attempts are made to study what emfaes behaviour change within
this vulnerable group, then there will be difficett in designing HIV prevention
programmes that are relevant to the group. By exmgavhat influences adoption
of HIV and AIDS prevention strategies among stugentPTTCs, it is possible
for educators to estimate the extent to which nesglyruited teachers will be
prepared to act as role models to pupils. As tdustaurces of HIV and AIDS
information, teachers need to be seen as creditdetrastworthy by the pupils.
Otherwise, if their sexual behaviours contradi@ tilV and AIDS information
they give to the pupils, the learners may in tuail fo take the information
seriously.

It is imperative to study students in PTTCgause upon graduation, they
move to various parts of the country to seek emplayt. If infected with the
virus while in college, they can be dispersal agaitthe pandemic. Students in
PTTCs are relatively young and when infection ialesgt down in young people,
the number of life years saved is greatest, thematghuman resource for the
government. Teachers are also the most importaterrdmant of educational
quality. It is estimated that the world will neegpaoximately 18 million
additional primary school teachers by 2015 with Bilion required in sub-
Saharan Africa (Education International, 2009).ré€fmre, decimation of student-
teachers by HIV infection constitutes a waste efstment in education and a
challenge to achievement of EFA goals, the MGDs\4s@n 2030 in Kenya.

This study was expected to also analyse tfieemtial factors that hinder or

facilitate efforts to protect students from the Alvirus, thereby extending the
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theoretical models on prevention of HIV and AIDS$eTimproved models may
provide new insights that may be useful to curtouldevelopers in designing life
skills programmes and HIV and AIDS prevention peogmes for college
students that address safe sex principles andgeacSuch information may also
assist college Principals in drafting institutiohV and AIDS policies within the
ambit of their colleges. Additionally, when equippeith adequate information,
college students can be important advocates af $pekific sexual needs and can
introduce more youth sensitive perspectives tocgainaking process. The study
results may also prove an invaluable resourcevt@ar audience in the education
sector including researchers and academiciansin ¢éhdeavours to mitigate the
impacts of HIV and AIDS.

1.8 Limitations of the study

The study was limited by certain conditionattivere beyond the researcher’s
control. One of the study limitations concerns thygic. There is paucity of data
on determinants of HIV and AIDS in relation to egé students’ adoption of
HIV and AIDS prevention strategies. Specifically, Ikenyan study has followed
this line. To ensure that scarcity of data did nompromise interpretation of
results, efforts were made to utilise related dtere from other counties and
regions.

Data reported in this study represents infoionaon largely self-reported
sexual behaviours. Researchers usually questionvalidity of self-reported
measures in data collection given that respondé&ms to provide socially
acceptable answers rather than reality. To couhisr the researcher recruited

research assistants who were of similar ages tcstildent sample and trained

13



them on how to create rapport with the participamithout being judgemental
with regard to respondents’ expressed sexual betwes/during the focus group
discussions. The respondents who openly showedctagice, suspicion or
displayed distrust on the research were reassurad their identities would
remain confidential.

Another drawback was in the survey design egga to collect data. The
information on determinants of adoption of HIV aAtDS prevention strategies
were measured at one point in time. However, teiada study with academic
pursuit it could only be conducted in a cross-saeti format due to time. The
results should thus be taken as an indicator opéspgs in the population
studied. The researcher, being cognisant to thetli@t change in behaviour is
inherently continuous and lifelong and at best m&gua longitudinal study; and
that the studied determinants may evolve with ckang time and with exposure
to more HIV and AIDS information, employed methaatgital triangulation in
the gathering of data to ensure authenticity aflltss

The HIV data for age group intervals was nafarmly reported in the studies
and researches. For instance, UNESCO, UNFPA, UNAIBGGoK studies used
10 year interval (15 — 24 years) while CDC repodsed four year intervals (15 —
19 years; 20 — 24 years). Other studies reportemtnmation that included very
young adolescents (10 — 19 years). This was aestg®l in interpretation on
reviewed literature results. To ensure comprehensiformation on young adults
was gathered all such data were referred to instioidy. The interpretation of the

information should be taken to include this wideatgon of young adults.
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1.9 Delimitations of the study

The scope of the study was delimited by tis=aecher in a number of ways.
First, due to the large number of potential pgoaaits in the study population, the
target population involved in the current studyused on second year students in
public teacher training colleges with majority fia§) within the age range of 18-
24 years. This age range has been identified asnib&t vulnerable to HIV
infection. The college principals and Deans of shid also participated in the
study as key informants. Second, the study foceseselected determinants that
seem critical to influencing adoption of HIV and D prevention strategies
among students. The study was confined to only relyge the influences the
selected factors had on adoption of HIV and AID®vpntive strategies and
nothing on the reverse. Finally, the study wasiedrout in all the PTTCs in the
Republic of Kenya to capture the cultural, religgcand environmental contexts
that play an important role in variation in HIV amDS transmission and
prevention across societies and regions.
1.10 Assumptions of the study
The present study was conducted with the follovasgumptions.

1. That the entire teacher training colleges had fiiplemented HIV and

AIDS curriculum.
2. That recall bias or deliberate omission of sensitmformation on
previous sexual behaviours did not affect resulth® study.
3. That those respondents who completed instrumentsthia study

understood each question before answering them.
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4. That the prevention strategies included in theystuduld continue to be
important to the students in colleges.

1.11 Definitions of significant terms

Definitions of key variables and concepts asdus the study are outlined
below to acquaint the reader with their anticipateghnings.
Adoption refers to the cognitive process through which etiisl make decisions
to take up and use HIV and AIDS prevention str&gdiy choice.
Casual sex partnerrefers to a sexual partner other than a spousebayfriend
or girlfriend.
Comprehensive and correct knowledgemeans that a person can correctly
identify the three major ways of preventing transsion of HIV and reject three
most common misconceptions about HIV transmissiwh kenow that a healthy
looking person can have HIV.
Concurrent multiple sex partnersrefers to a situation whereby a person has sex
with several other people within the same spaderd.
Consistent correct condom useefers to always using condoms correctly during
sexual intercourse.
Determinant refers to a factor that has a decisive influence results or
outcomes.
Epidemic refers to a disease that affects a large humbpeagple in a place and
spreads quickly to other areas.
Incidence refers to the number of people who became infeotext a specific

period of time, usually, the preceding year.
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Higher-risk sex refers to sex with non-marital, non-cohabitingtpar or sex with
multiple partners.

HIV infection refers to a state of having acquired the AIDS caysirus.

HIV and AIDS prevention strategiesrefer to both biomedical and behavioural
methods adopted by a person in order to keep fose HIV infection including;
abstinence, fidelity and consistent, correct condsey prompt treatment of STDs
and STIs and testing for HIV seropositivity.

HIV risk perception refers to the respondents’ current and future iops of
their chances of contracting HIV and AIDS.

Knowledge factors refer to knowledge about HIV and AIDS prevention
strategies, transmission routes and sources ofdill/AIDS messages

Pandemic refers to an occurrence of a disease that affeetsy people over a
very wide area.

Place of residenceefers to a students’ principal or primary homeptace of
abode, that is, home or place in which his or tadgitation is fixed and to which
he or she whenever absent from college returns to.

Prevalencerefers to the total number of people living with\Hirrespective of
when they were infected.

Regular sex partnerrefers to a spouse, a boyfriend or a girlfriend.

Safe sex practicaefers to taking precaution during sex that cangméeone from
contracting a sexually transmitted disease inclgi&iDS virus.

Self efficacyrefers to the confidence a person feels aboubpainhg a specific

behaviour such as insisting on using a condom dus@xual intercourse.
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Serial monogamyrefers to the rapid change of sexual partnershsatrring one
has only one sexual partner at a given time.
Sexual behaviourrefers to the sexual activity of an individual @sserved by
others and as distinguished from a subjective perirperspective of one’s own
sexual acts.
Social-demographic characteristicsrefer to the quantifiable statistics of a
population that are used to identify and charastethat population at a given
time.
Unprotected sexrefers not using a condom when having sex withesorma else
(not regular partner).
Young adultsrefer to people in the age cohort of 18 — 30 years
1.12 Organization of the study

The study is organized into five chapters. Tilngal chapter of the thesis,
introduction, outlines the general background o gtudy, statement of the
problem, study purpose, objectives of the studyseaech questions and
hypotheses and study significance. In additionctiepter includes the limitations
and delimitations of the study, basic assumptiort defines concepts and terms
that are relevant to the study. Chapter two pravidedetailed epidemiological
context of HIV and AIDS, thematic presentation aohprical overview of
relevant literature on the study variables, thecakframework of the study and
the conceptual framework on which the study is Base

Chapter three is descriptive presenting thehatmlogy of the study. It
comprises of the research design, study populasample size and sampling

procedures. Additionally, the research instrumemts described in details and
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their validity, reliability and administration predures discussed. The ethical
considerations undertaken and the data analysésitees employed are also
discussed in this chapter. Chapter four focusedata analysis, interpretation and
discussion. The fifth chapter of the thesis inckidmmary of the study,
conclusions reached at, general and specific re@mations to the study

audiences and suggestions for further research.
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CHAPTER TWO
REVIEW OF RELATED LITERATURE

2.1 Introduction
The chapter presents the reviewed empirical andeginal literature relevant to
the study. Information is presented thematicalbrtstg from general overview
about HIV and AIDS pandemic to specific themestezglao the study variables.
The themes revolve around HIV and AIDS preventitratsgies adopted by
college students. Determinants such as: socio-depbg characteristics;
knowledge factors; sexual behavioural factors; pettceptions of risk to HIV
infection that influence students’ to adopt thatgigies are discussed in details.
Three theories and a model that provided the thieatdramework to the current
study are explained here. A conceptual framewosdt guided the study and a
summary of the chapter are presented.
2.2 A general overview of HIV and AIDS

The origin of AIDS remains obscure and margoties have been advanced to
explain the root of the AIDS causing virus. Conemy over HIV and AIDS
origin still rages viciously with some theories mgirefuted and none so far
having been fully accepted (Curtis, 2007). The tiesoinclude the highly
acclaimed oral polio vaccine theory that linked Slwith the polio vaccine from
chimpanzee kidney in Congo. However, this theorg lsnce been refuted
(Hopper, 1999; Woroby et al; Santiago in Fisher 8&adden, 2011). Other
controversial theories contend that HIV was assalteof medical experiments
while others still suggest that CIA manufacturee tleadly virus or that the virus

was genetically engineered (FoundCare, 2014; TiESAhstitute, 2011).
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So far it is not yet clear when the virus firstaaited humans neither is it clear
where the first AIDS case occurred; Africa or Ancati What is clear from
literature is that the virus emerged in thé"2@ntury and it causes the disease
AIDS that has since become an epidemic (Found Q&B4). After initial cases
of AIDS were reported, the disease expanded rapidgn epidemic because of a
combination of different simulation factors incladi liberation of sex behaviour,
mass tourism, general mobility of people, developina Anti-retroviral drugs,
increased use of intravenous drugs among othesgdhen, 1993).

For a person to get HIV infection, the virus mustee the bloodstream of that
person. The virus is highly volatile and cannotsexiutside the host cell. As a
retrovirus, HIV multiplies itself inside the cellsaffects (Murah & Kiarie, 2001).
One of the targets for the virus is the white blocell called centre for
differentiation (CD4) cell which is vital for fightg infections in the human body.
Once inside the CD4 cell, the HIV virus makes margpies of itself,
consequently, causing slow but constant damagkeionimune system. This in
many cases leads to development of AIDS; and tlily becomes vulnerable to
life threatening illnesses called ‘opportunisticeises’ and cancers (Murah &
Kiarie, 2001).

A person is said to have progressed to AIDS ifagosis is made of certain
opportunistic infections or if the CD4 count drdpdow 500 cells/mm(Centre for
Disease Control and Prevention). Without any treatima person can survive for
three years after developing AIDS. It is the oppoidtic infections that cause
illness or death in HIV positive people — but nleé tvirus itself. Zopola et al.,

(2009) contend that on average people take 8 tgedds to progress to AIDS
21



without any HIV therapy but with drug therapiese thnset of AIDS can be
delayed even longer. Today, the number of peopiediwith HIV and AIDS has
increased due to the advances made in medicineptisddng lives of HIV

positive people thereby reducing the number of HPMlated deaths
(AVERT,2012).

The body fluids that contain enough viruses to dahfe person are; blood,
semen, vaginal fluid, menstrual fluid, and breadk tMurah & Kiarie, 2001,
CDC, 2003). Transmission routes of the HIV inclusiprotected penetrative sex
with an infected partner, sharing contaminated lesedlood transfusion with
infected blood and mother to child transmissionimurdelivery or when
breastfeeding. Of these known transmission routesterosexual contacts
accounts for between 70 to 90 percent of all HIYeations (Lamptey, 2002;
UNAIDS, 2004; Yole, 1994). HIV infection is not mexd through ordinary
contact such as; hugging, kissing, sharing utermsits toilets, or shaking hands
with HIV positive people (http://www.mayoclinic.cdhealth/hiv-aids/...).

2.3 HIV and AIDS and young people in sub-Saharan Aica

The AIDS pandemic has been recorded as the numieercause of death in

Africa, particularly sub-Saharan Africa, and therth leading cause in the world

(WHO, 2008; World Bank, 2003). Since its adveng gandemic’s enormity and

devastating impacts have reverberated in all huspaeres. These include; health
sector, education sector, households, workplacéseonomies destroying hard-
earned gains consolidated over the years (AVERU8R0

Global statistics show that since the firsagiosis of HIV and AIDS,

approximately 70 million people have been infeateth the virus and about 35
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million people have died from AIDS related disea@gblAIDS, 2012a; WHO,
2013). The UNAIDS and WHO reports show that thebglgercentage of adults
living with HIV by the end of 2011 was still verygdh (34 million people). The
new HIV infections (2.5 million) and AIDS-relatedeaths (1.7 million) that
occurred in the same year are a further indicdtat the fight against HIV and
AIDS is far from won.

Statistics hold that HIV and AIDS prevalencel anfection rates among 15-24
year olds have remained high. About 5.4 million ofitthe 1.7 billion young
adults worldwide were estimated to be HIV positiae2006 (UNAIDS, 2007,
UNFPA, 2008). An estimated 500,000 new infectionsuored daily accounting
to about 40 per cent of the new infections thatr YeiNFPA, 2008). In 2009 the
rate decreased to 35 percent and over time, thé@uaf those infected seem to
have stabilized at 5 million (4.4 million - 5.9 hivih). Daily new infections are
now approximated at 2,400 cases (UNAIDS, 2011; UNF®11). However, the
grip of HIV and AIDS is deadliest among the younlglés in sub-Saharan Africa.
In 2010, a half (2.6 million) of all new infections SSA happened among the
youth of between 15 to 24 years with 5 young adatiguiring HIV infection
every minute (UNAIDS, 2011). Experts estimate ihatyper-endemic countries
like Botswana, Lesotho and Swaziland, more tham 1.0 young people are
infected (UNFPA, 2010).

This is not surprising given that SSA has thghest HIV prevalence rate
(4.9%) as compared to other regions. For examplé&aist Asia (0.1%); South
East Asia (0.3%); and Western and Central Europ8%p adult prevalence

percentages are almost insignificant (CDC, 2012nri#el. Kaiser Family

23



Foundation, 2011 and WHO, 2012). In 2011, SSA hadta of 23.5 million
people living with HIV which accounted for two ts (69%) of all people
infected globally (WHO, 2012). Three quarters (th#ilion) of all AIDS deaths
also happened in SSA in 2011. Additionally, a wiorgy35 percent of the global
new HIV infections occurred in SSA in 2011 (WHO120).

Within the sub- Saharan region, the Easterth Southern African (ESA)
countries remain the epicenter of the pandemimational level, nine countries
with the highest HIV adult prevalence are in SouthAfrica region with 34
percent of all people infected with HIV and AIDSiding there (UNAIDS, 2011;
WHO, 2012). The countries include; Botswana, Lesptlalawi, Mozambique,
Namibia, South Africa, Swaziland, and Zambia; athwan adult HIV prevalence
of over 10 percent. These countries have contipuathouldered a
disproportionate share of the global HIV and AlD8den.

Kenya is one of the ESA countries where HI\eyalence levels have
stabilized at significantly high levels. It has ttérd largest population of people
living with HIV (1.6 million people) and the hightesllV prevalence outside
Southern Africa region (UNAIDS, 2008). Epidemioloai trends indicate that in
Kenya, the HIV prevalence levels rose steadily fra®m percent in 1990 to 10.2
percent in 2000 peaking at 15 percent in 2002 (NCPI®8; UNAIDS, 2003;
WHO, 1997). The levels then dropped sharply to gercent in 2003 (Kenya
Health Demographic Survey [KDHS], 2003) beforemgsagain to 7.1 per cent in
2007 (Kaiser Daily HIV and AIDS Report, 2008; Nat& AIDS/STI Control
Programme [NASCOP] Final Report, 2009).The HIV plemce has since

dropped to 6.3 percent where it seems to havelisebifor the last several years
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(NACC & NASCOP, 2012). The number of new infectidres also remained at
0.5 per cent (100,000 people) annually (NASCOP,220MNotwithstanding the

declining trend, the HIV prevalence level and thember of annual new
infections are unacceptably high; an indicator that and AIDS is still a severe

problem in Kenya.

Kenya experiences what is referred to as feegdised epidemic’. This means
that the disease is no longer confined to disagedeips but has rather spread to
the general population (UNESCO, 2012). Therefong, single sexual encounter
carries substantial likelihood of HIV infection. x@ml transmission has been
recorded as the commonest way of passing the &mdsaccounts for 93 per cent
of all new infections with heterosexual sex repnéisg 77 per cent of new
incidences in Kenya (Kenya National Bureau of Stats [KNBS], 2010).

The Kenya National Bureau of Statistics (20i€port captures the current
Kenyan HIV and AIDS status. The KNBS (2010) repisrta comprehensive
summary of Kenya Demographic and Health Survey ZI@M8compiled in
partnership with NACC, NASCOP and Kenya Nationalrdaw of Statistics
(KNBS). Statistics show that women aged 20-24 yasrver four times (6.4%)
more likely to be infected than men (1.5 %) of Haene age. In addition, young
women possess lower comprehensive correct knowleigds (48%) than their
male counterparts (55%), but they are more likentmen to test for HIV (41%
VS. 26%). Between 2003 and 2008/09, condom useased from 25 percent to
40 percent for young women; and from 47 percer@4@ercent for young men

among the 15-24 year olds (KNBS, 2010). Condonridigion also increased by
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a third between 2007 and 2009 with 15 million candobeing distributed
annually (KNBS, 2010).

When data were disaggregated by gender amadodmesidence results showed
that urban people are more likely to have HIV itifat (7%) than rural ones
(6%); and urban women (10%) and men (5%) are anaiderably higher risk of
HIV infection than rural women (7%) and men (4%pn@ary to the skew on
prevalence and risk levels, rural residents irgte¢x earlier than urban residents.
By the age of 18, 60 percent of rural men and 5@ge of rural women had
initiated sex compared to 51 percent and 39 peroéntrban young men and
women (NACC & NASCOP, 2012). Comparison of datative NACC and
NASCOP national demographic surveys revealed lgHange in percentage of
people who engage in higher risk sex (KNBS, 2010).

2.4 HIV and AIDS policy framework on HIV prevention

Badcock-Walters, Kelly and Grgens (2004) opine that preventive medicine is
an investment to be leveraged rather than a cdse fostified. The international
community seems to have long taken this cue andlea®nstrated unwavering
support in the fight against HIV infection espelgigilmong young adults. This is
seen in most international agendas that carry yspcific HIV prevention
messages.

Some of the significant policies that carry youpleafic messages include the
Dakar Framework for Action for Education for Allahwas adopted by the
international world community. The policy drawseattion to the need to scale
down the spread of HIV and AIDS for EFA goals to d&&hieved (UNESCO,

2000). The United Nations General Assembly Spedgaision on HIV and AIDS
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(UNGASS) Declaration of Commitments reiteratedribed to eliminate HIV and
AIDS by reducing infection in persons aged 15 -y2drs by 75 percent globally
by 2010. Participating governments agreed to enthat by 2005 at least 90
percent and by 2010, 95 percent of young adults5of 24 years would possess
comprehensive and correct knowledge necessaryeagethe life skills required
to reduce venerability to HIV infection (UNAIDS Jen2001). Later in 2005,
Heads of States and Governments agreed to scalatigmal response to achieve
universal access to comprehensive prevention pmoges, treatments, care and
support (United Nations, 2006). Additionally, go@{a) of the Millennium
Development Goals (MGDs) states that the world Ehbalt and begin to reverse
the spread of HIV by 2015 (United Nations Officretbsite, 2000).

The Kenya Government is a signatory to these iateynal protocols on HIV
and AIDS prevention and has shown great commitmantfighting new
infections. This commitment is enshrined in a numddepolicy documents which
embrace prevention, care and support for the iafkand affected using the 3M
approach (multi-sectoral, multi-disciplinary and Itihatakeholder). The approach
addresses factors that determine the profile of HiMI AIDS including;
biological, behavioural, social-demographic, somidtural and socio-contextual
factors.

At the national level, the government first develdpghe Sessional Paper No. 4
of 1997 on HIV and AIDS that saw the pandemic deda national disaster in
1999 by President Daniel Arap Moi. Thereafter, thational AIDS Control
Council (NACC) was formally establishment throudte tPresidential Order

Legal Notice No. 170 of 1999 to coordinate HIV akiS activities. Subsequent
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Strategic Plans have strengthened the HIV and Afip&sention and control
programmes in Kenya. They include: The Kenya NaiioHIV and AIDS
Strategic Plan of 2000/2005; 2005/6 — 2009/10; 2669/10 — 2011/13. The
latest, 2009/10 -2011/13 strategic Plan, was deeelafter a careful analysis of
the Mode of Transmission (MoT) study in 2008 arel KIAIS study of 2007. The
strategy addresses the need to reduce the numbemoihfections by 50 percent
by 2013 as one of its four impact results (Natiohi®S Control Council, 2009).

Within the education sector there is an Educatient@® Policy on HIV and
AIDS that guides in the implementation of HIV antD& curriculum across the
education sector (Republic of Kenya, 2004). Onetled policy’s primary
objectives is to ensure that teacher educationccimm fully prepares educators
to respond to HIV and AIDS within their own liveadaas professionals, build
positive attitudes and skills for HIV and AIDS pestion and control among all
their learners. In 2005, the Ministry of EducatidB¢ience and Technology
(MOHEST) implemented a five year HIV and AIDS plamder the Kenya
Education Sector Support Programme 2005-2010 émgtinen MOE capacity to
provide HIV and AIDS prevention, care, support andigation interventions
(MOE, 2006). Efforts to reduce new infection in wgu adults is further
demonstrated in the introduction of life skills edtion (LSE) as a stand-alone
subject in primary, secondary and teacher traimsgtutions (KIE, 2009). Life
skills education is acclaimed as a key strategyénprevention and management
of HIV and AIDS (UNICEF, 2004).

The education sector and the students in PTTCsemteal in the fight against

the pandemic for the mere fact that most childmermiost countries spend a
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substantial part of their lives attending primaghaol education. Students in
PTTCs interact with these children upon graduatislest of the pupils are
usually between 6 — 14 years; an age range withlaivest HIV prevalence
worldwide (UNAIDS, 2008). Such a cohort presentsvimdow of hope in
eliminating HIV and AIDS (World Bank, 2002). The BWNDS/WHO (2004)
recognise the education sector as one of the nffestiee and efficient pathways
of reaching out to a large number of uninfectedppeavith HIV prevention
messages, thereby, arresting possible future infet

Most policies on HIV and AIDS delineate atdeshree responsibilities for
teachers: creating preventive awareness of thegpaicdby providing relevant
knowledge and/or enhancing better understandingpmeting attitude
development and change; and ensuring that leaawrslop skills that allow
them to be competent and assertive in managingaeships and sexual issues
(UNESCO, 2002). This requires students in PTTCgadssess adequate and
correct knowledge about HIV and AIDS and practicdessex behaviour
themselves first so that in turn they can dissetaiaad role model the same to
the pupils. The students should, therefore, chosféective HIV prevention
strategies to remain safe from the AIDS virus.
2.5 Selected HIV and AIDS prevention strategies

The predominant mode of HIV and AIDS transmiss®heéterosexual contact
(Kapakora, 2003; UNAIDS, 2008). As a result, mostvention programmes
encourage people to reduce risk of acquiring thBSAVirus by changing their
sexual behaviours. This includes use of prevergtoategies such as; Abstinence

or delayed sexual debut (A), Be faithful to onend@cted partner (B) and using
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Condoms consistently and correctly (C) if sexuaktyive (UNAIDS, 2006). The
‘ABC’ strategy is associated with reduced transmois®of HIV among sexually
active people both in epidemiological modellingds&s (Morris & Kretzschmar,
1997) and in other research endeavours (SheltotpeHia , Nantulya, Potts,
Gayle, et al. 2004; Singh, Darroch & Bankole, 200BIAIDS, 2001). The three
strategies have been lauded as the most effeatiprevention of HIV infection.

Besides these strategies, others includangesr HIV status, enquiring the
sexual history of a sexual partner, prompt treatneérSTIs, voluntary medical
male circumcision (VMMC) and use of ARVs (drugs) the already infected
individuals. These strategies are not effectiveh@ir own and need to be used in
combination with others. While most people are @waf these prevention
strategies, adherence has been a challenge probabause of the complexity
and sensitive nature of the sexuality issues endzeddHIV transmission modes
(CDC, 2011). Following is a discussion of few oé ttrategies.
2.5.1 Abstinence or delayed sexual debut

Abstinence refers to delay in the onset of sexuigrcourse and/ or celibacy.
Literature recognises two predominant approachethis strategy; abstinence
only (also referred to as abstinence-only-till rreage) and abstinence-plus (also
called comprehensive sexual education). On the lomed, abstinence-only
approaches present abstinence as the exclusivesraépreventing HIV infection
and other sexually transmitted infections withont@iraging condom use or
other prevention strategies. On the other handtirege-plus approaches

encourage abstinence among young people and as@@rinformation about
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contraceptives and HIV prevention methods amongeheho become sexually
active.

Studies have indicated that while complete sexbsfi@ence is the safest way
of preventing sexual transmission of HIV, a largember of adults and
adolescents fail to adopt this strategy (BearmarB&ckner, 2004; Hubley,
1995). Indeed abstinence-plus approaches are nopdgy than the abstinence-
only because they recognise that not all young leea@ abstinent (Kirby, 2001,
Montgomery & Operario, 2007).

2.5.2 Being faithful to an uninfected partner

In the ‘ABC’ model, ‘Be faithful’, involves partnereduction as well as strict
monogamy. Arya and Hart (1998) add that the styasgp includes a decrease in
the rate of sexual partners’ change and/or remgifaithful in a polygamous
marriage. The strategy is lauded as the secondaftestabstinence if practised
consistently. However, it has also been labellede“heglected middle child of
‘ABC’ due to scarcity of research on the strateghedlton et al., 2004).

The ‘Be faithful' strategy is central in the coritrof the spread of HIV
infection because the rate of spread of HIV in pytation depends on: the rate of
partner change; whether relationships are concureer consecutive; and
whether partners are drawn from the local areaudthér afield, that is, the
established sexual ‘networks’ If a few links frohretnetworks are removed, the
chain of infection is broken (Potterat et al. 200@prnett (1998) opined that
heterogeneity in sexual behaviour is vital to gateer high sexual activity ‘core

group’ within which HIV spreads rapidly. The spreaidthe virus outside of the
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core group in return depends on the extent to wthiehgroup interacts with the
rest of the population.

Reducing the rate of partner change is impoitathat it reduces the number
of times people are likely to come across partnarsearly HIV infection.
Phylogenetic testing indicates that anything froth tb 50 percent of HIV
infections may be transmitted by people in thet fiesv months of HIV infection
(Brenner et al., 2005).For instance, Hayes and White (2006) using datmn fr
Rakai in Uganda estimated infection rates duriffiigidint stages of HIV infection
and found that about 41 percent of transmissioruroed during the first five
months of seroconversion.

Besides high rates of partner change, conaupartnerships fuels the spread
of the virus. Halperin (2007) demonstrated the @ssion between number of
sexual partners and HIV infection and concluded tiereasing the number of
sexual partners may have an effect on reducing iHtidence. Although faithful
relationships are ideal, they are nevertheless agnd difficult to achieve as
acknowledged by the 14-20 year old discussantsquaditative study conducted
by Baumgartner, Lugina, Johnson and Nyamhanga §20Ianzania.

2.5.3 Condom use

The male latex condom is lauded as the single, reffstient, available
technology to reduce the sexual transmission of HINd other sexually
transmitted infections (CDC, 2010; Cohen, 2011)odratory studies show that
HIV virus cannot pass through a condom: even weterair molecules which are
much smaller than the virus cannot pass througtmndam (CDC, 2013; National

Institute of Allergy and Infectious Diseases, Na#b Institutes of Health &
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Department of Health and Human Services, 2001; \Aletler & Davis-Beaty,
2002). An analysis conducted by the US Nationalitiie of Health (2001) on
several studies on condom effectiveness reveakgdctinsistent correct condom
use can reduce an individual's risk of HIV infecti@nd transmission by 85
percent. Hendriksen, Pettifor, Sung-Jae Lee, CaatdRee, (2007) retaliate that
for persons who are sexually active, correct antsistent use of condoms is the
most effective strategy to reduce their risk of @syre to HIV, other sexually
transmitted diseases and unwanted pregnancies.

Systematic reviews examining HIV prevention intemvens posit that
although condom use is a common outcome measutketasassess changes in
HIV—-related behaviours, no widely accepted stanglasdst for its measurement.
Researchers commonly measure albeit in differeysyiveondom use at last sex,
frequency of condom use, and number of protectedasts (Fonner et al., 2013;
Johns Hopkins Bloomberg School of Public Health,®&1Medical University
of South Carolina, 2012). The unstandardized measaorake comparability of
findings across studies difficult as experiencethis study.

Developed countries report higher condom usan tdeveloping ones.
However, gender differences exist with studies shgwess than 50 percent
condom use among females. In the United StategeB@ent of males and 49
percent of females reported using condoms alwapsdam 2006 -2010 (Wetti,
Wildsmith, & Manlove, 2011). In contrast to thesghlevels, a study released by
the Sex Information and Education Council of Canfind that nearly 50

percent of sexually active college students wetaisimg condoms.
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Maticka-Tyndale (2012) in a review of reseapciblished between late 1980s
and 2011 on how condoms fit within sexual relatiops concluded that although
sub-Saharan Africa has the world’s highest rateblIdf infection, condom use
was generally low. This is corroborated by The \WoBank Group (2013)
analysis on the percentage of the population age2idlyears in African countries
that had used a condom at last intercourse inatel?2 months prior to national
demographic surveys. The results showed low to madelecondom use. For
instance, the percentage that had used a conddmniite period measured by
the study was: 57 percent in Senegal in 2011; 56epé in Kenya in 2009; 52
percent in Zimbabwe in 2011; 42 percent in Tanzani2012; 37 percent in
Rwanda in 2010; 37 percent in Malawi in 2010; afdp2rcent in Ethiopia in
2011. This is despite the fact that in most coestrcondoms are provided free of
charge by governments and are available to youmdfsathrough a number of
venues, including public-sector clinics and youtkentees (Pettifor, Rees,
Steffenson et al.: in Hendriksen, Pettifor, Suag-llee, Coates, & Rees, 2007).

When data are measured for consistent condsep the percentages are
usually much lower (htpp://www.irinnews.org/rep86859/u). Research shows
that while young people are likely to use a condbmfirst time they have sex,
their behaviour becomes inconsistent after thabrie study women were found
to gradually use condoms less frequently duringr tfest year of college (The
Miriam Hospital's Centres for Behavioural and Preivee Medicine, 2013).

Research indicates that tertiary educationlesits generally do not practice
correct and consistent use of condoms. Asekuni@rerye and Oladele (2009) in

Nigeria found a high level of awareness of condams a largely positive
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disposition to condom use among undergraduate itsiddowever, this did not
translate to significant consistent condom use.il&irfindings were recorded by
Olaseha, Ajuwon, et al. (2004) in Botswana; Adefuspdiona, Balogun and
Lukobo-Durrell (2009) in a study among African-Anoans; and Kalichman,
Simbayi, Cain and Jooste (2009) in South Africam. a study to identify
behavioural and psychosocial correlates of condsenaimong Chinese university
undergraduate students, only 40 percent of outhef 1,850 sexually active
students reported frequent condom use (Ma Q, 2009).
2.5.4 HIV testing

Testing for one’s sero-status is critical IV prevention. People who know
their HIV status are more likely to protect themssl and their partners from
infection than those who are not aware. In a stahducted in Kenya, Tanzania
and Trinidad it was found that men and women whonetheir sero-status or that
of their partner were significantly more likely poactice safer sex (Lancet, 2000).

However testing of HIV has been low among ypwdults aged 15 to 24
years. UNESCO reports show that about 60 percepourfg adults do not know
their HIV status. Empirical research on collegalstus further confirms this. For
instance, a study conducted in the University ohiBeevealed that only 42.4
percent of the students knew their HIV status (Ob#&zodo, & Sede, 2010). In
another study, Crosby, Miller, Staten and NolanB0& in a cross-sectional
survey of college students in the University of Kmky found that only 22.5
percent had ever tested for HIV. Kenya'’s resultth general population shows
significant increases in HIV testing and counseglliover the years; from 1.7

million in 2005 to 4.6 million cumulative cases (K& 2009).
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2.5.5 Prompt diagnosis and treatment of STDs and $§

Sexually transmitted diseases (STDs) and sexuadgsimitted infections
(STIs) are illnesses that are transmitted betweeople by means of sexual
activity such as vaginal intercourse, anal sex @iadl sex. Some STDs and STls
can also be contracted by sharing intravenous deegles with infected persons,
as well as through childbirth or breastfeeding (FiA¥National AIDS Resource
Center, 2013). Sexually transmitted infection idvraader term than sexually
transmitted disease. Infections are caused by ifiarapecies which may not
cause any adverse effects while in a disease, tiofsc lead to impaired or
abnormal functions. In either case, a person maynay not exhibit signs or
symptoms (CDC, 2013).

Many STDs and STis are easily transmitted throtlhghmucous membranes
of the penis, vulva, rectum, urinary tract and lesten the mouth, throat,
respiratory tract and eyes (Naidu, 2009). Sexu#Vities that involve contact
with the bodily fluids of another person contaim&orisk of transmission of
STDs and STls. That is, all sexual activities bemvevo (or more) people should
be considered as being a two-way route for thestmégsion of STIs, that is,
"giving" or "receiving"; both of which are risky tAbugh receiving carries a
higher risk (CDC, 2013).

It is estimated that more than one million peomatact an STI daily. There
exists evidence that infection with STDs and STisréases the risk of HIV
infection and transmission by at least two to ftimes (Institute of Medicine,
1997). Empirical studies have demonstrated thamnptaliagnosis and treatment

of STDs and STIs reduces HIV risk. For instancelamzania, prompt treatment
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of STDs and STIs reduced new HIV infections by &Bcpnt (Grosskurth et al,
1995). However, when intermittent diagnosis andattreent was provided to
community-wide mass every 10 months in Uganda, limbinly outcomes were
recorded. There were no decreases in HIV infectiMawer, 1998).

WHO/UNAIDS consultation presented at the XVI Intational AIDS Conference
in August 2006 argue that the two studies were gotadl in different settings and
at different stages of the HIV epidemic. Ugandathuy time of the study had a
generalized HIV of 16 percent unlike Tanzania wheB¥ prevalence was 4
percent. Therefore, the findings should be intgat to confirm that treating for
STls at the right stage of an epidemic and targekiey population groups can

reduce HIV transmission.
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2.6 Socio-demographic variables and adoption of HIrevention strategies

Demographics are the quantifiable statistica given population and are used
to identify and characterize that population apac#fic point in time. Commonly
examined demographics include; gender, age, ethniamarital status,
educational levels, disabilities, mobility, area o#sidence/location, home
ownership, employment status, and religion and/efigiosity (source).
Demographics can be viewed as the essential infamabout the population of
a region and the culture of the people there.

HIV infection rates depend partially on denaggric determinants that are
beyond individual control such as age and gend®itCEF/NYHQ (2008) asserts
that the face of HIV and AIDS is young and femdtgually, UNFPA (2010)
contend that interventions must be tailored to meetng peoples’ individual
characteristics that may influence an individuabiadopting a HIV and AIDS
prevention strategy.

2.6.1 Gender and its influence on HIV prevention sategies

Gender can be understood as the differens rebgectations, identities, needs,
opportunities and obstacles that society assigngotoen and men based on sex
(Rao-Gupta, 2000; UNFPA, 2011; WHO, 2003). Sexiadolgical, but gender is
socially-ascribed. Gender determines how individ@add society perceive what it
means to be male or female, thereby, influencirgioroles, attitudes, behaviours
and relationships. These aspects influence one&opal identity that may have a
direct bearing in sexual decision-making and adoptof HIV and AIDS

prevention strategies (UNFPA, 2011).
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Gender issues and spread of HIV infection seenr-tatimed. Ambassador
Eric Goosby, the United States HIV and Al@%obal AIDS Coordinator, opined
that HIV and AIDS impacts men and women differendly issue linked with and
affected by gender inequality. He asserted thatesscin fighting the epidemic is
tied to ability to recognize and respond to gendeguality (PEPFAR, 2013).
These sentiments had earlier been voiced by thaeiotJN Secretary General,
Kofi Annan on 28' Dec., 2002 when he said that HIV and AIDS has éata
woman’.

Literature shows that feminisation of HIV epiderstarts at an early age with
the risk of becoming infected being disproporti@hatigher for girls and young
women than for boys and young men. This is pantky tb culture where women
and girls are expected to be passive and ignoransex issues. This may
constrain their negotiation for safe sex includowndom use (Pearson, 2006).
Gender and HIV-related research affirm involvemehtwomen in unwanted
sexual encounters due to their inability to refisseh encounters (UNAIDS,
2009; 2010).

Global statistics further affirms the femation of HIV and AIDS. In 2010
young women had a 22 percent HIV prevalence oth@#2 percent of the new
HIV infections that happened in the 15-24 year oWisrldwide (UNAIDS,
2011a). The situation has not improved and as loy ®&n2012, 52 percent of
people living with HIV and AIDS in low and middlencome countries were
women (UNAIDS, 2013). It is also estimated thatoaiyg woman gets infected
with HIV every single minute (UNAIDS, 2012). Thegtion is worse in ESA

region where HIV prevalence among young women ddedl4 years is’% times
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higher than that of young men of the same agewaz#and, for example, 15.6
percent of young women were HIV positive, comparecnly 6.5 percent of
young men in 2010 (UNAIDS, 2011a).

The skewed data could also be as a result of theng#tions that underlie
many HIV and AIDS prevention strategies. It is ased that people are free to
make empowered choices and can opt to abstain $exnstay faithful to one's
partner, use condoms consistently or test for HIVMowever, as empirical
findings show, women and girls face a range of H#ated risk factors and
vulnerabilities that are embedded in the sociati@hs and economic realities of
the societies that prevent them from making su@e fchoices against HIV
infection (UNFPA, 2004). In addition, many AIDS grammes have for a long
time ignored women’s prevention strategies agatBl infection (Watkins,
2004).

Gender expectations also affect men and bgy®rrouraging risk-taking
behaviour, discouraging access to health serviaed, narrowly defining their
roles as partners and family members (UNFPA, 208@ne societal expectations
encourage men to have frequent sex usually withiphellpartners and exercise
control over women. These behaviours can poseestgds in HIV prevention
efforts. Men may force sex on unwilling women ahdyt may at the same time
refuse to use condoms (Njeru, Mwangi & Nguli, 2008urveys in Swaziland,
Tanzania, Zimbabwe, and Kenya reveal that 28 tpe88ent of girls and 9 to 18
percent of boys report forced sexual intercoursirbethe age of 18 (WHO,
2004). Sexual violence increases the risk of Hi¢d¢tion among women by up to

three times (http://www.unfpa.org/gender/violentah
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It is evident that men and women respond to HIV #iBS prevention
strategies differently. Studies have shown gendérdnces in condom use with
women showing greater condom use self-efficacy timem (Res & Stephens,
1998). However, even where women are seen to playoge active role in
negotiation of condom use than men, condom usefaasd to be low among
college women (Carter, McNair, Corbin & Williams941). In addition, some
studies have found no gender differences (Cart®91). For instance, Magu et
al. (2012) studied youth between 18-24 years inyildaruniversities and found a
significant relationship between gender and condsm (p <0.001) in both male
and female. Multivariate analysis showed that gemwdes a significant control
variable when explaining the variability of condarse younger age group only.
A few have found that men have greater condom wefeeSicacy (Farmer &
Meston, 2006; Treise & Weigold, 2001). In US, 67%ceat of males and 49
percent of females reported using condoms alwaywdam 2006 and 2010
(Wetti, Wildsmith, & Manlove, 2011).

Success has been registered with the use @f gtBategies in Uganda where
women seemed to have low sexual bargaining powé¢heabnset of HIV and
AIDS. In Zambia and Kenya, ABC strategies have phhuabout behavioural
changes among young adults as evidenced by theingdates of HIV incidence
but with gender differences (Bessinger, Akwara, &périn, 2003; KAIS, 2007,
Kenya Demographic and Health Survey, 2003). Thdiléikewise, has succeeded
in promoting and requiring condom use in brothafg] in bringing about changes

in faithfulness and partner reduction among theega@npopulation particularly
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young men (UNAIDS, 2004). Gender issues, therefare,a requisite study if
HIV and AIDS prevention efforts are to succeed.
2.6.2 Age as a determinant of adoption of HIV preu#ion strategies

Empirical evidence indicates that people wiaot practising sex early increase
their probability of contracting the AIDS virus,ealikely to have many partners
and are less likely to use condoms than those welay exual initiation (WHO,
2004). In developed and developing countries, nsoege students fall within
ages 18-30. In the United States, college studmetsvithin the ranges of 18-25
years (Jing, Soyeon, Barber & Lyons, 2007) whil&énya they fall within 18-30
years (Ojundo, 2003). Jing et al, label this stageerging adulthood’. The stage
is important because major life changing experismeeluding behaviours toward
sex life occur at this stage. The age range iskaisavn to be the most vulnerable
to HIV infection (UNAIDS, 2010).

Surveys show that about 70 percent of collsiyelents are sexually active
(American College Health Association, 2007). It atso extrapolated from
epidemiological studies that a large number of eg@l students are not using
protection as evidenced by the high prevalence if Hfections (UNAIDS,
2011/12) and the high numbers contracting STDs/STIs
(http://healthland.time.com/2013/11/12/no-condortitce-why-teens-arent-
practicing-safe-sex/#ixzz2ldTldl4d) among the 15y24r olds. In America, it is
estimated that half of all new STDs/STIs infectimteEur among young people.
Americans ages 15 to 24 contract chlamydia and rgbea at four times the rate
of the general population, and those in their edflg have the highest reported

cases of syphilis and HIV (CDC, 2011).
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Generally, in sub-Saharan Africa about 80 @etrcof young adults become
sexually active before they reach age 20. Khan Mishra (2008) posit that
evidence from Demographic and Health Surveys aad\tbBS Indicators Surveys
show that median age at first sex among 20-24-giebwomen ranges from a
low of 16 years or younger in Chad, Mali and Mozajubk to a high of 19.6 in
Senegal. A national study conducted in Kenya irtditdhat the median age at
sexual debut for women was 16.8 to 17.8 while ¢fiamen was 16.8 to 17.1 years
(NACC, 2008). In Nigeria, Torimiro et al (2007) aped even much lower mean
ages of sexual debut for males (13.4 years) andilémm(12.8 years) with a
standard deviation of 2.4 and 2.1 respectively.

Even in developed countries, youth initiatex s¢ an early age. Paiva,
Calazans, Venturi, and Dias (2005) found that iazBy 61.6 percent of young
interviewees had practiced sex at a relativelyyeage of about 14.9 years for
both sexes. In the United States of America, theraye age of first sexual
intercourse is 17.0 for males and 17.3 for femé@assey Institute, 2013)Such
early sexual initiation only means that a greateetage of young people are not
abstinence thereby getting exposed to the dandaft\oand AIDS at an early
age; a time when it is difficult to make informeaocces on sexual matters due to
limited exposure to the world of adulthood.

Ezekiel (1993) in a study involving universigyudents found age to be an
important determining factor in condom use. Howetkeeir utilisation by young
people has been reported with conflicting resiisst studies indicate that young
adults have higher rates of consistent condom wsepared to older adults

(sources). Chimbindi, McGrath, Herbst, Tint and M#¥2010) in a study of 15-
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24 year olds in Kwa- Zulu Natal, found that cormmstcondom use declined with
10 percent with each one year increase in age.

Available literature shows that a significanimber of young adults report
having multiple partners. Desiderato and Crawforti996) studied 427
undergraduate students in Virginia and found thathe 262 sexually active
students, 66 percent had more than one sexualepaktiacDonald et al (2010)
studied a total of 5514 students in first-year camity college and university
classrooms across Canada to assess STD/HIV-retataledge, attitudes, and
risk behaviour. The students’ mean age was 1918.y&d the 74.3 percent of the
men and 68.9 percent of the women who were coitadtive, 21.3 percent of the
men and 8.6 percent of the women had 10 or motagyar
2.6.3 Marital status

Recent sentinel surveys indicate that HIV prevaeamong women who are
married, divorced, separated, or single do notssandy show the differences in
prevalence one would expect. In fact, data frome2@dind that marriage did not
seem to protect women attending anti-natal climicurban centres from HIV
infection. This is because in relationships, inolgdmarriage, not all partners are
faithful all of the times.

Surveys show that whereas single women may haviyato negotiate for
safer sex; married women may not (KDHS, 2003; Mbi&/Basset, 1993). It is
usually difficult for married women to insist in mdom use. Consequently, HIV
infection rates are significantly higher among th#ran among single women.
For instance, in Zimbabwe, HIV prevalence rangesnfr6.2 percent among

women who had never married; up to 14.2 percenngntimose currently married
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or in union up to 26 percent among those divorce@idowed among females
aged 15-24 (www.unicef.rog/.../7310/...).

Out of fear of being suspected of promiscuity, emae, separation or divorce,
wives resign to unsafe sexual intercourse even whdly aware of their
husbands’ unfaithfulness. For instance, in Ugaiitds, still widely believed that
women have no right to deny their husbands sex éd@ad\li, 2005). Married
couples may have ‘blind’ trust in each other thos lbother to discuss safer sex
issues. In addition, fertility and motherhood issoéien prevent girls and women
from using condoms (UNFPA, 2011).

Surveys suggest a high incidence of extramlaséxual activity and STIs
among some married men (Ntozi, Najjumba, Ahimbigbwyiga & Odwee,
2003) resulting to high HIV infection among marrieduples. In Kenya, more
than 44.1 percent of all new infections occur @bt or long-term relationships
including marriages. Married couples are three simaore likely to become
infected than sex workers who account for only 4@r cent of new infection
(The Kenya AIDS epidemic UPDATE 2012). This is notique to Kenya as
demonstrated in a study conducted on five Africaantries which showed that
two thirds of married couples were serodiscordgat.instance, in Zambia, over
half of the infections occurred within marriage aswhabiting relationships and
slightly below half in Uganda (Stephenson, 2008;AIDIS/World Bank, 2008).

An earlier study in Kenya revealed conflictifigdings thatdivorced and
separated individuals had significantly higher Hikévalence (14.8%) compared
with married and cohabiting individuals (4.0%) (Nkey, Klepp, Kvale, Nilssen,

Ole-King’ori, 1994).Kumarasamy, Ganesh and Amalrai (1998) in a studydia
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found higher prevalence of HIV infection among doex and/or single
individuals both in urban (21.1%) and rural (26.186mpared to HIV infection
among housewives which stood at 4.1 percent inrugvad 3.8 percent in rural
area. Similarly, in a study conducted in South @&friamong 15 and older
population found HIV prevalence to be higher amtivggunmarried (15.7%) than
the married (10.5%) with a p-value of (< 0.001).

The presumption that marriage is protective is @aiding and potentially
dangerous for girls and young women. Thus, marrc@gebe a major risk factor
for women who are powerless to negotiate condom arsé¢heir husbands’
extramarital behaviour. Studies indicate that imswegions, a high proportion of
HIV-positive married women are most likely infecteg their husbands, their
only sexual partner (UNAIDS, 2001). For instanae eatimated 60-80 percent of
HIV-positive African women had had sexual intersmursolely with their
husband. In a sample survey in India, 91 percemantied HIV positive women
reported only ever having had sex with their huslsan
2.6.4 Religion and response to HIV prevention stragies

Students’ adherence to religion is an importantolabecause their behaviour
including sexual practices such as adoption ofeagtion strategy is likely to be
influenced by their religious beliefs and conviaso Messina (1994) argues that
religion has strength and provides guidance to mub&haviour. McCain (2003)
also contends that passion and religion influersad ether.

According to Pew Forum on Religion and Public L{#812), 84 percent of the
world population identify with a faith community. oMever, religious

commitment tends to decrease among young adutteegienter college life. The
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Pew Forum, Diocese of Peterson (2012) recordet at®5.4 percent of regular
church attendance among college students. This nalitgon in a privileged
position to influence people's behaviour in thdafiggainst HIV and AIDS.

Although religious communities have contributedagieto treatment and care
of people living with HIV and AIDS, it is less cleahether religion is an aid or a
barrier when it comes to HIV prevention efforts IR 2008). Genrich and
Brathwaite (2005) in a qualitative study involvingligious groups in Trinidad
found that opinions on condom use differed, randiram an acceptance of
condoms in lieu of the "reality” of HIV and AIDS) & general contempt for their
use as a substitute for self-control. A WHO (200&port indicated that faith-
based organisations were providing between 30 8nge¥ cent of all health-care
infrastructures across the African continent. Irtipalar, in Zambia and Lesotho,
33 to 40 per cent of all HIV-related care and tmeait services were operated by
faith-based groups.

Despite its support in health issues, mosgimels groups consider HIV and
AIDS as a punishment from God to the wrong-doergiqkh, 1996). Some
religious communities, especially the Roman Catisplare opposed to the use of
condoms among their faithful heterosexual couptgsiiag that it is an artificial
form of contraception that does not rely on thectioms of the body (National
AIDS Control Council, 2000). The Church believesidoms serve to implicitly
and inexcusably encourage premarital and extraahasgx. Additionally, the
Church advocates abstinence as the only morallylevieourse of action among

the unmarried. However, there is still some dismrsin the Church, particularly
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in Africa, about whether condoms could be justifiadcases where one of the
partners has the virus.

Among the Protestants condom use has elicitatked reactions.
Razafimahefa, the former head of the Madagascadse$tant Church, firmly
opposed the use of the condom arguing that it ptesnopromiscuity
(http://en.wikipediaa.org/wiki/Religion_an). Howeye other Protestant
denominations allow use of condoms within the cdintd marriage and even
encourage people to test for HIV. Arguably, an dtéd partner of a married
couple has an obligation to use protective measusafeguard the health of the
other partner. Besides Christians, it is also regbithat in Thailand, some
Buddhist monks offer blessed condoms for couples

(http://www.pbs.org/wgbh/rxforsurvival/series/chaoms/mechai-iravaidya.htm

Trinitapoli andRegnerus (2006) in a study of married men in Sua&m
Africa found substantial variation according to religi@f8liation and religious
involvement. Unlike men belonging to other denorhiores, men attending
Pentecostal churches reported lower levels of H$¥ behaviour and perceived
risk. Independent of denomination, attendancel@ioas services was associated
with reduced odds of risk behaviour and perceivskl of infection. Famuyiwa
and Torimoro (n.d) found that among the 15 to 2dryalds in Osun State of
Nigeria, religion was significantly associated tergeptions of HIV and AIDS
prevention strategies with a contingency value.87 @nd a high chi-square value
(x? = 262.77) that signified a strong strength of aigion at P < 0.05. Mulugeta
and Berhene (2014) study yielded similar finding®Beahir Dar, Ethiopia among

single high school students. Students who attenelegious services two or more

48



times a week were five times less likely to ingiagarly sex than those attained
the service less than two times a week [AOR = 0050p CI: (0.28, 0.89)].

Research also suggests that due to restrictinorthe consumption of alcoholic
drinks and sexual behaviour, Muslims tend to haweel levels of HIV
prevalence compared to non- Muslims. Gray, (2004) meta-analysis of 38 sub-
Saharan countries found a negative relationshigvdet HIV prevalence and
being Muslim in six of seven published journal @ds. It is clear that religious
beliefs and groups have contributed to negatividés towards condom use
2.6.5 Area of residence during holidays

Usually, urban areas have more HIV prevalett@n rural areas. Maas,
Fairbairn, Kerr, Montaner and Wood (2007) examiikH¥ incidence among a
cohort of IDUs in Vancouver and found area of resck as an independent
predictor of HIV seroconversion (relative hazard2:, 95%ClI: 1.4 — 3.0,
p<0.001). Hall, Espinoza, Benbow and Hu (2010) epthat the U.S. HIV
epidemic is primarily concentrated in urban aréésing data from national HIV
surveillance for 12 metropolitan statistical ar@eSAS) to determine disparities
in HIV diagnoses and prevalence and changes awey, tHall, et al described the
epidemiology of HIV in large urban areas with thghest HIV burdenThey
found that overall, 0.3 percent to 1 percent of the MSA popaoles were living
with HIV at the end of 2007. In each MSA, prevakeneas >1 percent among
blacks; >2 percent in Miami, New York, and BaltimorAmong Hispanics,
prevalence was >1 percent in New York and Philddalp

Long et al (2006) studied the link between HIV oifen among heroin users

and area of residence on a sample of clients atigricckatment between 1997
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and 2000 in two areas of Dublin; an inner city gi2ablin 8) and a suburban area
(Dublin 24). Results showed that a higher propartb heroin users in Dublin 8
had HIV than did their counterparts in Dublin 2heTanalysis suggested that the
risk of acquiring HIV was associated with areaedidence. A study conducted in
Arusha, Tanzania by Mnyika, et al (1994) presesiadlar results. Mnyika et al.
estimated prevalence of HIV infection among adojpydation at 10.7 percent; in
urban (5.2%), semi-urban (2.2%) and rural area®%)in that decreasing order
of magnitude

In the urban and rural areas of Tamil Nadwidn Solomon, Kumarasamy,
Ganesh and Amalrai (1998) found prevalence of btitd-1 and HIV-2 to be
higher in urban than in rural areas among all tie-groups studied including:
male and female; married and single/divorced wom@mout 75 percent of
Kenyans live in rural areas and there are more lpdiying with HIV and AIDS
in these regions (KAIS, 2007). As literature sudgesn individual’'s area of
residence is significant in determining risk of Hifection.
2.7 Knowledge levels about HIV and AIDS and adoptio of prevention
strategies

It is generally assumed that greater knowledgd awareness of HIV and
AIDS transmission routes and preventive strategasstively influences people’s
sexual behaviours. However, the association betwewwledge and sexual
behaviour has remained rather ambiguous. Peoplavaaee of modes of HIV and
AIDS transmission, yet they continue to indulgeigsky sexual behaviours (Piot,
2002; UNAIDS, 2003). Literature has proved thatr¢hexists a gap between

knowledge (theory) and behaviour (practice). Evezopbe with adequate
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information who profess HIV and AIDS preventionitaties, in practice do not
always follow the very principles they subscribe wthen it comes to HIV
prevention (Bastard & Cardia-Vonche, 1997 in: Kapak 2003).

Empirical evidence suggests that most youngtaere aware of the available
prevention strategies yet the uptake is low. Thathey are aware that condoms
prevent HIV infection and that it is important tseua condom every time they
have sex, but they still engage in unprotected (#exagu, 2008). UNAIDS
(2000) note that general information on HIV and SIDs not important in
changing people’s sexual behaviours. Instead, pepped accurate knowledge
and appropriate psychosocial skills to influenckaswour.

Today’'s young people have grown up in a wehdnged by AIDS yet they
still lack comprehensive and correct knowledge ow o prevent HIV infection
(UNFPA, 2010). Population based surveys conducted ibternational
organisations on low and middle income African daes show that too many
15-24 year olds do not know how to prevent HIV atien and they hold
misconceptions about how the virus is spread. Retance, UNAIDS (2008)
survey indicate that by 2007 only 40 percent ofngunen and 38 percent of
young women had accurate and comprehensive knowlexddgHIV. These
percentages decreased in 2010 for only 36 perdeydumg men and 24 percent
of young women responded correctly when asked fijuestions on HIV
prevention and HIV transmission (UNAIDS, 2011). $&ecomprehensive
knowledge levels are far below the 90 percent tasge by governments for

achievement by 2005.
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Empirical studies on students in tertiary itlng§bns present very high
knowledge levels on HIV prevention and transmisgsioantes (UNAIDS, 2007;
Sarker et al, 2005; Milkowski & Slanger, 2005 an@ofning et al, 2004). In
assessing knowledge scores and perceptions of HISk and AIDS among
African-American students, Madeline et al., (20fd)nd 82 percent of students
to possess average to high HIV knowledge scoresileé8ly, while exploring
relationships between knowledge about HIV and ABDE prevention strategies,
Ojikutu, Adeleke, Tajdeen, and Ajijola (2010) refmar that 97 percent of the
students in tertiary institutions in Nigeria knewoat the disease. Of these, 38.2
percent practiced abstinence, 24.1 percent usedoomon32.99 percent were
faithful to a partner and 4.63 percent did not aiIsg method. They concluded that
knowledge about HIV and AIDS was not significardgsociated with the method
used in preventing the diseagé¥ 4.177, p>0.05).

In another study on college students in thé&ddnStates, Inungu, Mumford,
Younis and Langford (2008) found that although mgjoof students (77.3%)
reported to be familiar with HIV and AIDS includints mode of transmission,
important misconceptions existed. Several studeéhtsight that mosquitoes
transmit HIV and AIDS (14.2%) and about 43.1 petosare unsure about the
existence of drugs that can prevent mother to ¢halgsmission of HIV. About 12
percent were unaware of existence of such drugses&hfindings were
collaborated by results in a study on students mivéfsity of Botswana where
Lindsey et al. (2012) found that 96 percent of stud had correct responses to

guestions related to HIV and AIDS knowledge. Desghie high knowledge,
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perceived use of HIV and AIDS prevention strategigsh as testing for HIV and
condom use remained lower than might be predicéseédbon knowledge scores.

Such knowledge gaps have been reported in severdies (UNAIDS, 2007;
Sarker et al, 2005; Milkowski & Slanger, 2005). &maing et al (2004) found that
while students in Chinese colleges could identifif/ ind AIDS transmission
modes, they were less knowledgeable about symptapisjities that did not
transmit the virus, treatment and preventive messurSimilarly, Ndola, Leo,
Mazive, Vahidnia and Stehr (2006) in a nationadgton knowledge and risk
perceptions among 15-24 year olds in Mozambiquadathat although only 8
percent of men and 3 percent of women gave incoraaswers on HIV
transmission (e.g., by kissing or holding handghoough witchcraft or mosquito
bites), only 79 percent of men and 74 percent ahem knew that a person could
look healthy and be infected with HIV. These figinwere consistent with
previous survey reports that people may know sorpeciBc modes of
transmission, but lack a general understandindhefdisease. Most people still
believe that HIV infection can be contracted thiougsect bites (including
mosquitoes) saliva, toilet seats and sharing utewsth infected persons.

HIV and AIDS knowledge levels are usually hagtior young men than for
young women. Lal, Vasan, Sukara, and Thankappa@0j26onducted a cross-
sectional community-based survey of 625 randomllecsed undergraduate
college students in Karel, India aged 18-22 yed&lsing multivariate linear
regression to study the association of the scorgsselected predictor variables
(gender and place of residence), a substantiahéaou knowledge and attitudes

toward AIDS, STDs and STIs was identified. The gaknowledge between boys
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and girls, rural and urban students suggested @ foedargeting girls and rural
areas in national AIDS education and awareness a@igimp

Studies assessing where young adults in @slegnd universities on source
their HIV and AIDS information tend to indicate théhe main source of
information is the mass media; television/videodioa magazines, and
newspapers. Friends, parents and politicians aesepted as least important
sources of information. In a study conducted by Mad and Tasanapradit
(2009), 93.4 percent, 80.3 percent, 78.9 percedt %, percent of university
students ranked television, internet, newspaper @wathers as sources of
information on HIV and AIDS in that order of imparice. A large majority said
they had heard very little information from theoygirl friends. In another study,
lecturers (61%), and radio (44%) were frequentlyoreed as major sources of
HIV and AIDS information while friends/ relative81%) and health care workers
(39%) were less frequently reported (Nasir et 808). However, majority of
students in Chinese colleges reported having dsecu@\IDS issues with their
peers and friends, but few of them had done so thiér parents or teachers
(Xiaoming et al., 2004). Generally, mass andtedmic media have been ranked
highly as sources of information in most studiesluding; Mwaguru (2008);
Wong et al (2008); Asmare and Moges (2006); S4R€09); Adetoro (2009);
Ajayi and Omatayo (2010); and Idayat (2012). Thisprobably because most
behaviour change campaigns use mass media as & meesgaching out to the

population.
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2.8 Sexual behaviours and adoption of HIV preventio strategies

The primary mode of HIV transmission in suth&an Africa is heterosexual
sex. This underlines the need to focus on sexusa\beur change as a major HIV
prevention effort. Sexual behaviours constitutemelets such as: number of
sexual partners; type of relationship (regular/egssex debut; serial monogamy;
and sexual practices such as unprotected penetratiginal/anal/oral sexual
intercourse, protected penetrative vaginal/andl/seaual intercourse; swapping
of sexual partners; sex with at ‘risk’ groups irthg bisexual men, men who
have sex with men, commercial sex workers and heruzds. There exists a
relationship between sexual behaviour and HIV pndge strategies. For
instance, individuals who engage in high risk séxo@haviours (sex with
commercial sex workers) may decide to adopt a pexee strategy (use a
condom). In this case, sexual behaviour influenadseption of a prevention
strategy.

However, existing literature has shown mixeddence of behavioural
response in Africa. Caldwell (1999) summarised miper of cases in Africa and
concluded that response to HIV prevention has Wiesited. Other researchers
who report limited to no change include Oster (9080Bo saw lack of change in
women who reported engaging in pre-marital sex imumber of countries
throughout Africa in 1990s. Stoneburner and Bed&042 found limited link
between sexual behaviours and HIV prevention gir@éan Uganda.

Notwithstanding this, changes in sexual b&hag have been recorded
among men in Tanzania, (Ng'weshami et al., 19960 et al., (2000) found

mixed evidence in Zambia with reductions in numbesexual partners among
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the study respondents over some periods and nat athers. Most existing
explanation for limited behaviour change focus dnica specific cultural barriers
to behaviour such as fatalism and low levels of wonbargaining power
(Amuyunzu et al, 1999).

The differences in behaviour change can aksocexplained by differences
between dynamics of gender HIV transmission (O&Har2001) and between
trends in sexual behaviour among men and womerhendeveloping world.
Slaymaker and Buckner (2004), suggest that sexafs\nour may differentially
impact transmission risk among men and women. ;nZimbabwean cohort, for
instance, the risk of HIV rose with increasing n@mbf sexual partners among
women, but not among men (Gregson et al. (2006})y KE995) pointed out that
in spite of the fact that behaviour change is thly gsure means to prevent HIV
infection this behaviour is very hard for peoplecttange. Some of the sexual
behaviours that influence adoption of preventiomategies among college
students are discussed in the following sections.

2.8.1 Sexual debut and adoption of HIV preventiontgategy

Although not all sex is risky, for example ofacted sex and sex with one
faithful uninfected partner, initiating sex is teatry point to subsequent sexual
risk behaviour (Kermyt et al., 2007). Delayed séxdebut is one of the factors
attributed to decline in HIV infection. Those whdatiate sex early spend more
years of their lives at risk of HIV infection thahose who start sex late. It is
hypothesised that youth who are sexually inexpegdrand perceive themselves
to be at risk of HIV infection are more likely teldy sexual debut than those who

perceive themselves to be at lower risk (WHO, 2004)
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Studies conducted among youth aged 15-24 whanw that more than half of
the youth in this group initiate sex before the af 20. Grunseit and Richer
(2000) reported that the average American malethres first sex at 16.9 years.
Findings at California State University, Kinsleystitute, also confirm this — on
average males lose virginity at 16.9 years whigefdmales at a slightly older age
of 17.4. According to CDC's 2009 National Youth IRiBehaviour Survey
(YRBS), many adolescents initiate sex at early agbésut 46.0 percent of high
school students had had sexual intercourse, angebcgnt had done so before the
age of 13. Of the 34.2 percent of students repprexual intercourse during the
3 months before the survey, 38.9 percent had reat asondom.

Studies in sub- Saharan Africa show no diffeesin sex debut. By age 20, at
least 80 percent of sub-Saharan African youth aeualy experienced. A
national study conducted in Kenya indicated thatpgdcent of women and 30
percent of men had initiated sex before the ageboyears. The median age for
women was 16.8 to 17.8 while that of men was 16.87t1 years (NACC, 2008).
In Nigeria, sex debut was seen to be even muchrlante youth initiating sex at
pre-teen years. Torimiro, Adisa, Okorie, and Famwayi(2007) reported mean
ages of sexual debut of male and female respondsrit8.4 and 12.8 years with a
standard deviation of 2.4 and 2.1 respectiv@lliey also found that among
Nigerian young adults, only 22 percent of males @nger cent of females
reported that they had abstained from. $&tawole (2010) on a study of Nigerian
and South African undergraduate students also fabatlmore boys (67.81%)

than girls (45.60%) initiated sex by their firstayen the university.
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Empirical studies associate early age of dexuset with increased number of
lifetime sexual partners, lowered intentions to usEdoms in subsequent
relationships and increased likelihood of gettinfected with the AIDS virus.
Baumgartner, Waszak, Tucker and Wedderburn (2009 icontrolled study
among pregnant youth in Jamaica found an intenatteaween early sexual debut
and multiple partners. In Ethiopia, about 16 perceihyoung single women
reported early sexual debut (Wouhabe, 2007) owtto€h 24.6 percent had two
or more sexual partners but only 10 percent hadl wemdom during sexual
intercourse. Michelle and Adesegun (2009) assattfdgmale youth who initiate
pre-marital sex early appear more likely to have wéh high risk partners or
multiple partners and are less likely to use condamd other contraceptives
Therefore, they are vulnerable to sexually trangaiinfections including HIV
and AIDS (Uchenna, 2008).

Early sexual debut implies that most youngpbecare already at risk of
contracting the AIDS virus by the time they enteflege. Gaps in theory and
practice still exist to enhance sexual behavioat trelp in prevention of HIV
infection.

2.8.2 Number of sexual partners and HIV preventiorstrategies

Having more than one regular partner at tineestime is often more dangerous
than moving from one regular partner to the negtrié monogamy). This is
because people tend to be more cautious in neworedaips and are more likely
to use protection than in regular relationshippeeglly where issues of trust are
viewed as more important. Literature point out tfemhales usually have fewer

sexual partners as compared to males and that wphagrnsubordinate roles in
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sexual matters, placing them at risk of infectioant their male counterparts
(KDHS, 2003; Kapakova 2003).

In Botswana it was found that one of the devef the HIV epidemic was the
high rate of multiple concurrent partnerships (MCHRJultiple concurrent
partnerships fuel the spread of HIV because of iglated issues: First, because
the partners are to a certain extent usually 'eebahes, use of condoms is not as
consistent or is non-existent. This means thatné partner were to become
infected, there is a very high chance that allgheners would become infected.
Second, a lot of multiple concurrent partnership& with other partnerships,
creating a network that has proven to be very daugewhen it comes to the
spread of HIV and other STIs. One of the most irtgrarmyths that is held about
multiple concurrent partnerships is that they csinsf one person with many
partners, whereas the opposite is true; in mostiphellconcurrent partnerships
one person has two to three regular partners. diitiad, some may have other
casual partners from time to time, including mame*-night' stands.

Studies with African-American college studeh#&we shown that, like college
students from other racial and ethnic groups, bielias that can increase the risk
of HIV acquisition and transmission such as; midticoncurrent sex partners
and inconsistent condom use do occur despite preveaposure to general HIV
educational messages. This means that the HIV dB& Anowledge, Attitude,
Behaviour (KAB) and perceptions of sex partner riskve not been well-
characterized among African-American students.

Exavery et al (2011) in a study in four distlsi in Tanzania with young

adolescents found no evidence of association betwadtiple sexual partners
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and condom use (OR =0.77, 95% CI = 0.35 - 1.67 0/504). A large proportion
of adolescents, even with multiple partners, endagesexual activity without
using condoms. In an earlier study in the same tcpuit was observed that 35
percent of secondary school and college studergd 4§ - 24 years who had
multiple sexual partners did not always use conddrhe students who engaged
in risky sexual behaviours were aware of the right they failed to adopt
preventive measures (Maswanya et a.l, 1999). lu@dyson hard to reach young
women in peri-urban South Africa, Yanga, Townsemtprson, and Ekstrom
(2012) found that on average, women had had 7 grarin 3 months prior to the
study. Having more than 5 sexual partners doubiedrisk of unprotected sex
(OR 2.43, CI 1.39-4.25). In Cameroon, Tarkang 8@&kplored on condom use
and multiple partnership among female studentsaoisdary schools and found
condom use to be significantly negatively assodiatgh multiple and concurrent
partnerships. A pattern of decrease in condom u#e imcrease in number of
multiple partners was detected.

However, in Angola, youths aged 15 - 24 yegith multiple sexual partners
used condoms consistently (Prata, Vahidnia, & Fra2605) and in Kenya,
Ferguson, Pele, Morris, Ngugi and Moses (2004) dotimat men who had
multiple sexual partners used condoms exclusivély them.

2.8.3 Type of sexual partner and HIV and AIDS prevation strategies

Prevalence of male condom use tends to vamgiderably by partner type:
highest with sex workers, lower with casual paghand lowest with regular or
marital partners (Douthwaite & Saroun, 2006; Feogust al., 2004; Macaluso et

al., 2000; & Norman, 2003). Waithaka and Bessi{g@é01)found that less than
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one-half of non-married men used a condom with reguidar partners at last sex,
and just over one-half used a condom if it wasfeepayment.

However, Yanga et al. (2012) in their study, reedrthat 73% (Cl 67.6—78.4)
of the young women had easy access to condoms,mggbrity reported
inconsistent condom use both with their most receait partner (77%, Cl 72.4—
82.7) and casual sexual partners (56%, Cl 49.6}6@.1he past three months
prior to the study. Among those who reported hawexg with ‘once off partners’
(82%, CI 64.3-95.9) males and (30%, CI 17.1-31éphdles did not use a
condom One fifth (22.8%) of these students had their aéxiebut after they
joined university. Another study by Tariku, Lemesga Nega (2012) among
undergraduate students in Haramaya University mota found that about 6
percent of students with sexual experience repdrgding had intercourse with
same-sex partners while about half of the male$ w&xual experience had
intercourse with a commercial sex worker.

2.9 Risk perceptions to HIV and AIDS and adopted pevention strategies

Risk perception is a subjective judgement tpabple make about the
characteristics and severity of a risk. Risk iscpaed in our psychological, social
and cultural context. Individual and social chagastics form our risk perception
and influence the way we react towards risks (Suhin2004). To measure
perception of HIV risk, studies have used a numbkewariables including;
number of sexual partners, knowledge of sexuahpast past sexual behaviour,
fear of AIDS, shame associated with AIDS, commupgyceptions of AIDS risk,

knowing someone with AIDS, discussing AIDS at horoseness of parent-
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child relationship and religious affiliation amormghers. However, analysis of
such variables has not been conclusive (Macintyat. ,€2004).

Available literature reveals that the relaship between perceptions of risk
and prevention strategies is complex and poorlyetsidod (Ndola, et al. 2006).
Although most cognitive theories acknowledge riskrgeption as central to
behaviour change, it is unclear how individualskrassessments relate to their
sexual behaviour (Becker & Joseph, 1998). On theedareadth, health behaviour
models posit that the perceived level of risk td/Hifection is associated with
the level of HIV risk behaviour but there is lindtdéiterature to firmly conclude
this (Kermyt, Beutel & Maughan-Brown, 2007; Ndotsa&, 2006).

Generally, people are more likely to undereate than overestimate
individual risks to HIV infection regardless of theexual behaviours (Nzioka,
2001). Ndola et al (2006) found a tendency for Mokmue 15-24 year olds to
underestimate their risk of contracting HIV. In dokh, people who consider
themselves to be at risk of HIV infection usualynk that their regular partners
and not themselves would be the source of infectlamugwom, 1999; Idele,
2002; KDHS, 1993). In Grant and Deetiou (1998) tmuth in the study
acknowledged that the general public was at rigkIdfinfection, and that young
adults might be even at a higher risk, but the ephof personal risk was not well
articulated.

Adedeji et al. (2009) in a study involving legle students observed that
perception of HIV risk was generally poor with 5drpent of those aged 30 years
and older, 48.1 percent of 20-29 year olds, an@® pércent of those below the

age of 20 years perceiving themselves as not hangghance of being infected
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with HIV. Adedeji et al. (2011) in another studyathexamined HIV-related
sexual risk behaviours and perception of risk amoniyersity students in US,
Turkey and South Africa found a low perception diVHisk among US and

Turkish students. More South African male and fematudents perceived
themselves to be at risk for HIV infection thanithgS and Turkish counterparts.
A high proportion of South African female studehtsd a high HIV risk profile,

but there was no agreement between their behasiwditheir perception of HIV
risk.

Ward, Disch, Levy and Jchensul (2004) posit tiegpite the rising numbers of
HIV and AIDS cases among college students, theicgmion to risk of HIV
infection was low. Sutton et al. (2011) found tlwdtthe students who were
surveyed, 79 percent perceived themselves to b@natisk for HIV infection.
Adedeyi et al. (2009) also reported poor perceptibHl IV risk. Slightly over a
half of the students (57.9%)of those below the afe20 years perceived
themselves as not having any chance of being edeatith HIV. Inungu et al
(2008) posited that in spite of the high prevalenteaisky sexual behaviours
among college students in United States, majoi@§.8%) did not perceive
themselves to be at risk for contracting HIV. Madelet al., (2011) found that
students who perceived themselves to be at lowfoiskIV infection; and who
had two or more sex partners had not used a corddast sex encountddsing
1998 Kenyan demographic health survey data, Akwdealise and Hinde (2003)
reported that the odds of having risky sexual behawvere more than tripled

among men and women who perceived their risk of bitd AIDS as high
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When people make correct assessments about thleitorHIV infection, they
are in a position to take appropriate HIV prevemistrategies. Ndola et al. (2006)
found that correct assessment was positively aswatiwith condom use. The
never-married males in the study who assessed ttshircorrectly were 18
percent more likely than other males to report condise; and the never-married
females were 17 percent more likely than other femaersonal risk perception
was also associated with increased condom use amgouth in Cameroon
(Meekers & Klein, (2002) and in Ghana (Adih, & Alnder, 1999). Another
study among South African couples found that womeho considered
themselves at risk of HIV because of their husbapmdsniscuity were four times
as likely to use condoms as women who did not (vigh& Cleland, 2005). In
Kaula Lumpur, Malysia, men-who-have-sex-with-menowdated themselves to
be at high risk of HIV infection were 17 times mdileely to be infected than
those who perceived themselves to be at low riske@& Yong, 2014).

Generally, the way people assess themselvesegard to risks of HIV
infection determines whether they will adopt or adbpt a preventive strategy
against the infection.

2.10 Theoretical framework

A number of theories and models have been advatacedplain individual-
level and multi-level factors that influence HIVA&AIDS prevention. HIV and
AIDS has been identified as a behavioural disehsé ¢ould be eradicated if
people changed their sexual behaviours. Individiexst theories and models that
have been advanced to explain determinants of Hi¥ AIDS prevention and

that are relevant to the current study include:i@dCognitive Theory (SCT) by
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Bandura (1986); Theory of Reasoned Action (SRT)tshbein, (1994); Health
Belief Model (HBM) by Rosenstolk et al., (1974) aAdDS Risk Reduction
Model (ARRM) by Catania, Kegeles and Coates (199Bese theories make
complimentary contribution to the development oVHind AIDS transmission
and prevention research. The SCT, TRA ARRM and Hi8glUs on cognitive
variables as part of behaviour change and sharasthemptions that attitudes and
beliefs as well as expectations of future outcoraes major determinants of
health related behaviour. The theories propose the¢d with alternatives,
individuals will choose the action that will leacbst likely to positive outcomes
(Munro, Lewin, Swart & Volmink, 2007).

Critics of the theories contend that the theoriesume that people have the
motivation and freedom to adopt protective actioftsese theories generally do
not address the fact that HIV transmission is dasavent and many factors
affect whether or not an individual is going to basexual intercourse and
whether or not sexual intercourse will potentialfyolve transmission risk
(DiClemente, 2008; Evans & Lambert, 2008). Howeke theories have been
used extensively in the context of HIV and AIDSwsmission and prevention and
have garnered considerable support. The followsng discussion of the theories
and models that propose such mediators and on wiiécburrent study is based.
(a) Health Belief Model

The Health Belief Model posits that behaviour cheigybased on a rational
assessment of the balance between the barriersdtdenefits of action. Health
related behaviour depend on four key beliefs thpé@son must hold in order to

be able to change behaviour. Such include: theepead seriousness of and
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susceptibility to a disease (“AIDS is a seriousedse; | am at risk of contracting
the AIDS causing virus”) which influence individisaperceived threat of disease.
Similarly, perceived benefits of preventive acti@if | abstain from sex/ start
using condoms/ remain faithful/, 1 can avoid HIVfdation”) influence
perceptions of the effectiveness of health behaviou
(“fidelity/abstinence/condoms/ are effective proteez measures against HIV
infection”). In turn socio-demographics (age, gendenarital status and
awareness); psycho-social (HIV-related intentionshsas ‘intention to adopt a
prevention strategy’) and structural (policies)ighales that act as enabling factors
influence both perceived susceptibility and peredivseriousness, and the
perceived benefits and perceived barriers to action

In addition, perceived threat is influenced by cteeaction (“witnessing death
or illness of a close friend or relative due to AI). Generally, high perceived
threat, low barriers and high perceived benefitadtion increases the likelihood
of adopting HIV and AIDS prevention strategies. Ufeg 2.1 shows the

interrelatedness of the key beliefs in the Heakhid8 Model.
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Figure 2.1 Interrelatedness of key beliefs in HedltBelief Model
Source: Adapted from Glanz, Rimer, and Lewis, (2002

Gust (1993) examined the predictive utility of thBM in relation to
prevention of HIV infection among Asian-Americanllege students. Results
indicated that severity and barriers were signifigaredictors of the adoption of
HIV-preventive behaviours. Severity was a significgredictor of becoming
more careful about the selection of intimate pagneeducing the number of
sexual partners, and positive changes toward sa#eunal behaviour, whereas
barrier was a significant predictor of becoming encareful about the selection of
intimate partners, reducing the number of sexuatnpes, and ensuring that
sexual partners were not HIV infected.

However, Kirscht and Joseph: in Drasin (2000yeviewing a coping and
change study earlier conducted in Chicago statetttie HBM presents a mixed
picture as an explanatory framework for healthteglabehaviour. They opined

that rarely has there been a confirmation of tHerfiwdel in which the set of
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elements together give a coherent picture in bel@awhange. Maarugu (1994)
also asserted that HBM has limited application wh@omes to assessing sexual
behaviour because adoption of a preventive straisgyot a one-time or
occasional convenience. These findings were camistith those of Munro et al
(2007) meta-analysis results on HBM which showeat though the model is to
some extent capable of predicting variance in bielavt is nevertheless not
conclusive in itself. All in all, it has been estiabed that the HBM has useful
features but which require synthesis with othemfeavorks for change.
(b) Theory of Reasoned Action

The Theory of Reasoned Action is conceptuahyilar to the HBM but adds
the construct of behavioural intention as a deteami of health behaviour
(Kiragu & Pulerwitz (1999). Fishben and Ajzen (19#&sgue that human beings
are rational and make systematic use of informatordeciding whether to
engage or not to engage in a given behaviour. TRA &ssumes that most
socially relevant behaviours are under volitionahtcol and that a person’s
intention to perform a particular behaviour is btith immediate determinant and
the single best predictor of that behaviour. Intento perform a behaviour is
influenced by attitudes towards the action; theviddal's positive and negative
evaluations of the outcome of the behaviour (Muatcal, 2007). A person’s
intention is also a function of subjective normsgcluding the perceived
expectations of significant others. Behaviour itiemthen results into action.

In applying the theory to the context of HIMdRAIDS prevention, it would
mean that for a student to start practicing figefintended behaviour), he or she

might hold the attitude that sexual gratificati@nth other partners other than the
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regular one only results to “guilt feelings” (attite towards the behaviour). The
subjective norm could be (most of my peers aréfialito their partners and they
would expect me to be as well). Therefore, an idial’s actions is a result of
intentions, attitudes and perceived benefits.

Critics of the theory contend that although theory enhances the ability of
sociologists to analyze ways in which social sties hinder and at the same
time facilitate the social action of an individudlfails to account for attitudes
and intentions influenced by other factors (Muntoag 2007; Hedstorm &
Swedberge, 1996). Kapakova (2003) argues thatuatgins full of emotions and
sexual desires the TRA cannot systematically apdbghaviour.

(c) Social Cognitive Theory

Bandura (1986) championed the Social Cognitikieory (SCT) as a way of
understanding behaviour. SCT is a personal-leverihthat specifies a core set
of determinants, the mechanism through which thegkyand ways of translating
this knowledge into effective health practices. Tdwre determinants include
knowledge of health risks, benefits of differentalie practices and perceived
self-efficacy. In addition it outlines the outcoreepectations about the expected
costs and benefits for different health habits, bealth goals people set for
themselves, the concrete plans and strategiegdtizing them, and the perceived
facilitators and social and structural impedimeatthe changes people seek.

The theory asserts that information aloneoissuifficient to change behaviour.
Behaviour change is dynamic and it is influenced Wmth individual and
environmental factors, that is, people learn nevhab®ur through direct

experience or modelling. Bandura argues that swetddbehaviour change requires
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the skills to engage in the behaviour and the tghiiti use these skills consistently
and under difficult circumstances. He asserts thahan beings are not just
driven by inner forces; and neither are they hekplpawns of environmental

influence. The interaction of the concepts is destrated in Figure 2.2.

The interaction betwean the
person and the

The interaction hebween environment involves

the person and their

bahavigur is influenced

beliefs and cognitive
tompetencias developead
by their thoughts and and madified by social
actions. influencas.

The interaction between the
environment and their behaviour
involves the person’s behaviour
determining their emiranment, which
in turn, affects their cehaviour.

Figure 2.2: Interaction of the SCT concepts

Source: Communication Theory Blog (2013)

The CTS finds significance in the context of therent study in that it stresses
the cognitive process (making a choice to adopt pii&ention strategies) that is
involved in acquiring and maintaining patterns ehaviour. The basic organizing
principle of behaviour change as proposed by SQ&dgprocal determinism that
points to a complex dynamic interaction of indiadlufactors (age, gender,
religion); environmental stimuli (knowledge) andhbeiour (sexual behaviours)

with each capable of influencing each other. Thd $@s been used to study a
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wide range of health problems; medical therapy d@npe; HIV prevention;

immunizations. However, critics of the theory pogitat the theory’s

comprehensiveness and complexity make it diffictor researchers and
academicians to operationalise. Many applicationthe SCT focus on one or
two constructs, such as self-efficacy, while igngrihe others.

(d) AIDS Risk Reduction Model

The ARRM was developed by Catania et al., Q) 2@thin the context of HIV
and AIDS. It includes elements of Health Belief Mb@Rosenstock et al, 1974),
Social Cognitive Theory (Bandura, 1986) and Diftusiof Innovation Model
(Rogers, 1995). ARRM is one of the stages of chamgeel that posits that
behaviour change is a process in which individuatsre from one step to the
next as a result of presence of certain stimulus.

The model characterises people's efforts &amgh sexual behaviours related to
HIV transmission in three steps. It focuses onaoand psychological factors
hypothesised to influence (1) recognition and latelof high risk behaviours as
high risk (knowledge of HIV transmission modes dmelieving that one is
susceptible to HIV infection); (2) making a commam to change high risk
behaviours (enjoyment — remaining with one sexwatner will not affect my
enjoyment of sex); and (3) seeking and enactingtienls directed at reducing
high risk activities (adopting HIV and AIDS prevenmt strategies such as
abstinence, fidelity, consistent correct condom).ukeaddition to the stages and
influences, Catania et al. (1990) identified otimternal and external factors that

may influence a person’s movement across the stdgms instance, external
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motivators such as seeing a person dying from Alix§ cause people to examine
their sexual behaviours and adopt HIV preventioatesgies.

The model provides a basis for understandiegnotivators and inhibitors of
adopting HIV prevention strategies. It holds th#D&-risk reduction is a function
of people's information about AIDS transmission anevention, their motivation
to reduce AIDS risk, and their behavioural skilks performing the specific acts
involved in risk reduction (Fisher, J. D. & Fishi&V, A., 1992).

Applied to the current study, students’ knayge about HIV and AIDS related
transmission and prevention strategies can inflegheir intention to adopt HIV
and AIDS prevention strategies, consequently maklegisions to adopt the
strategies or not adopt. The ARRM has received eoapisupport from Catana,
Coates and Kegeles (1994) who found that consisightthe model predictions,
labelling one’s behaviour as risky was associatgd greater commitment to use
condom with secondary partners; and labelling ormkaviour as risky was
related to one’s STD history. Further support wasndnstrated in Kline and
Vanlanchlingham (1994) study on women living wittvHand AIDS.

The ARRM is criticised in that it focuses dretindividual and fails to explain
the role of context in the three stages. Althoug theory addresses the social
norms, it does not attend to the wider socio-caltwontext in which norms,
attitudes and perceptions to risk of contractingv Hhfection are shaped
(McGrath et al., 1993). In Uganda women felt & fr HIV not because of their
own behaviour but because of the behaviours ofr thaitners; an issue the

women reported was outside of their control (McBrat al.). Researchers
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recommend that the ARRM should consider socio-caltissues that may
influence or limit an individual’'s behaviour choiaad ability to take action.

2.11 Conceptual framework

A conceptual framework is a concise descriptioroagganied by a graphic or a
visual depiction of the major concepts of the stuamlyd the hypothesised
relationships and linkages (Mugenda A. & Mugenda2003). In considering the
relationships between the independent and dependeiables in this study, the

linkages are depicted in terms of a results chégure 2.3 demonstrates this.

Demographics Sexual behaviours Perceived risk
Knowledge factors
Age Sources of information Safer sex behaviour High
Gender .
HIV transmission modes .
. Risky sexual Moderate
Religion . . ;
HIV prevention strategies behaviours
Residence Low

Marital statu \
A 4 +

Intention to adopt/not adopt prevention behaviour

v
Adopted HIV/AIDS prevention strategies

Abstinence

Fidelity/Be faithful

Consistent and correct condom use
Testing for HIV sero-positivity
Prompt treatment of STDs/STls

Figure 2.3: Diagrammatic representation of interrehtedness of the study

variables

In analysing the interrelatedness among the stuhiales it is important to
understand the conceptual relationship among intkpe and independent
variables. In the study, the determinants of adoptif HIV and AIDS prevention
namely; socio-demographics, knowledge, sexual hehess and perceptions to

HIV risk factors (independent variables) form tim@uts. They are significant in
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that acting on and operating through students’ édgom a behaviour such as
adopt a prevention strategy against the infectiwadess) they influence students’
decisions to either adopt or not adopt HIV and Alp&vention strategies
(dependent variable) that constitutes the studpudutThe intention to adopt a
preventive behaviour constitutes the cognitive @ethavioural context within
which an individual responds to HIV and AIDS pandenintention to perform

behaviour is an immediate determinant of behaviguformance.
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CHAPTER THREE

RESEARCH METHODOLOGY
3.1 Introduction
This chapter presents the methodology that wasizedil to investigate
determinants that influence students in PTTCs tpaHIV and AIDS prevention
strategies. It describes the target population,péamize and sample selection
techniques. In addition, the instruments that wesed to collect data, their
validity and reliability measures are describedstlya an explanation on data
collection procedures, data analysis techniques ethétal considerations are
discussed
3.2 Study design
A cross-sectional descriptive correlational sundmsigns were utilised in the
study. A cross-sectional design involves a one-timeraction with groups of
people in order to collect the necessary infornrmtBest and Kahn (2005) posit
that descriptive survey is concerned with the coows that exist, opinions that
are held, processes that are going on, effectsatleaevident and trends that are
developed. The design is primarily concerned with present although it often
considers past events and effects as they relathetocurrent conditions. In
descriptive survey, the researcher is able toegedtaidy variables to a conceptual
framework so that the study builds on previous w(karson Education Inc.,
1998), and an attempt is made to determine incelerdistribution and
interrelations among vital facts of people’s cheedstics, thoughts, beliefs,
opinions, attitudes, feelings, perceptions, behagiocand lifestyles (Kerlinger,

2007; Pearson Education Inc., 1998). In a survegarmaple population that is
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considered representative of the entire populatsostudied by collecting and

analyzing data and findings are generalized toetitee population. In addition,

survey designs allow pilot study to be undertakenpte-test data collection

instruments (Cohen, Manion & Morrison, 2007). Ctatienal designs examine
the relationships between two or more variables @nodide the opportunity to

determine the strength of the existing relationsbip association between
variables but not causal relationship. This desggmsed when there is supportive
evidence that relationship exists between varigtideisk & Wood, 1998).

The current study fitted within the chosenigles because data were collected
once across all the study participants using sum®thods such as semi-
structured face-to-face interviews, focus grougulsions and self-administered
guestionnaires. This was in order to describe, stedationships and determine
strength of associations between the study vasahlecluding; social-
demographic factors, knowledge factors, sexual \debes and risk perceptions
that influence adoption of HIV and AIDS preventsteategies among students in
PTTCs. Pre-test of instruments was done beforenthén study to increase
accuracy of the instrument in capturing data.

In descriptive designs, studies take placenatural environments and
phenomena are not manipulated. For this studyh&dcaining colleges were the
natural environment for teacher trainees and thalystvariables were not
subjected to any treatment (Orodho, 2003).

3.3 Target population
The target population for the study comprised dfthé 9,000 second year

students in the 20 PTTCs spread in eight adminisgraegions in Kenya; Central
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(4), Coast (1), Eastern (5), North Eastern (1), idga(3), North Rift (3), South

Rift (1) and Western (2). (There was no PTTC isrdlairegion). The 20 college
principals and 20 deans of students were alsotedder the study (Republic of
Kenya, 2009). Students in the PTTCs are mainlyhim dge range of 18 to 30
years (Ojuado, 2003); thus falling within the agage at the greatest risk of HIV
infection (KDHS, 2008/9).

Second year students were targeted for tltly stecause being in their second
term in second year of study they were just aboutdmplete their two year
teacher training course. As compared to first yadents, who had had a short
stint with college life, they were deemed to possesre experiences on college
life and extensive knowledge on HIV and AIDS pret@m education. The two
administrators targeted in the study are chargel thie responsibility of keeping
records on the general conduct of the studentswaard thus deemed to possess
vital information pertinent to the study.

3.4 Sample size and sampling procedures

Using the Sample Size Calculator formula (CreaResearch Systems, 2003), a
sample size of 1039 students was arrived at. Thepleasize fell within the
recommended range of between 10 to 20 percent (G287) and 10 to 30
percent (Mugenda, O. and Mugenda, A., 2003) samigles recommended for
large populations. The figure was rounded to tharest ten (1040). The
following formula was used to calculate the dessrdient sample size.

Sample size formula:
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Z2* (p) * (1-p)

SS =

Where:

Z=Z value (1.96 for 95% confidence level)
p=percentage picking a choice, expressed as decimal
(.5 used for sample size needed)

¢ = confidence interval, expressed as decimal

(i.e., .0286 = +2.86)

Correction for finite population formula:

_ Newss
SS =
ss-1
1+
Pop
Where:

Pop = population
To obtain the 1,040 second year students, istalje cluster sampling

techniques were employed. The recommended classss#0 students per class
and 2 classes were targeted per college. The sagnachniques employed per

stage are discussed in the subsequent sub-sections.
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(a) Selection of colleges

In stage one probability proportionate to $ehnique was employed to select
13 PTTCs (1040/80 = 13) out of the 20 PTTCs froadginistrative regions. The
stratification variable was administrative regidiis ensured representativeness
with reference to national education sub-regiortlpie communities and the
various religious affiliations. Table 3.1 presettie number of PTTCs sampled
from each region.

Table 3.1

Sample distribution according to regions

Region No. of PTTCs $diny fraction Sample size
Central 4 0.65 3
Coast 1 0.65 1
Eastern 5 0.65 3
North Eastern 1 9.6 1
Nyanza 3 0.65 2
North Rift 3 0.65 2
South Rift 1 0.65 1
Western 2 0.65 1
Total 20 *14

*The total increased due to rounding off of thecfiens. One of the sampled

colleges was conveniently picked for pilot testimfigthe instruments and later
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excluded from the main study. The formulae usedartive at the sample size per
region were:

(i) Sampling fraction] n/N (13/20 = 0.65)

Where n = desired sample sanel N = the target population

(i) Sample size (n) = regional PTTC populat{®l) x sampling fraction

For example, 5 x 0.65 = 328 colleges
(b) Selection of Principals and Deans of Students
In stage two, the 13 college Principals and 13 BeznStudents of the sampled
colleges became automatic participants in the study
(c) Selection of students
In stage three, sampling of students was done @teawvels: those who filled out
the questionnaires; and those who participatedadnd group discussions. Simple
random sampling method with replacement was utiltsepick 2 clusters of intact
second year classes with at least 40 students &aom college. Where the
selected classes had more than 40 students, tree sintlents were allowed to
complete the questionnaires, but only 40 questioesaer class were used for
analysis.

After sampling the 80 students in each collegdurther 12 students were
systematically drawn from the second year studeshis had not participated in
filling out the questionnaires to participate ircéis group discussions (FGDSs).
Using class registers or class lists of about 4@esits per class, the students’
names were serialized from 1 to 80. Then interiz&l was calculated (80/12 = 6.6

#7). A random integer between one and seven wastsd|en this case, three.
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Starting with the 3rd unit in the class registeckass list, every other 7th student
was picked to make a sample of 12 discussants.
3.5 Research instruments
Methodological triangulation or use of multiple tmedls of data collection from
various sources rests on the assumption that tbeces® strengthen construct
validity and reliability of the study. For this slyy three sets of research
instruments were designed, developed and pretéstae researcher to aid in
collecting data from college students, college @pals and deans of students.
The three instruments were; students’ questionndoeus group discussion
guides for students and in-depth interviews foleg® principals and deans of
students. The instruments were designed in suclaaas to complement each
other.
(a) Students’ questionnaire

The self-administered questionnaires were eprefi because of the high
sensitivity of the subject on sexuality which reaedi confidentiality. Kombo
(2006) states that questionnaires are convenientcalhecting confidential
information and that they can be used to colleta éi®@m a large sample spread
over a wide geographical area. Questionnairesadlisw the person administering
to explain the purpose of the study and give mepto items that may be
ambiguous (Best & Khan, 1992). As reported in ikerdture review, there are
several themes that potentially present faciligsond barriers to adoption of HIV
and AIDS prevention strategies. Thus the literainfermed the content of the

instruments.
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In developing the questionnaire, an introductexplaining the purpose of the
study and emphasizing on the importance of theoredgnts completing the
survey was included. In addition, easy and pleasananswer items were
presented first and/or difficult ones last. Quesdimn the same theme were
grouped together and placed under a descriptiveheating. Transitional
statements were also included to aid in ease ofensy the questions. Further to
this, either a “don’t know” or “not applicable” @snse was provided to all
guestions except in those the researcher was rcattaiespondents would have a
clear answer. This was necessary to ensure thate$pondents did not feel
coerced to giving answers they honestly did nowkoo did not want to give. For
the same reasons, “other” or “none” options weruitied whenever either of
these was seen as a logically possible answer.

The questionnaire gathered both quantitativd qualitative data; thus the
items were multiple choice, numeric-open-end ot tgen-end that required the
respondents to check a response, write a numeralrite a short descriptive
statement. All the ‘Rating’ and ‘Agreement’ scalesre formatted on Likert scale
procedures. The anonymous questionnaire was sutedivinto four sections.
Section one elicited data on social-demographicagheristics (n= 5) including
gender, age, marital status, religion, and placegesfdence during vacations.
Items contained in section two measured knowle@géofs on sources of HIV
and AIDS information (n = 10), HIV and AIDS transsion routes (n = 12),
modes of prevention (n = 12) and adopted HIV pr&eanstrategies (n = 8).
Section three (n = 7) addressed sexual behavidactdrs namely; number of

current and past sexual partners, age at sexuat,dsxual intercourse in the last
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three months prior to the survey and sexual prastend behaviours prevalent
among college students. The last section, fountamoed three items that
measured individual’s risk perception to HIV infiect

During construction, the survey questions wewué¢ through a “debugging”
procedure in which several quality control questiorere asked. These included:
(&) whether respondents could easily answer thestigms considering their
experience; (b) whether the questions were singplecific and sufficiently well-
designed so that all the respondents would intepem in the same way; (c)
whether there were questions that could bias refgda to answer one way over
another, (d) whether the question focused on destogic or multiple topics and
needed to be broken further to multiple questicarsd (e) whether the listed
options were mutually exclusive. The survey insteam was considered
appropriate in terms of language, subject, topitsiswity and relevance with
respect to young adults.
(b) Interview guides

The semi-structured interview guides for agdleprincipals and deans of
students were employed in the study because thay &ir two-way conversation
and discussion on a focused topic. The semi-stredtnature of the instrument
also guided the researcher on the core concepisktabout and at the same time
gave freedom to move the conversation in a diractib interest whenever an
opportunity presented itself (Jones, 1991).

The interview guides were constructed in lvith the study objectives using
existing literature, theoretical and conceptual$atthe study and after intensive

discussions with the supervisors. The first patthefinterview guide consisted of
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detailed demographic information on the interviewgeeh as age, gender, work
experience and length of stay in the college. &ngbcond part, the interviewees
were asked to describe their own observed experseregarding students’ sexual
behaviours with specific questions relating to pismity within college, cases of
sexual harassments, cases on students’ healtls staucould be linked to HIV
infection, and cases on students’ deaths that cbaldinked to AIDS-related
diseases.

The third part focused on college administasupport in preventing spread
of HIV and AIDS within and outside college. Specifiata were solicited on
college rules and regulations, college HIV and Alp@&icy, availability of HIV
and AIDS prevention education to students, and ssigidity to HIV and AIDS
prevention strategies such as condoms and Volur@agnselling and Testing
(VCT) services. The in-depth interviews lasted &rout one hour with each
interviewee.

(c) Focus group discussion guides

Focus group discussions (FGDs) allow accesegegearch participants who
may find “one-on-one, face-to-face” interactiondsg or intimidating (Madriz,
2000). Focus group discussions were conducted Wtlstudent discussants in
each sampled college. At each instant, the reselasdted as the moderator and
was assisted by two research assistants who astexbservers and recorders
during the discussions.

The FGD items were developed through discasswith the supervisors on
important themes related to the study, existincatesl literature and the

conceptual and theoretical frameworks of the stuthe six-item facilitator’s
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guide elicited in-depth information on; HIV previm strategies, safe sex
practices, HIV and AIDS risk perceptions, HIV pratien strategies and sexual
behaviours. Guideline questions and follow-up psoleere used to stimulate
discussions and to gain deeper in-sights into tmtext in which college student
participate in risky sexual behaviours and whaormis their preference of HIV
and AIDS prevention strategies. The creation oftiplelines of communications
created a safer, tolerant, friendly and permissiwaronment in which individuals
freely shared ideas, concerns, beliefs and peareptn a company of people with
similar characteristics.
3.6 Piloting of instruments
A pilot study is conducted on a sample who are lexeluded from the sample of
the actual study. The term pilot study is usedwo different ways in social
science research. It can refer to a ‘feasibilibdgt which is a small scale version,
or ‘trial run’ done in preparation for the majoudy (Polit, Beck & Hungler,
2001). A pilot study can also be the pre-testingtigting out' of a particular
research instrument including questionnaires oerutw schedules (Baker,
1994). The pilot study in the current researchangéd as mainly a try-out of
research techniques and methods, including vatidaif the instruments. One of
the advantages of conducting a pilot study is thdtelps the researcher to
improve validity and reliability of the instrumenénd familiarise with the data
collection procedures.

Cooper and Schindler (2011) opine that a samsfde of between 25 to 100
subjects depending on the method to be tested vsuiffite for a pilot study and

the respondents need not be statistically selecBmtg and Gall (1985)
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recommend that researchers pilot 5 to 10 per cetiteofinal sample. Similarly,
Mugenda O. and Mugenda A. (2003) recommend a ptestenple of between 1
to 10 per cent of the sample. In line with thesggsstions, 80 students, their
principal and dean of students, from one PTTC tes later excluded from the
main study participated in the pre-testing of thelg instruments.

The respondents were interviewed at the enthefsurvey to find out their
views on the survey items. This helped the researchidentify the unanticipated
problems respondents had with the survey suchrasster phrases they found
confusing and items found difficult to answer. Thee-test also helped to
ascertain similar interpretation of items by diffiet respondents. The items were
also tested for biasness by asking the particippmguess what the researcher
was predicting the survey results to show. In itetimat substantially more
respondents than would be expected by random clguessed the researcher’s
hypothesis, the items were treated as biased dmigand were either rephrased
or discarded.

3.7 Instrument validity

An instrument is valid only to the extent th&t scores permit appropriate
inferences to be made about a specific group oplpetor specific purposes.
Content validity was assessed at various stagasgdtie development of the
instruments. The researcher, after reviewing relevaerature developed the
instruments using similar questions to those fresearch studies assessing HIV
and AIDS knowledge, sexual behaviours and perceptio HIV and AIDS. Borg
and Gall (1985); Morser and Kaiton (1977); Nsub(2@00) and Tyler (1971)

agree that content validity is a matter of judgetimnprofessionals or a team of
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experts. In line with this, three experienced sugers and a statistician from the
Department of Educational Administration and Plagnof the University of
Nairobi independently reviewed the instruments. Testionnaires, interview
guides and focus group discussion guides were cigjeo rating by the experts.
Content Validity Index (CVI) was computed using tifi@lowing formula:
Average of CVI = No. of items rated valid/ All itenmn the instrument.

The CVI for the questionnaires for students \88/58 which was equal to
0.86; 7/9 (0.78) for the interview guide for thengipals and deans of students;
and 4/5 (0.80) for the focus group discussion géidehe students. All the CVIs
were within the range of 0.7 validity as recommehbdg Amina (2005). Hence,
the instruments were considered valid for dataectibn. The experts reformatted
the instruments and gave suggestions on wordingaia better clarity and
consistency. After the experts reached a consetisas the items on the
instruments reflected the real meaning of the cotscaender study, a pilot test
was conducted to further improve content, constarad face validity of the
instruments.

3.8 Instrument reliability

An instrument cannot be valid if it is not reliapteat is, if it does not measure
what it purports to measure consistently each ttmeeasures. Reliability then is
the degree to which multiple measures on a suhjeder the same conditions
agree. The reliability of an instrument can be roead by means of stability,
internal consistency and equivalence. Stabilityapfinstrument is the extent to
which the same results are obtained on repeatednitirations of the same

instrument (Polit & Hungler, 2008).
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In the study, stability of the instruments was d&®ec by pr-testing all the
instruments in one college using - retest method. Using Pearson Proc
correlation coefficient, a value of r =.79 was ah¢a for the quetionnaire. A
correlation ceefficient of greater than 0.7 and aboedeemed adequate 1
survey instruments (Mugenda, A. & Mugenda, O., 3008is implied that ther
were no major discrepancies in the two sets ofes;cahus the instrument w
stable. An inter-rater reliability using the Kappa statistics wagf@ened to
establish consistency among two raters. The-rater reliability was found to t
(Kappa = 0.69, p = 0.001) for the focus group distan guide and Kappa = 0.
(p = 0.007) for the ace-toface interview guide. Landis and Koch (19
characterisation of Kappa values (<0 as = no agreement-0.20 = slight;
0.21-0.40 = fair; 0.4—0.60 = moderate; 0.60-80 = substantial; and 0-1 =
almost perfect agreement was used to interthe reliability values. Thus tf
instruments were considered suitable for the survBye Pearson produ

correlation formula that was used is shown be
Y xy — EX0Y)
r =
J(£xe - E22) (nve- 222)
L) L)

Where;

r= Pearsowrorrelationcoefficient
x= Values in first set of da

y = Values insecond set of de

n = Total number of value

Internal consistency implies that all -parts of an instrument measure

same characteristics (Polit & Hungler, 200Using Cronbach alpha, which
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used for polychotomous items, reliability-efficient was calculated to ascerti
the internal consistency of the questionnaire iteGeorge and Mallery (200:
suggest interpretation Cronbach alpha as: I:n=0.9 excellet; 0.9>0=0.8
Good; 0.8>0=0.7 acceptable; 0¥0=0.6 questionable; 0>0=0.5 poor;
0.5>0=0.0 unacceptabl So the higher thenj coefficient the more reliable is tl

construct. For this study, the calculatec-efficient was between .73 and .85
all subsections of the questionnaire which indicated bdity of the instrumen

Equivalence was not applied to the instruments.Qitombach formula used w

__ K (_ELio
K -1 0%

Where;

2
T x = thevariance of the observed total test score:

2
TY; = the variance of componei for the current sample of itel

3.9 Operationalisation of study variable

Determinants that influence students in their pesfees of preventio
strategies were arrived at after exten review of empirical and conceptt
literature in line with the study objectiv In the study, the dependent varia
were ‘the adopted HIV and AIDS prevention strategiand the independe
variables were; demographic characteristics, knogdeon HIV and AIDS
sexual behaviours and risk perceptions. Kerlin@®86)argues that anevent or
condition can be conceptualized as either an inig@ or a dependent variak

Following is a discussion of the variabthat were observed in this stu
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(a) Dependent variable
A dependent variable is a factor or phenomenonithateasured in a study and
that which is changed by the effect of an assodiéetor or phenomenon. It is
called ‘dependent’ because it "depends" on the peddent variable. The
dependent variable is not manipulated by the rekearinstead it is observed or
measured for variation as a presumed result ofvéntion in the independent
variable. Thus it refers to the status of the &ffer outcome) in which the
researcher is interested. That is, it is the resp@utput/"effect"which the
researcher attempts to predict or explain usingasmaoreindependent variables.
Following is the description of the dependent Jagathat was observed in the
current study.
(i) Adopted HIV and AIDS prevention strategies

The HIV and AIDS prevention strategies that wereasueed in this study
were labelled as; 1 = abstinence, 2 = being fditl¥w& use condom correctly and
consistently, 4 = testing for HIV, 5 = prompt tre@nt of STDs/STIs, 6 =
withdrawal, 7=ask sexual history of a partner ardd8uching. Students were to
choose the strategies they had adopted in ordegordtect themselves from
contracting the virus. Multiple responses werevadld. The strategies were then
categorised into; 1 = effective strategies (if @dsht indicated that he/she either;
abstains, has remained faithful and/or uses a cormmsistently and correctly);
and 0 = less effective (if had not used the strateiyp the ‘effective’ category but
used one or more of these methods; test for HI¥atinent of STDs/STIs,

withdrawal, ask history of partner’s sex and dooghi
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(b) Independent variables

An independent variable is the presumed cafiske effect on the dependent
variable, that is, what the researcher thinks affiéct the dependent variable. It is
a variable that stands alone and is not changetebgther variables measured by
the researcher. It is the variable that the rebearbas control over and can
choose and manipulate. In non-experimental reseandiere there is no
experimental manipulation, the independent varigbtbe variable that 'logically’
has some effect or influence on a dependent variébérlinger, 1986). When
researchers cannot actually control and manip@atendependent variable, it is
technically referred to as a ‘status varialjeey., gender, age, religion).
Researchers often treat status variables as indepervariables (Heppner,
Kivlighan & Wampold, 1999).
(i) Sociodemographic characteristics

The sociodemographic information collectedtlos student sample comprised
their gender, age, marital status, religion andelaf residence during vacation
and each had its own level. In this study the Vdeisage was categorized into
three levels. The interest was to know which ageugs were more likely to
prefer using a given HIV prevention strategy. Thategories were: late
adolescence (15-19); young adults (20-24); andtadover 25). Dataset for
gender was classified as 1 = male; and 0 = fenM¥deital status was categorized
as single (1); married (2) and separated/divor&d Religious affiliation was
grouped into four categories; 1 = Catholic, 2= &stant, 3 = Muslim, 4 = SDA.
Lastly, place of residence was categorised asufban, 2 = semi-urban and 3 =

rural. Responses to these items assisted in asgeshiether students’ personal
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and social characteristics had any influence oir gireference of HIV and AIDS
prevention strategies. The data also helped innguthe students’ subsequent
responses in context.
(i) Level of knowledge about HIV and AIDS
The HIV and AIDS knowledge level was measured byrezd answers to HIV
transmission modes and HIV prevention methods. Kedge level scales
consisted of 24 items. Twelve “True-false- don'tolri items on modes of
transmission (e.g., "HIV be transmitted by sitting a public toilet") were
adapted and the respondents’ answers were recasdeiher “correct = 1 mark”
or “incorrect = 0 mark” with “don’t know” scored ascorrect. HIV prevention
methods scale also had 12 items (e.g., "It is ptess$p protect oneself from HIV
infection by having sex with one uninfected andhfiail partner?"). Respondents
could designate these statements as “yes” or “hb’each case, each correct
answer carried 1 mark and wrong or don’'t know amswarried O marks. Thus
the respondents were given scores between 0 —H&4lelel of knowledge was
measured by arbitrarily ranking the score. A s@beve 21 was considered good
knowledge (i.e. a respondent giving at least 90¥tect answers), from 17 - 20
(70% -89% correct answers) was labelled as modéaatsviedge and those
below 17 (< 70% correct answers) as low knowledge.

Comprehensive knowledge level was redefined by ab#ity to identify
correctly at least three ways of preventing Hi\etfon and to reject three local
misconceptions on HIV transmission. Relative imaonce of sources of

information was measured by rating on a scale ¢d 10 the source that had
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provided most information on HIV and AIDS to stutkemwith ‘1’ being the
source that was most important and ‘10’ the leagiortant.
(iif) Sexual behaviours

Students’ sexual behaviours were measured by lefvekexual activity and
sexual characteristics. Sexual activity includedialdes such as; ever had sex
(yes, no); age at sex debgt14 years, 15 — 18 years,19 years); sex in the last
six months (yes, no) and frequency of sexual dagtifgex in the last one week,
one month, 3 months, more than 3 months ago). Stsideexual characteristics
that were measured included; number of currentliéadexual partners (1, 2 — 3,
4 — 5,< 5); type of sexual partner at last sexual encaou(regular, casual,
commercial sex worker) and condom use during teedaxual experience (yes,
no).

The sexual behaviours were collapsed into; 0 =yrishaviours and 1= safer
sex behaviours. Risky sex behaviours were definedhbving more than one
sexual partner, sex with non-regular partner artdusmg condom during sexual
intercourse. Safer sex was measured by having amdecgted faithful sexual
partner, and use of condom during sexual intereurs
(iv) Risk perceptions

Perceptions to risk were measured by three statsm&tudents indicated
whether they knew anybody who was infected withAH@S virus or had died of
an AIDS’ related diseases (yes = 1; no = 0) andthédrethey thought their
boyfriend/girlfriend/spouse were at risk of contmag the virus (yes = 1; no = 0).

In addition, the students rated their personakriskcontracting HIV infection on
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a four rating scale; no chance =1, little chan& moderate chance = 3 and high
chance = 4.

3.10 Data collection procedures

The general overall data collection procedure &dabbtaining a clearance letter
from the Department of Educational AdministrationdaPlanning of The
University of Nairobi before proceeding to obtainresearch permit from the
Ministry of Education authorizing the conduct oétstudy. As a requirement, the
researcher mailed letters to all the principalsttef sampled PTTCs and their
respective District Education Officers (DEOs) imfong them of the intended
visits. In the letters to college principals appoiants were booked to interview
the principals, deans of students and studentdow~alp calls were made to
confirm the proposed dates.

Prior to the field study, two research assistavere trained on the objectives
and methodology of data collection by the researcBelection criterion was at
least a post-graduate training in research methidastraining specifically aimed
to familiarize the research assistants with sargptechniques, procedures for
administration of the questionnaires and obsermadind note-taking techniques
during the focus group discussion sessions. Thairia session allowed the
research assistants to rehearse all the activitilesvelop self-confidence,
enthusiasm and a realization of the benefits ofstuely both as an academic
endeavour and as a contribution to the practicsl &1d AIDS problem.

Since the research assistants had little expss in surveys dealing with
sexual matters, time was spent on sensitivity itmgimnd interviewing techniques

with emphasis on personal value clarifications atbgexual issues. Importance
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of confidentiality and research ethics were strésse addition, a ‘mock’ FGD
was conducted with ten other invited undergradstaidents as discussants. The
observations made during the ‘mock’ focus grougussion were used to refine
the flow of questions.

On arrival at college, the team of researcliiess created rapport with the
college principal who then introduced the dean tofdents and other college
tutors to the research team. Thereafter, the relse@am was presented with
either class lists or class registers for all sdcgear students. The team then
proceeded and selected two second year classegu@énts) who filled out the
guestionnaire and 12 students who participatechenfbcus group discussions.
The team employed the sampling techniques discussasttion 3.3.

Each research assistant with the help of éeg®ltutor presented to the
sampled students the pre-tested, semi-structuregktiqunnaires to provide
anonymous feedback in a classroom setting. Befommpteting the
guestionnaires, the purpose of the study was exgilatio the participants and they
were encouraged to respond honestly to the iternsy Tvere further informed
that participation was voluntary and that their nitiies would be kept
confidential. Each research assistant and tutoraireed in the classroom and
observed the entire process to discourage any s$isms among students. The
guestionnaires were collected immediately the sttedeompleted them. As the
students filled out the questionnaires, the re$earconducted interviews with
the principal and dean of students each at a timt&heir respective offices. The
filling out of the questionnaires and each intewession took about 30 minutes

and approximately 1 hour respectively.
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Following the survey, 12 students (six frontle&lass and of equal gender)
who had earlier been systematically sampled wetieniewed in focus group
discussions. During the discussions, the researciaterated the discussions
while the two assistants took notes on the disonssiand the setting. The
established guidelines (refer to appendix v) wetl®ied throughout the session.
The physical setting of the discussions was eithethe college library or a
classroom. The research team visited each college but where either the
principal or the dean of students was unavailaielfe interview on the material
day, further arrangements were made for a repstt &l FGD sessions took one
hour and were recorded verbatim.

3.11 Data analysis techniques

Data analysis involved reducing data to managealde by developing
summaries, looking for patterns and applying diedik techniques. The
gualitative data collected through open-ended it@éms$he questionnaires, in-
depth interviews and focus group discussions wexastribed and analysed
manually for content analysis. This involved categiog and indexing responses
into common themes. Verbatim excerpts from thei@pents were used in the
analysis to support specific arguments.

The quantitative data were entered into thatiSical Package for Social
Sciences (SPSS) version 17 that was used for alysis. The data were first
cleaned for errors and inconsistent (conflictinglwers, missing entries and
duplicate entries to ensure high quality data. DpSee statistics on socio-
demographic characteristics were presented to clesize the study participants.

Depending on the type of variable, appropriate samrstatistics appropriate for
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the measurement scale were used to describe distntof these variables. These
included proportions for categorical variables sashgender, marital status and
religion. These summary statistics were then pteseim tables. For the normal
statistical inference, bivariate analysis usinghasguare test of independence
was done for HQ HO,, HO;, and HQ.

For HQ, regression analysis was fitted to assess howrdetants that were
significantly associated with HIV and AIDS prevemti strategies adopted by
students could predict adoption of the said stragegThis was done while
controlling for any potential confounding effectg &ny lurking variables. For all
the analyses, two-sided tests were used together pwalues of <0.05 being
considered to be significant.

3.12 Ethical considerations

During the study, ethical principles of beneficenespect for human dignity
and justice were considered. The principle of beeate requires researchers not
to harm participants (Polit & Hungler in Harris, &g, Koch, Nilvarangkul &
Tangpukdee, 2010), not to exploit participants #rat the benefits of research
should exceed risks (risk/benefit ratio).

Ethical clearance to conduct the study was gratedhe Department of
Educational Administration and Planning of the Umsity of Nairobi, the
Ministry of Education and the District Educationfidérs (DEO) in the districts
where participating PTTCs were located. The Pralsipf the selected colleges
also granted written permission for data to beeoddd from their respective

colleges.
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The principle of respect for human dignity requitdsit the right to self
determination and full disclosure are respectedesR@991) argues that this
principal finds expression in form of informed cens where the study
participants are fully informed about the reseaackl any danger (physical or
psychological) that they may experience. Befordin§l out the research
instruments, the respondents were explained to pipose of the study.
Considering the sensitive nature of the topic unskeidy, respondents were
informed that participation was voluntary and tiia¢y may omit answers to
particular questions if they chose to. Howevermrncourage full participation, the
respondents were explained that as part of a dpreklected sample, their every
response counted to ensure validity of the study.

The principle of justice demands fair treatmentmysample selection and the
right to privacy. To achieve this, random sampliaghniques were employed to
ensure that the sample was not biased in any waydéhtifying information like
signed consent was required from the respondentsa@mnfidentiality was ensured
throughout the research process. The anonymousenafuthe questionnaire
ensured that the report did not associate the nsgisato individual respondents or
particular colleges, thereby, concealing their tdgrfrom the public. Informed
consent was implied by voluntary return of the dgioesaire and openness during
the discussions. The completed instruments weré Weger lock and key and

would be destroyed after the acceptance of tharelseeport.
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CHAPTER FOUR
DATA ANALYSIS, PRESENTATION AND INTERPRETATION
4.1 Introduction

Chapter four contains statistical analysis #redstudy findings as they relate
to each study objective and hypothesis. The purpafseéhe study was to
investigate determinants that influence studenfTimCs to adopt HIV and AIDS
prevention strategies. A three phase methodologippltoach was employed in
analysing data. In phase one, descriptive statistiing frequencies, percentages
and standard deviations was used to determine dis¢ important determinants in
regard to adoption of HIV and AIDS prevention staés. The results were used
for analysis in phase two.

In phase two, correlation analysis was coretlidb show the relationship
between the independent and the dependent varidhlssinvolved testing of the
hypotheses using the chi-square test of indeperdé&hgnificance of test results
is reported in the three ways suggested by Cooli8#90) based on the
probability level: ‘significant’: 0.05 > p < 0.01highly significant’: 0.01 > p <
0.001; and ‘very highly significant’: 0.001 > p. |Aprobabilities reported are
based on two-tailed tests.

In the last phase, multiple regression anslysas carried out between the
students’ adopted HIV and AIDS prevention strategend the correlated
variables in phase two. This was done to ascettadeterministic relationship
between the variables, that is, to find out how ¥aeiables that significantly
correlate with the students’ adopted HIV and AID&wvention strategies

influence students’ adoption of the said strategies
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4.2 Instruments’ response rate

After excluding 30 questionnaires that had entvan 20 percent missing
items, 1010 (97.1%) were retained for analysisrt€éan (100.0%) focus group
discussions were held with the students. In additi® (100.0%) and 12 (92.3%)
face to face interviews were conducted with deahsstodents and college
principals respectively. A response rate of 70 @arcand over is considered
excellent (Mugenda O. & Mugenda A., 2003). Therunstents’ return rate in this
study was excellent and, therefore, suitable faityais.
4.3 Socio-demographic characteristics of the studéen
Socio-demographic information collected from thetipgpants comprised their
gender, age, marital status, religion and theicelaf residence during vacation.
The data were used to assess whether the seleateables were related to
students’ adopted HIV and AIDS prevention strategie addition, the data
helped in putting the students’ subsequent resgomsecontext. Descriptive
statistics on students’ characteristics are preseintTables 4.1 and 4.2.
Table 4.1

Cross-tabulation of students’ demographic charactastics

Variable risler Tof%)
Mdbe) Female (%)
Age Below 19 yrs 178 (37.6) 283 (52.7) 461 (45.6)
20 — 24 yrs 249 (52.6) 220 (41.0) 469 (46.4)
Over 25 yrs 46 (9.7) 34 (6.3) 80 (7.9
Total 473 (@p. 537 (53.2) 1010 (100)
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Table 4.1 indicates that slightly over h&8%) of the students were female
indicating a near gender parity in public PTTCs.oAb46.4 percent of the
students were within the ideal college-going raofjeot older than 24 years and
female students tended to be younger (52.7%) thamr tmale counterparts
(37.6%). These ages are similar to those foun@wersl studies across the world
(Ojudo, 2003; Jing, Soyeon, Barber & Lyons, 200He social characteristics of
the students are presented in Table 4.2.

Table 4.2

Distribution of students in PTTCs by selected demagphic characteristics

Variable n Percent
Marital status Single 815 80.7
Married 183 18.1
Separated 12 1.2
Total 1010 100.0
Religion Catholic 398 39.4
Protestant 504 49.9
SDA 73 7.2
Islam 35 3.5
Total 1010 100.0
Residence Rural 640 63.4
Semi-urban 186 18.4
Urban 184 18.2
Total 1010 100
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Majority (80.7%) of the students were singlehe findings are a typical
reflection of marital status of students in colleg&alawole (2010); Mosco and
Pistole (2008) and Nasidei, Ng’'ang’a, Mwangi andrnd&a (2011) found 90
percent, 90.4 percent and 94.6 percent of collegeesnts to be single in that
order. This possibly explains why most HIV preventinterventions focusing on
young adults have abstinence as the central th€mventional African norms
also prohibit sexual activities among the unmatrried

College students were mainly of either Cath(39.4%) or Protestant (49.9%)
faith. Only a few (3.5%) were affiliated to Islanfeith. A follow up question on
frequency of church/mosque attendance revealed mhast students were
committed to their faith. About 84.6 percent ofdstnts stated that they attended
their various places of worship either always dewf The findings contrast what
has been hypothesized in most studies that studexperience a decline in
religious commitments after entering college (ThewPForum, Diocese of
Peterson, 2012)

About 63.4 percent of the students residediial areas during vacations with
only a small proportion (18.2%) residing in urbaeas. These distributions are
characteristic of the general Kenyan populatiotrithgtion where majority of the
people (77.8%) live in rural areas (World Bank nép2012).

4.4 Description of the dependent variable

This section gives a detailed description ¢fe tdependent variable
conceptualised as effective and less effective HiNd AIDS prevention
strategies.Effective strategies include; abstinence, remainiaighful to one

sexual partner or decreasing the number of sexardhgrs and using condoms
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consistently and correctly if sexually active (UNDS, 2006; GHIVPWG, 2006).
Other HIV strategies when used alone are lessteféecAmong them are testing
for HIV status and prompt treatment for STDs andsST
4.4.1 HIV and AIDS prevention strategies adopted byhe students

A key indicator to track sexual behaviour afgaim students is to measure the
kinds of HIV and AIDS prevention strategies thewéadopted. Students were
asked to tick from a list all the strategies theyally employed. The information
is presented in Tables 4.3 through 4.7.

Table 4.3

HIV and AIDS prevention strategies adopted by studets by gender

Strategy Gender Tlota
Male (473) Female (537)

Testing for HIV 393 (83.08) 4@D.39) 873 (86.44)
Douching 296 (62.58) 1488.47) 610 (60.40)
Treatment of STD/STI 288 (48.20) 304.689 592 (58.61)
Always use condom 268 (56.66) 26.640) 529 (52.38)
Fidelity 181 (38.27) 172 (32.03) 353 (34.95)
Abstinence 78 (16.49) 130 (24.21) 208 (20.59)
Withdrawal 127 (26.85) 76(14.15) 203 (20.30)
Ask sexual history 47 (9.94) 24 (4.47) 71 (7.03)
n=1010

Over half of the male students (56.66%) used corsdaththe time they

engaged in sexual intercourse. These percentages higher than those
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documented in the KDHS (2003) and in KAIS (2009)dsts. However, they
were not as high as in the United States; [67.0%nales; 49.0% of females]
(Wetti, Wildsmith & Manlove, 2011). Low condom ug#%) has been reported
among South African young adults (Setsuko et &),72@nd among Philippine’s
21 to 30 year olds (Lucea et al, n.d).

Abstinence was very low in males (16.49%). Tésults are similar to those
recorded in a National Survey of Family Growth initdd States among 15 to 24
year between 2006 and 2008, (Chandra, Mosher & 1Gog011). Higher
proportions among females could be explained bystiwalization process where
most communities stress virginity for women. Howevke percentages are still
very low to avert HIV infection.

About 38.27 percent of males reported praggididelity. The findings are
inconsistent with those found in many studies whaede respondents reported
more than one concurrent partner (Adedeji, TitilaBologun & Maiza, 2009;
Athoric Relief Services, 2012). In Cameroon and Raeg a higher number of
women (37.0% and 79.0%) were practicing faithfubnesmpared to 9.0 percent
and 35.0 percent of the men in the two countriesstfisl et al, 2009). The data on

prevention strategies was then disaggregated bgsagbown in Table 4.4.
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Table 4.4

HIV and AIDS prevention strategies adopted by studets by age

Strategy Age groopyears Total

Below 19 (461) 20-24 (469)  Over 25 (80)

Testing for HIV 401 (85.32) 404 (83) 68 (85.00) 873 (86.46)
Douching 266 (56.60) 288.91) 50 (62.50) 610 (60.40)
Treat STD/STI 259 (55.11) 283 8®). 50 (62.50) 592 (58.61)

Always use condom 227 (48.30) 270 (58.7032 (40.00) 529 (52.28)

Fidelity 162 (34.47) 171 (37.17) 20 (25.00) 353 (34.95)
Abstinence 122 (25.96) 0 (87.39) 6 (7.50) 208 (20.59)
Withdrawal 89 (19.31) 3@9.83) 21(26.25) 203 (20.30)
Ask sexual history 26 (5.53) 0 (8.70) 5(6.25) 71 (7.03)
n=1010

When the sample was examined by age, pantipaterns became apparent.
Younger students below 19 years (25.9%) were mkedylto abstain from sex
and practice fidelity (34.47%) than the older studen the age range of 25 years
and above. Older students were also less likelseport condom use (40.0%).
Overall, it was observed that the older studerdsti@racticed the three proven
HIV and AIDS prevention strategies. Although maip(i86.44%) of the students

hadtaken a HIV test and seemed to know their serastat high percentage was
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not using any of the three effective HIV preventsirategies; and this is likely to
jeopardize their lives.

Results in Tables 4.3 and 4.4 illustrate thmaist college students had not
embraced effective HIV prevention strategies. Gnviinole only 52.38 percent of
the students indicated using a condom all the tthey engaged in sexual
intercourse; remaining faithful to one faithful ofécted partner (34.95%); and
abstaining (20.9%). As reported in most studiestiaénce, though a 100 per cent
effective in preventing sexual transmission of HbVdifficult to achieve for it
requires great commitment, high motivation anacsself control.

The high percentage (80.00%) of students wénd tested for HIV was not
surprising given that most PTTCs either provide ieodCT services to students
or establish linkages with local clinics and NGQ¥zipka, Kirongo & Njiru,
2007).

The students’ adopted strategies were disaggredatecharital status and the

results presented in Table 4.5.
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Table 4.5

HIV and AIDS prevention strategies adopted by studets by marital status

Strategy Maritaltsis Total

Sing. (815) Married ()8%eparat./divorce (12)

Test for HIV 743 (91.17) 123 (6D)2 7 (58.33) 873 (86.46)
Douching 456 (55.95) 150 @B). 4 (33.33) 610 (60.40)
Treat of STD/STI 462 (56.69) 121 (66.12) 9(75.00) 592 (58.61)
Uses condom 474 (58.16) 52 (28.42) 3(25.00) 529 (52.28)
Fidelity 242 (29.69) 31(56.28) 8 (66.67) 353 (34.95)
Abstinence 122 (25.96)  80.89) 6 (7.50) 208 (20.59)
Withdrawal 104 (22.13)  93@5) 1 (8.33) 203 (20.30)

Ask sexual history 53 (6.50) (b046) 8 (66.67) 71 (7.03)

n=1010

Table 4.5 presents students’ responses as exarbyenarital status. Single
students were more likely to use condoms (58.16%)adstain (25.96) compared
to the married and the separated/divorced studdiis. percentage of married
students practicing fidelity (56.28%) was lowerrthvaould normally be expected.
This confirms the findings from The Kenya AIDS epidic UPDATE (2012) that
married couples are three times more likely to bezinfected than sex workers.
Married students in this study had low percentagiesondom use (28.42%)

despite being unfaithful. Ntozi et al. (2003) foumidh incidence of extramarital
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activities and STIs among the married. If marriedge are not to remain faithful
to one another or use protection if unfaithful,rthearriage will be a death bed.
Overall, it was observed that abstinence was thst Ipracticed strategy across
marital status categories. In summary, there weyemarked differences in
adopted HIV and AIDS strategies in terms of mastatus.

It was apparent from the discussants in thB$@at students were not ready
to abstain from sex. One male student said, “Oweldrenjoy sex while young. It
is common to have one girlfriend in college andthepat home. However, one
should be responsible and use a condom.”[Male aksye

The students were cognisant that in the facedfiple partnerships, condoms
are an effective measure against infection althaihgly were not ready to use
them consistently. A female student put this manecmctly, “Condoms can
prevent HIV but we use them with my boyfriend odiyring my unsafe days. |
know withdrawal can prevent pregnancy but | prefeondom. One can still get
pregnant even if the man withdraws.” [Female disans 21 years]

4.5 Knowledge levels of HIV and AIDS prevention sategies

It is hypothesized that prior to young adueciding to protect themselves
from HIV infection, key antecedents of behaviouarhe such as knowledge
must change first. In this section, antecederds l#tad to adoption of HIV and
AIDS prevention strategies such as knowledge abtiut transmission modes
and prevention strategies were examined. In addisources that help to explain
misconceptions students hold about HIV and AIDSenassessed and measures

computed to gauge comprehensive knowledge tha¢stsighossess.
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4.5.1 Sources of HIV AIDS information

Credibility of the source of information is impant because not all ‘information’
is authoritative, objective, valid, reliable, timebr comprehensive (Kentucky
Virtual library, 2004). Future trends of HIV to @arge extent will depend on levels
of knowledge. Absence of valid sources would resulinsufficient knowledge
about HIV prevention and this has implications pread of HIV. To measure the
relative importance of sources of HIV informatiatdents were asked to rate on
a scale of 1 to 10 the source that had provided mésmation to them with ‘1’
being the most important source and ‘10’ the |é@agtortant. The rankings are
shown in Table 4.6

Table 4.6

Mean ratings on importance of sources of HIV and ADS information

Source n

Mean Std deviation
Radio 801 3.18 2471
Teacher 772 4.11 2.689
Television 763 4.25 2.732
Parents 761 4.72 2.906
Health personnel 762 5.02 3.169
Public posters 748 5.34 3.033
Newspapers 751 5.39 2.809
Religious leaders 778 5.55 3.050
Friends 758 5.58 2.849
Politicians 770 8.65 2.724
n=1010
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Table 4.5 presents a comparison of relativikingy of sources of HIV and
AIDS information in order of importance as indichtby the students. The
students ranked radio (3.18:x 2.47) as the most important source, then teacher
(4.11;0 £ 2.69), followed by television (4.25;+ 2.73). Religious leaders, friends
and politicians were rated as relatively unimpartsources of HIV and AIDS
information in the decreasing order of magnitude.

Results indicated that students received Hid AIDS information from a
variety of sources. The ranking indicate that stiislegave most credence to
electronic sources as well as teachers. Howeverfdimer sources may lack a
solid scientific background. The health personaedpurce that is based on solid
scientific background was accorded relatively l@sgortance. Friends and
politicians were rated as the least important sssishowing that students had
mistrust of information provided by the two sourcélese findings are consistent
with those of similar studies that have focusedyoung adults in colleges and
universities (Maureed & Tasanapradit, 2009; Nasiale2008; Mwaguru, 2008;
Wong et al.,2008; Asmare and Moges, 2006; Sall@d92 Adetoro, 2009; Ajayi
& Omatayo, 2010; and Idayat, 2012).

The importance of electronic media as a sowfcénformation was well
captured during the FGDs. However, it was clear #isamuch as media provided
constructive HIV messages, it also encouraged @auity. A male member of
the FGD said, “The adverts on television on condaresgood for awareness. But
there are other programmes such as ‘soaps’ that people having sex without

using condoms. The media is full of pornographidemals. What message are
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they sending to the youth?” With such strong alliegas on media, it would then
be necessary to evaluate the role of media in egrHiV pandemic.

4.5.2 Knowledge levels on HIV and AIDS transmissiomodes

The HIV and AIDS knowledge scale consisted of li€tfalse—don’t know”
items on modes of transmission. In each case, @acbct answer carried 1 mark
and wrong or don’t know answer carried no mark.l@db7 presents the expected
responses on each item by gender while Figure 4ekepts categories of
students’ scores.

Table 4.7

Students’ correct responses on HIV transmission maes by gender

Mode of transmission Answer Gender (%)  Total (%)
Male Female

(n-473) (n=537)
Vaginal sex True 466(98.52533(99.26) 999(98.91)
Shake hands with +HIV False  450(95.15P9(98.51) 979(96.93
Hug HIV infected persons False 448(94.75P6(97.95) 974(96.44)
Use needles True 464(98.13)93(91.81) 957(94.75)
Transfuse blood True 462(97.6789(91.06) 951(94.16)
Mosquito bites False 469(99.15458(85.29) 927(91.78)
Sit on public toilets False 432(91.33389(91.06) 921(91.19)
Share utensils such as platekalse 426(90.06)490(91.25) 916(90.69)
Sweat False  427(90.27%74(88.27) 901(89.21)
Anal sex True 443(93.66)431(80.26) 865(85.64)
Saliva False  252(53.28290(54.00) 542(53.66)
Kissing False  254(53.70)235(43.76) 489(48.42)

n= 1010
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The students’ self reported data in Tableshéws that most students knew
that HIV is transmitted through unprotected vagisax (98.91%), sharing
unsterilized needles (94.75%) and receiving a twsien of untested blood
(94.16). However, a substantial number still heldaonceptions that the AIDS
virus can be transmitted through saliva (46.34%) #mough kissing an infected
person (51.58%). When data were disaggregated loglege no substantial
variations by correct responses were observed. eTHieslings indicate that
majority of students were well aware of HIV and Alransmission routes. The
findings are consistent with studies conducted amdb to 24 years old by
UNAIDS (2007); Sarker et al, (2005); Milkowski ardlanger (2005); and
Xiaoming et al (2004). The knowledge gap in allsthestudies pointed that
students still hold misconceptions on HIV transmoiss Misconceptions are
important in adopting effective prevention stragsgiStudents’ scores on HIV

transmission are presented in Figure 4.1.
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Figure 4.1: Students’ HIV modes of transmission sces

Figure 4.1 depicting the continuum of scores reac@that the peak score interval
was between 10 and 11. The distribution of the exx@s negatively skewed (-
2.39) with most of the scores on the higher randéss showed that students
were well versed on most of the HIV and AIDS trarssion routes.

4.5.3 Knowledge of HIV and AIDS prevention strategs

Knowledge on HIV and AIDS prevention strategiessvwassessed through 12
statements that required a “Yes” or a “No” resporiBercentages of correct

responses on each item by gender are presentebla 4.8.
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Table 4.8

Correct responses on HIV and AIDS prevention stratgies by gender

Answer Prevention strategy Male(n=473) Female(n=537

Total(n=1010)

n % n % n %

Yes Remain faithful 440 93.02 512 9534 952 64.2
No Not donate blood 405 85.62 467 86.96 872 86.34
Yes Sterilized needles 411 86.89 489 91.06 900 .1189

No Not attend discos 344 7273 378 70.39 722 971.4

Yes Abstaining 409 86.47 470 87.52 879 87.03

No Attend church 315 66.60 355 66.11 670 66.34

Yes Use condoms 398 84.14 444 82.68 842 83.37

Yes Reducing sex278 58.77 308 57.36 586 58.02
partners

Yes Preventing MTCT 241 50.95 280 52.14 521 51.58
Yes Test for sero- status390 82.45 449 83.61 839 83.07
No Take lemon drinks 427 90.27 490 91.25 917 ®0.7
No Select healthy 160 34.30 166 31.30 326  32.70

partner

n=1010

The top three correct strategies identifiedh®y students included: having sex
with one faithful partner (94.26%); using steritizeneedles (89.11%); and
abstaining from sexual intercourse (87.03). Inadrretrategies were also

identified by a substantial number of students. #b83.66 percent and 67.3
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percent of students thought that attending chuegularly and praying; and
selecting a healthy-looking person were adequagsuores against HIV infection.
Although majority of students knew that fidelitybstinence and correct and
consistent condom use were effective against HRéction, very few students
were practicing the same as indicated in Table 4.4.

Scores on knowledge about HIV prevention were nrealsand presented in

Figure 4.2.
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Figure 4.2: Students’ HIV prevention scores

Figure 4.2 revealed that the peak score intervad between 10 and 11. The
distribution of the scores was negatively skewddl{#) with most of the scores
on the higher ranges. This showed that students wel versed on most of the

HIV and AIDS prevention strategies.
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4.5.4 Combined students’ scores on HIV preventiondowledge

The maximum score a student would have achievesl 24 from both the
transmission and prevention items. To measure dedeknowledge, scores were
arbitrarily ranked. A score of 21 and above wassatgred good knowledge (i.e. a
respondent giving at least 90% correct answergin ft7 - 20 (70% -89% correct
answers) was labelled as average knowledge; armvbgl (< 70% correct
answers) as poor knowledge. Table 4.9, Figure dd24a3 present the descriptive
analysis of the combined scores.

Table 4.9

Summary of students’ transmission and prevention kaowledge scores

Knowledge n Mean SD Max. Min. Range Skew

Transmission 993 9.83 1.33 11 3 8 -2.39
Prevention 962 9.72 1.70 12 2 10 -1.17
Trans + Prev. 953 1955 2.13 23 8 15 -1.07

The mean HIV and AIDS knowledge on prevention aadgmission score for the
953 students who responded to the items was 19B5=¢.14) on a scale of 24.
The range was 15, with the highest score as 23tlendowest score as 8. The
students scored better in transmission than ingmtgan items. This shows that
students are less knowledgeable on how to prelientgelves from the viru$he

extremely low scores (2, 3, 8) are worrying. Thiswd be least expected since
these are teachers in the making expected to bel&dgeable themselves in

order to impart HIV knowledge to pupils.
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To get a clear picture of knowledge levelstlod students, the scores were
categorised as good, average or poor knowledgg tisenarbitrary scale designed

for this study. The categorical rankings are presseim Figure 4.3.
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Figure 4.3: Categories of student total scores omkwledge levels of HIV

The students were categorised as having eitherd'doaverage’ or ‘poor’
knowledge according to the pre-determined critedissubstantial percentage of
students (34.52%) had between average to poor kdgel This has implications
on adoption of effective HIV strategies. Studentdhwnadequate knowledge are
bound to ignore prevention strategies or adopfecéfe ones. The findings were
inconsistent with most studies where large pergmsaf college students score
very high on HIV knowledge. Sutton et al. (2011urid that 82 percent of
students had average to high HIV knowledge scofégure 4.4 shows the

normality of the data on the knowledge scores.
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Figure 4.4: Total score on knowledge levels of HI'dnd AIDS
A histogram depicting the continuum of scores rés/geat the peak score interval
was between 19 and 21. The distribution of theex@ negatively skewed, with
most of the scores on the higher ranges. This mibatshere were students with
adequate knowledge and a few with very low knowdedccording to the scale
set, most students had average and good knowledge.
4.5.5 Comprehensive correct knowledge levels on Hlahd AIDS
According to UNESCO, having comprehensive knowéedgeans that a student
is able to correctly identify two major methods pfeventing the sexual
transmission of HIV and reject three most commarallanisconceptions. In this
study comprehensive correct knowledge was definedhb ability to identify
correctly the three effective strategies of prewvenHlIV infection and to reject

three local misconceptions on transmission. Thaskided; abstinence, fidelity
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and correct consistent condom use. The local megmions included; HIV
transmission through kissing, shaking hands witkedred persons and through
mosquito bites. The observed results are presémféable 4.10.

Table 4.10

Percentage of students with HIV and AIDS comprehenge correct

knowledge
Score Gender Total
Male Female
0 1(0.21) (0000) 1 (0.01)
1 3 (0.63) (0119) 4 (0.39)
2 5 (1.06) (0593) 10 (0.99)
3 14 (2.95) (1730) 21(2.08)
4 83 (17.55) 120.65) 203 (20.10)
5 212 (44.82) 239.61) 453 (44.85)
6 155 (32.77) 165.7&) 320 (31.68)
Total 473 (99.99 537 (1a9.0 1010 (100.00)

Data in Table 4.10 indicates that one male stu¢®i0%) scored a zero on all
the six items. Slightly more (155 = 32.77%) maledsints than female students
(165 = 30.75%) exhibited comprehensive correct Kadge. The findings agree
with those that appear in the Kenya National Bureabtatistics (2010) that
young women possess lower comprehensive corregtlkdge levels (48%) than
their male counterparts (55%). On the whole, ordQ 831.70%) of students had

comprehensive correct knowledge on HIV preventibnese levels are low to
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meaningfully equip students to fully cushion thelwse against HIV infection.
The percentages compares with the general trenddfom young adults on
comprehensive correct knowledge in African coustrie

Information gathered across the qualitativetrimiments suggested very high
knowledge levels of HIV. Student discussants fraamous colleges agreed that
there were about adequate HIV and AIDS materiatlteges including posters.
They said that tutors and deans of students wexiaale for consultation on HIV
and AIDS matters but students rarely consultedrsutm HIV and AIDS issues
outside of the classroom. The college administnatieas evaluated as very
supportive of the HIV and AIDS education. Princgpakpounded on the kinds of
support administration gives. Most of them pointad that colleges distribute
HIV and AIDS materials such as posters, magazpasphlets and text-books to
students whenever they receive such. In addititenskill subject is taught to all
students; students are encouraged to be peer edsjcatd tutors are facilitated to
attend workshops and seminars related to HIV anBSAIWith this kind of
support, students were expected to exhibit verg kigppwledge levels.
4.6 Students’ sexual behaviours and adopted HIV andhIDS prevention
strategies

A major factor associated with HIV transmissie risky sexual behaviour that
includes variables like; concurrent multiple sexpaktners, serial monogamy,
non-use of condoms and commercial sex. To deternhireextent to which
students’ sexual behaviours were associated wehHilV and AIDS prevention

strategies, behaviours that directly impact on HiWection were measured.
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Sexual behaviour was defined by level of sexualiviglgt and sexual
characteristics of students.
4.6.1 Sexual activities engaged in by students

Sexual activities of the students were meakbyevariables such as; ever had
sex, age at sex debut, sex in the last three manithérequency of sexual activity.
The profile of students sexual activities, espécidlose that place them at risk of
HIV infection are presented in Table 4.11.

Table 4.11

Cross-tabulation of students’ level of sexual actity by gender

Sexual Response Gender Total
activity Male (n=473) Female (n=537) n=1010
Ever had sexYes 355 (75.05) 362 (67.41) 717 (71.00)
No 78 (16.49) 130 (24.21) 208 (20.59)
Total 433 (91.54) 492 (91.62) 925 (91.58)
Age at first 14 yrs or less118 (33.24) 20 (5.52) 138 (19.25)
sex 15to 18 yrs 140 (39.44) 97 (26.80) 237 (33.05)
Over 19 yrs 97 (27.32) 245 (67.68) 342 (47.70)
Total 355 (100) 362 (100) 717(100)
Sex in last Yes 359 (75.90) 387 (72.07) 746 (73.86)
six months No 84 (17.76) 127 (23.65) 211 (20.89)
Total 443 (93.66) 514 (95.72) 957 (94.75)
Latestsex Awkago 39(10.86 42(10.85) 81 (10.86)
A month 85 (23.68) 136 (35.14) 221 (29.63)
3months 67 (18.66) 81 (20.93) 148 (19.84)
>3months 168 (46.80) 128 (33.07) 296 (39.68)
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Age at first sexual experience

The proportion of students who report delaysex to a late age is an
important indicator of HIV prevention. The World &lth Organization has
chosen age 14 years and less as an indicator lgfagga at first sex. In this study
about a fifth (19.25%) of students had had sexitalrcourse at an early age while
almost a half (47.70%) of the student stated thal thad their first sexual
experience at a mature age of 19 years and oves.igh time when majority of
teenagers start college life.

This high sex initiation can be explained by fact that college life is marked
by increased sexual exploration and experimentg#aledeji, Titilayo, Balogun
& Mainza, 2009; Marlene & Marlene, 2008). Findingsthis study support The
National Centre for Health Statistics (2005) sttiuiyt revealed that by the age of
23 years, most (90%) people are usually sexuallyeeenced. Grunseit and
Richer (2000) and Kalawole (2010) posit that mastents initiate sex in their
first year in university.

Sex in thelast six months

A follow up question on the sexually activeid#nts on whether they had
engaged in sexual intercourse in the last threetmsoprior to the study was
posed. This is a key indicator in tracking behariohange on the number of
young adults who had ever had sex but had not éadghe past 6 to 12 months.
This is referred to as secondary abstinence. Tlgasore is important for it is
more sensitive to behaviour change as it meas@@nt sexual activity, thus
recent exposure to HIV infection. It captures peogho may have chosen to

change their behaviour by refraining from sex.
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Data in Table 4.10 shows that slightly morgdsits (73.86%) indicated they
had had sex within the last three months than tinds®had reported to had ever
had sex (71.00%). This can be explained by thetfattstudents had been given
the freedom to skip questions they felt not conaflolé to answer. In addition,
under-reporting of sexual activity was highly pbésidue to the sensitive nature
of the study. The inconsistencies as observed cbealdlue to sexually active
students denying that they had ‘ever had sex’. Muates (75.90%) were also
likely to report having had sex in the last six ni@than females (72.076).

Latest sexual encounter

Being sexually active is not always followeg & regular sexual involvement
(Shisana et al, 2005). In this study, although migj@f students (73.86%) said
they had been sexually active within the last sianths prior to the study, a
significant number (males= 46.80%; females=33.0%newnot having a lot of sex
and their last sexual encounter was more than tm@®hs ago. These findings
agree with the findings by Pettifog et al (2004)omMound that 17 percent of
students who had ever had sex had not had sex itash twelve months before
that study was conducted.

4.6.2 Sexual characteristics engaged in by students

Students’ sexual characteristics that weresonrea included; number of life
sexual partners, number of current sex partnepe tf sexual partner at last
sexual encounter and condom use during the lastabexperience. Table 4.12

presents the data.
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Table 4.12

Cross-tabulations of students’ level of sexual chacteristics by gender

Sexual Response Gender Total (%)
characteristic
Male (%) Female (%)

No. of sexual 1 130 (33.59) 176 (45.01) 306 (39.33)
lifetime 2-3 98 (25.33) 138 (35.29) 236 (30.33)
partners 4-5 42 (10.85) 41 (10.49) 83 (10.67)

>5 117 (30.23) 36 (9.21) 153 (19.67)
Total 387 (100.00) 391 (100.00)  778(100.00)
No. of current 1 260 (70.65) 309 (85.60) 569 (78.05)
sexual partners 2-3 90 (24.46) 41 (11.36) 131 (17.97)

4-5 4 (1.09) 6 (1.66) 10 (1.37)

>5 14 (3.80) 5 (1.38) 19 (2.61)
Total 368 (100.00) 361(100.00)  729(100.00)
Partner  type Regular 274 (76.32) 303 (78.29) 577 (77.35)
during last Casual 74 (20.61) 69 (17.83) 143 (19.17)
sexual CSW 11 (3.06) 15 (3.88) 26 (3.49)
encounter
Total 359 (99.99) 387 (100.00)  746(100.00)
Condom use Yes 156 (43.45) 161 (41.60) 317 (42.49)
in last sexual No 203 (56.55) 226 (58.40) 429(157.51)
intercourse

Total 359 (100.00) 387(100.00)  746(100.00)

Number of life-time sexual partners

It is hypothesized that the greater the nuntbesexual partners people have,

the greater their potential exposure to HIV infectwill be. Partner reduction has
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been proven as key to minimizing HIV risks. Amohg sexually active students
39.33 percent reported having one lifetime sexaalner while the rest had had
more than two. This shows that about two in thiteelents were at risk of HIV
infection. More males (66.41%) than females (54.p88ported having had more
than two sexual life partners. Studies show thah @& more open about their
sexual life and tend to report higher numbers ofuak partners than women
(Eaton et al., 2003; Hartnell, 2005; Shinana et24l05).
Number of current life partners

Whereas lifetime number of sexual partners igless insight into the lifetime
risk a college students has been exposed to, thidberuof sexual partners they
currently have better reflects their sexual behardgoAbout 70.65 percent males
and 85.60 percent of female students reported fawy one sexual partner at
the time of the study. This shows a reduction imber of sexual partners. The
current decline in HIV prevalence in countries vhigh HIV prevalence has been
attributed to positive behaviour change among yoaddlts (UNAIDS, 2011).
The findings are also in agreement with those irstnstudies where significant
declines in number of sexual partners have beeerobd among young adults
(National Centre for Health Statistics, Fertilityf-amily Planning and
Reproductive Health, 2005; Zebaal, 2004).

Type of sexual partner during last sex

Three types of sexual partners were measurdtis study. Regular partner
was defined as a spouse, boyfriend or girlfrierasual partner was taken to be a

person one had met and had sex with within a gfesibd of time of between one
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day and a week and after which no sexual relatipnsteveloped while
commercial sex worker (CSW) referred to paid sex.

As observed from Table 4.12 majority of stude(r7.35%) had had last sex
with their regular partners. This indicated thatsioollege students were in
stable relationships and cognisant with dangersngiaging in sex with ar-risk-
groups. Only 26 (3.49%) of sexually active studdrdad had sexual intercourse
with a commercial sex worker. When data was dissgaged by gender almost an
equal number of males (11 = 3.06%) and females=(B388%) had engaged in
paid sex.

Condom use during last sex

Consistent and correct condom use is a key indictitat students have
adopted an effective HIV prevention strategy. Teeas this, students in the study
were asked whether they had used a condom dureiglést sexual intercourse.
About 42.49 percent said they used a condom wightsy more males (43.45%)
than females (41.60%) indicating usage. A substentimber of sexually active
students were not using condoms. However, the dseren number of sexual
partners, regular partnerships and condom use amtmengtudents are indicators
that students in PTTCs had embraced some form\éfprvention.

Discussants across groups and the face-te-ifierviews had mixed views on
students’ sexual behaviours. Some were of the thesvstudents engage in sexual
activities that put them at risk of HIV infectionhile others thought that fellow
students were no longer careless about sex. A disdassant said: “l used to date

many girls but soon | realised the risks involvdtl; friends warned me about
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AIDS. | listened to them. For the last nine monthfiave been with one
girlfriend”.

This argument was countered by a male studbntwas of the opinion that
students, especially males were engaging in riskya practices. He posed:

“... Some of us (students) still fancy dating mays as long as they do
not get to know one another. Students go out orkeveds to have fun
(sex) with other dates who are not their regulatfrggnds. Having a
different partner for a change is sometimes comealgood”.

The college administrators generally agreeat ghromiscuity was rife in
colleges. One dean of students explained that ildvbe very difficult to try and
control sexual behaviour of adults. He pointed that despite clear rules
prohibiting students from sleeping in opposite g&isl hostels, some students
break the rule and spend nights there. He argusdribst students enter colleges
when they are already sexually experienced (soreenarried with children)
while others enter into sexual relationships witillege tutors. The fact that
colleges are of mixed gender was a great challgsgi
4.6.3 Factors motivating risky sexual behaviours
Identifying factors that drive young adults to eggan risky sexual behaviours
can help devise strategies for bridging the gapvéen transfer of HIV and AIDS
knowledge to practice. Therefore, it was importandetermine the main reasons
why students in PTTCs engaged in risky sexual bebavTable 4.13 presents a

profile of the reasons as provided by the students.
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Table 4.13

Reasons motivating risky behaviour among students

Reason Gender Total (%)

Male (%) Female (%)
Away from partner 82 (18.87) 2@7.70) 174 (17.90)
Peer influence 118 (26.00) 135 (26.10) 253 (26.00)
For money 215 (47.40) 255 (49.20) 470 (48.10)
Not satisfied in sex 21 (4.6.0) 10 (1.90) 31 (3.20)
Curiosity 9 (2.00) 15 (2.90) 24 (2.50)
Lust 8 (1.70) 9 (1.80) 17 @9
n= 1010

Table 4.13 presents results which indicate thatepamas the main reason cited
by both males (47.40%) and female (49.00%) as tp sttndents engaged in risky
sexual behaviour. Both gender cited peer presf26®©@%) as the second main
reason. Findings from the FGDs conducted in thidystlso revealed that money,
peer influence and curiosity were major driveretgaging in sex. One female
discussant explained that money “means a lot toestis and girls can do
anything to have it.” Another female put it moreidily thus:

“...Students need money and rich men want to make toxthem the way they
never do to their spouses. The men do anythingtiiegt want to do with the girl

and pay the money and go. They want hard sex. phagtrate into you without

caring and have no time to put on a condom. Somebw feel the pain but the

128



person wants the money. We students love money wecsee money, we go for
it.”

The argument corroborates Abdullahi and Alahill(2013) findings that
majority (69%) of Maiduguri University students eggd in premarital sex for
economic reasons. Biddlecom et al., (2008) and déaei al., (2007) found strong
links between poverty and pre-marital sex espgcationg girls. Girls from poor
backgrounds were tempted to exchange sex for fiaanewards from old and
young rich men. Peers are usually a source of nméition including sex
information. Ramesh (2004) found peer pressure aee hpositive effect on
prevalence of pre-marital sex. lbrahim (2004) ajswsited that due to peer
pressure some students fall into promiscuous bebawvithout realising the
extent they had indulged.

4.7 Perceived risk to HIV infection and HIV prevenion strategies

In order for young people to adopt a HIV preventstrategy, they first have to
think they are at risk of becoming infected witle thrus. Accurate assessment of
one’s own risk to HIV infection is important to gutmn of safe sex practices
(Ndola et al., 2006). In addition, personal expare and familiarity with HIV
and AIDS is associated with more awareness andehigérceived risk of HIV
infection. In this study, three items were usedn@asure the students’ personal
perceptions to chances of acquiring the virus. dihalysis is presented in Table

4.14 and Figure 4.5.
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Table 4.14

Perceived risk to HIV by gender

Variable Gender Tdeal)
Male (%) Female (%)
Know HIV*person*Yes 125 (27.50) 186 (36.50) 311 (32.30)
No 329 GQ@ 324 (63.50) 653 (67.70)
Chance boy/girlfriend Yes 249 (53.30) 251 (50.90) 500 (53.00)
get virus** No 201 (44.40) 242 (49.10) 443 (47.0)

* n= 964 ** N=943

In the study, it was found that 32.30 peragrihe students reported knowing
someone infected by the virus or who had died @3\telated diseases. Slightly
over a half thought that their boyfriend/girlfridsdouse was likely to get HIV
infection. This showed that a substantive numberstodents had first-hand
experience with HIV and AIDS pandemic. Knowing same with HIV or AIDS
is important in realising that we are all vulnefidpito the disease. The findings
concur with what Pettifor et al, (2004) found amd@muth African young adults;
26 percent of 15-24 year olds knew someone liviityp W1V and 45 percent
knew someone who had died of AIDS. Kermyt, Beussld Maughan-Brown,
(2007) reported lower percentages in the same pguhif percent males and 20
percent female students reported having known soeagth AIDS or who had
died of AIDS. Figure 4.5 shows the personal assegsks of the students to the

pandemic.
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Figure 4.5: Students self-assessed risk perceptibmHIV infection
Perception of risk was generally poor with 35.4%6 &3.70 percent of students
perceiving themselves at low risk and no risk retipely. This is despite the
prevalence of risky sexual behaviours among stgdastindicated in table 4.10.
The results support arguments advanced that yowuaple think they are
invincible (Adedeyi et al., 2009). In line with thimany studies have established
poor risk assessment among young adults between2#byears (Adedeyi, 2011;
Akwara et al., 2003; Inungu et al., 2008; Madeleteal., 2011; Menser, 2010;
Ward et al., 2004; and Sutton et al. (2011).

Despite the poor perceptions on risk to HIV, idiscussants acknowledged
that HIV and AIDS is a deadly disease. The diseeas® labelled a ‘silent killer’.
Students stated that it would be difficult to idBnHIV positive people especially
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if they were on ARVs for they look healthy. Suclopke if ‘bitter with the world’
can spread the virus to many unsuspecting peoplewAdiscussants said they
had seen a person die from AIDS. This was mostigighbour and not a relative.
4.8 Discussion of findings from inferential statistal analysis

Chi-square statistical test of independence wag teséest all the hypotheses.
The test was found suitable because it can be wi&bdominal, ordinal or scale
variables and does not require assumptions aboapesiof the underlying
distributions; so it is very versatile. The chi-agel data were obtained from cross-
tabulation analysis and .05 level of confidence wsed to accept or reject each
null hypothesis. Strength of association (effecteliwas measured using
Cramer’s V coefficients and interpreted using teedf descriptors proposed by
Rea and Parker (1992) as:

00 and under .10: negligible association;

.10 and under .20: weak association;

.20 and under .40: moderate association;

.40 and under .60: relatively strong association;

.60 and under .80: strong association; and

.80 and under 1.00: very strong association.
In addition, multiple regression analysis was penied to measure contribution
of each determinant to adopted HIV and AIDS preleenstrategies. The findings

of the tested hypotheses are discussed in thevolipsub-sections.
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4.6.1 HQ There is no significant relationship between socialemographic
characteristics of the students and adopted HIV andAIDS prevention
strategies

In the analysis, two aspects of preventioatsgies were implied; effective
strategies and less effective strategies. Fivepedéent variables were used in
cross-tabulation; gender, age, marital statusgiogli and place of residence
during holidays. Chi-square test of associatioex@amine the relationship of each
variable and adopted HIV and AIDS prevention stiateras performed. Strength
of association (effect size) was measured usingn€ra V coefficients and
interpreted using the set of descriptors proposedRéa and Parker (1992). A
summary of the analysis on the variables is preskint Table 4.15.
Table 4.15
Summary of chi-square test on social-demographic vebles and effective

HIV and AIDS prevention strategies

Variable Chi — square test Cramer's V
Chi square value df Asymp. sig

Gender 7.26 1 0.007 0.085

Age 0.72 2 0.699 0.027

Marital status 5.02 2 0.081 0.070

Religion 16.65 3 0.001 0.130

Place of residence 1.53 2 0.466 0.039
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Chi- square tests of association revealed no sigmif relationship between
marital status, place of residence during holidayd age and adopted HIV and
AIDS prevention strategies. The null hypothesis tbe three variables was
accepted. However, gender and adopted preventicategies were highly
significantly related:y® (1, N=1010) = 7.26p = 0.007. Equally, religion and
adopted HIV prevention strategies was very higigyi§icantly associatedy? (3,
N=1010) = 16.65p = 0.001. When the strength of association was uneds
using Cramer’s V coefficient, all the variables hadgligible influence on
adopted HIV and AIDS prevention strategies with #eception of religion
(13.0%) that had a weak effect. From the obsermatitt seems only religion had
slight influence on a student’s decision to adoffeative HIV and AIDS
prevention strategies.

The significant findings in this study agreghmvhat most researchers have
found on religion and prevention strategies. Famayiand Torimorol (n.d);
Messina (1994); Mulugeta and Berhene (2014); anditdpoli and Regnerus
(2004) all found strong association between refigiand reduction in risk
behaviours and use of HIV prevention strategiedigi®@ is said to provide
guidance on acceptable moral behaviour.

Although the strength of association betweemdgr and adopted HIV
strategies was negligible, the relationship asigex by the p — value was highly
significant. The significant results on the vargalgiender are in line with many
studies that have revealed significant gender riffees in the uptake of HIV and
AIDS prevention strategies. Setsuko et al. (200%) Wetti et al (2011) found

significant differences in condom use with a basards males while Adedeyi et
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al. (2009); Chandra et al. (2011); and Mistra €809 found significant gender
differences with regard to abstinence and fidelitiagu et al. (2012) also found
significant relationship between gender and condme among students in
universities in Kenya (p < 0.001) in both male émhale.

The non-significant results were inconsistenth what most studies have
established over time. HIV infection has been highong the married than in
the unmarried (Kenya AIDS epidemic UPDATE, 2012e@Benson, 2008;
UNAIDS/World Bank, 2008). This implies that marripdople are not practicing
fidelity as expected and the promiscuous ones ateusing condom as a
protection. Studies have also established areaesiflence as an independent
predictor of HIV seroconversion. Hall et al. (20100ng et al. (2006); Mnyika et
al. (1994) and Solomon et al. (1998) all foundrtiséudy groups in urban areas to
significantly differ in seropositivity from ruralgpulations. The urban population
was more likely to be infected; an indication oWldilV prevention strategies
uptake. The non-significant results in this studyld be as a result of the little
variance in the sample in terms of age (93.2 % wetlein below 19 — 24 years
age range); marital status (80.7 % were single) amea of residence (63.4 %
resided in rural areas).

4.6.2 HG, There is no significant relationship between studes’ knowledge
levels on HIV and adopted HIV and AIDS prevention frategies

A chi-square test of independence examined thetior&hip between
students’ knowledge levels of HIV and AIDS (preventstrategies; abstinence,
use of condom, testing for HIV etc and transmissiordes; vaginal sex, blood

transfusion, kissing etc).The knowledge levels wesategorised as; good,
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moderate and poor and adopted HIV and AIDS prewenstrategies were

grouped as; effective and less effective. The icelahip between these variables
was found to be highly statistically significapt(2, N = 987) = 17.83, p = 0.001,

V = .134 but with a weak influence; the independeariable accounted for only

13.4 percent variance in the dependent variable.

Findings indicated that a student’s knowledge leva$ important in adopting
HIV prevention strategies. That is, a student witfh knowledge level was more
likely to adopt an effective HIV prevention stragethan a student with poor
knowledge level. The weak association meant thatedge levels were of little
practical significance in influencing students eit choice and use of effective
HIV and AIDS prevention strategies.

Although a statistically significant relatidng was found between knowledge
about HIV and adopted HIV prevention strategieg, Weak influence between
the variables supports the position of researchdrs posit that despite high
knowledge about the devastating effect of HIV antD®, people are often
reluctant to adopt available preventive strategi®tidies conducted among
students in tertiary institutions by Anyagu et @008); Inungu et al. (2008);
Lindsey et al (2012); Milkowski and Slanger, (20G5)d Sarkar et al. (2005)
demonstrated that high knowledge levels had nonsladéed to significant
behaviour changes in young adults. Ojikutu et 2010) also concluded that
students’ knowledge about HIV and AIDS was not gigantly associated with

the method used in preventing the diseages @.177, p>0.05).
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4.6.3 HO; There is no significant relationship between studes’ sexual
behaviours and adopted HIV and AIDS prevention stréegies

Chi-square test of association revealed that thexseno statistical significant
relationship between students’ sexual behavious aaopted HIV and AIDS
prevention strategies? (1, N = 865) = 2.61, p = 0.106, V = 0.055. The null
hypothesis was accepted. Students’ adopted HIVepten strategies were not
influenced by their sexual behaviours. This wasthier confirmed by the
negligible influence of the independent variable the dependent variable as
demonstrated by the low effect size; the independariables accounted for only
5.5 percent of the variance in the dependent viaigiudents’ who engaged in
risky sexual behaviours were not likely to adoptedive HIV prevention
strategies.

These findings are in line with Baumgartner et(2D09); Stoneburner and
Bear (2004); Wouhabe (2007); Michelle and Adese{ft009); and (Uchenna,
2008) who posit that early sex debut correlatel witreased number of lifetime
sexual partners, lowered intentions to use condon®ubsequent relationships
and increased likelihood of getting infected withetAIDS virus. Other
researchers like Exavery et al. (2011); Maswan§894); and Yanga et al (2012)
reported no association between multiple sex pestaad condom use. Young
adults who had multiple partners either did not c@edoms or were using them

inconsistently.
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4.6.4 HO4 There is no significant relationship beteen students’ perception
to risk of HIV and adopted HIV and AIDS prevention strategies

To determine if there was a significant relatiopsbétween perception to the
risk of HIV (no risk, low risk, moderate risk andgh risk) and adopted HIV
prevention strategies (effective, less effectiveloag students in PTTCs, a chi-
square test of independence was performed. Théioredaip between these
variables was not significant? (3, N = 962) = 6.58, p = 0.09. Students’ adopted
preventive strategy was not dependent on the ekdenhich he or she perceived
himself or herself to be at risk of contracting Hhfection. Cramer V coefficient
(V = 0.083) indicated negligible association betwéee perceptions to HIV risk
and adopted strategies. This meant that even dgigdmo perceived themselves
to be at high risk of contracting HIV infection weemnot likely to adopt an
effective prevention strategy. Therefore, the hyflothesis was accepted.

The findings indicate no agreement between thersplirted perceptions to
HIV risk and HIV prevention strategies. Students this study tended to
underestimate their personal risk (59.1% rated Hedves at low or at no risk).
This may mean students are not ready to adopt HI¥¥ AIDS prevention
strategies. The findings agree with those of Wardl.e(2004) who found rising
HIV cases among college students and low percengdto HIV infection.
Madeline et al. (2011) made similar observatiorisgdents who had multiple
sexual partners perceived themselves at low rigskva@re not using condoms.
Likewise, majority of students in US colleges dat perceive themselves at risk
of HIV infection despite the high prevalence ofkyissexual behaviours in the

colleges (Inungu et al., 2008).
138



4.6.5 HG; Social demographic variables, knowledge levels of IM, sexual
behavioural factors and perception to HIV risk do rot contribute
significantly to adopted HIV and AIDS prevention stategies

Multiple regression analysis was performed to sssehich predictor
variables greatly contributed to adoption of effeetHIV and AIDS prevention
strategies. Data were presented in a model sumrtarghow strength of
correlation and percentage variability in the dejggm variable as accounted for
by all the independent variables. Tables 4.16,,4ahd 4.18 present this data.
Table 4.16

Model summary

Model R R Square Adjusted R Square Std.Error of the Estimate

1 190 .036 .023 49462

a. Predictors: (Constant), Sexual Behaviour, Resele Perceived Risk,
Knowledge, Religion, Age, Gender, Marital status.

The model summary shows a positive relatignsiR= 0.19, between the
predictor variables and adopted HIV preventiontsgigs. The combined linear
effects of the predictor variables explained 36ceet variance in the adopted
HIV prevention strategies. This implied that studémdoption of an effective
HIV and AIDS prevention strategy was moderatelydmted by the eight

determinants.
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Table 4.17

ANOVA

Sum of
Model Squares df  Mean Square F Sig.
1 Regression 5.245 8 .656 2.680 .007

Residual 139.693 571 .245

Total 144.938 579

a. Predictors: (Constant), Sexual Behaviour, Resele Perceived Risk,
Knowledge, Religion, Age, Gender, Marital status.

Table 4.16 shows the test of significance of thelehasing ANOVA. There
are a total of 579 (N-1) degrees of freedom. Witlpr8dictor variables, the
regression effect has 8 degrees of freedom. Thessign effect was statistically
significant; F (8,571) = 2.68, p = 0.007). This icated that the dependent

variable was not by mere chance.
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Table 4.18

Summary model on regression analysis

Unstandardize Standardize:

Coefficients Coefficient:
Model B Std. Erro Bete t Sig.
1 (Constant 1.91¢ 163 11.77¢C .000
Gende -.10zZ .04 -.10z -2.37¢ .018
Age .04¢ .03¢ .06z 1.35¢ A7E
Marital statu -.04z2 .05¢ -.03¢ -73¢ 462
Religior -.02¢ .03z -.03z -.75¢ 452
Residenct .00€ .02¢ .01C 22¢ .81¢
Knowledge -.08¢ .03¢ -.09: -2.25% .025
Perceived Ris -.08¢ .04z -.08: -1.97¢ .049
SexualBehaviou .07¢ .05t .05¢ 1.39( .16t

a. Dependent Variable: Prevention strategies

Multiple regression analysis was used to measuee déterminants that
significantly contributed to participants' adoptiohan effective HIV and AIDS
prevention strategies. As observed in Tables 4rid 416 approximately 36
percent of the variance in the prevention strategaild be accounted for by all
the independent variables together and all the restepredictors were
significantly related to adopted HIV and AIDS pratien strategies; F (8, 571) =
2.68, p = 0.007). However, Table 4.17 that provides model parameters
indicated that gender (3 = -.102, p = .018), knogée (3 = -.093, p = .025) and
perceived risk (3= -.082, p = .049) had significaagative contribution in that
declining order of magnitudeThis indicated that one standard deviation in
increase in knowledge level led to a .093 standaxdation decrease in adoption

of a less effective HIV prevention strategy. The test further confirmed the
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‘importance’ of the three predictors: gendér(139.67) = -2.38p = .018;
knowledge (139.67) = -2.25p = .025; and perceived risk(139.67) = -1.97p

= .049 (the smaller the value of the significanoe ¢he larger the value df
statistic, the greater the contribution of thatdoctor). From the magnitude of the
standardized beta values and the t-statistics,egdmtl slightly more impact than
the other two predictors. As observed, most of tieerminants had little
deterministic influence on students’ adoption ofVHand AIDS prevention

strategies.
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CHAPTER FIVE

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS
5.1 Introduction
This chapter summarises the national context of lPévention strategies in
public primary teacher training colleges, methodglof the study, and the main
findings. In addition, the chapter presents conchs in response to the null
hypotheses that were tested. Finally, recommendafior the present and future
research are provided based upon the findings.
5.2 Summary of the study

The purpose of the study was to investigaterdenants of adoption of HIV
and AIDS prevention strategies among students iRA3T One research question
dealt with HIV and AIDS prevention strategies adabby students in PTTCs.
Four null hypotheses tested the relationship betwsecial-demographic
characteristics such as; (a) gender (b) age (cjtahatatus (d) religion and (e)
place of residence; knowledge levels of HIV souraesmformation, prevention
methods and transmission modes; sexual behavipargeived risk to HIV
infection; and the relative contribution of the csadariables to HIV and AIDS
prevention strategies adopted by students in PTTCs.

Literature related to the study variableshsmatically presented in chapter
two of the study. The findings emanating from tegiewed literature provided
conceptual and theoretical frameworks and direstimn investigating the study.
Both qualitative and quantitative research paradigmere employed in the
conduct of the study. Specifically, a cross-seciatescriptive correlation survey

design was used to gain a holistic understandinthemnrelationship between the
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independent and dependent variables. Ethical mesdior the use of human
respondents were assumed by voluntary consentrticipate in the study by the
respondents.

The PTTCs provided the profiles of the studytipipants; 13 principals, 13
deans of students and 1040 students. Stratifiedoransampling and purposive
sampling methods were utilised to select the stpdyticipants. Data were
collected using anonymous semi-structured quesdioes, individual face to face
interviews guides and focus group discussion guiBesus groups were found to
be effective in enabling spontaneous discussionswirich the discussants
expressed their views, opinions, experiences aetings on HIV and AIDS
related issues. The semi-structured individual runevs were conducted with
each principal and dean who freely provided theérspnal opinions and
perspectives on students’ sexual behaviours ofatieeof HIV and AIDS.

Data collected were analysed using descriptstatistics; percentages,
frequencies, means and standard deviations; apceintfal statistical; chi square
and multiple regression analysis. The statistiagthiBcance was tested at alpha
0.05. The data analysis process comprised of &ialigeneral description of the
data followed by a more comprehensive analysiswvhich research hypothesis
were tested. A detailed discussion and descriptibthe components of this
framework are presented in chapter four but a summithe major findings is
presented in this section.

In the study, it was found that only a limitadmber of students had fully
embraced effective HIV and AIDS prevention stratsgiconsistent correct

condom use (52.38%), remaining faithful to one teuted faithful partner
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(34.95%) and abstinence (20.59). Overall, youngadents were more likely to
use effective HIV and AIDS prevention strategiesrtiolder students. The below
19 years (25.9%) were more likely to abstain froex &nd practice fidelity
(34.47%) than the older students in the age rafd@b gyears and above. There
were important gender differences in adoption &f $krategies. Very few male
students practiced abstinence (16.49%) but condsmemmas high (56.66%). Chi-
square analysis revealed that gender (p = 0.00d)religion (p = 0.001) were
significantly related to adopted HIV preventionaségies. However, gender had a
weaker influence (V = 0.085) compared to religivh=13.0).

Students identified radio, television and teachasstheir most important
sources of HIV and AIDS information. Findings orokriedge of HIV and AIDS
transmission indicted that most students had ahdetuate knowledge. Students
scored better on items on transmission (M = 9.&8~SL.33) than on prevention
(M =9.72, SD = 1.70). A low percentage of studdBts70) had comprehensive
correct knowledge. Saliva (46.34%), kissing (51.308ad attending worship
places and praying regularly (33.66%) were incdlyeidentified as routes of
HIV transmission. There were no substantial vasiaiin knowledge by gender.
In this study, knowledge levels were associatedh WiV and AIDS prevention
strategies adopted by the students (p = 0.001).edexry the association was weak
(V =13.4).

Only 20.59 percent of the college students wadsstinent despite majority
reporting that they were single (80.70%). Amongsberually experienced, 33.24
percent of males and 5.52 percent of females hiidted sex at an age less than

or equal to 14 years. However, being sexually actias not found to be an
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indicator of having sex regularly. A good numberstdidents had not had sex
(male = 46.8%; females = 33.0%) within the laseéhmonths prior to the study.
Thus they were practising secondary abstinence.nVdaé were summarized by
age, the over 27 years olds (52.79%) were founoketthe most sexually active.
Students’ profile on sexual characteristics thatcel them at risk of infection
showed that over time, about two in three studemasl had two or more sexual
partners with more males (66.41%) than females9@4) likely to report
multiple partners. A decrease in risky sexual pcastwas noted. At the time of
the study, 70.65 percent of male students and 85e8€ent of female students
(overall = 78.05%) had only one partner. A very lpgrcentage (3.49%) had had
sex with commercial sex workers. Inferential analyshowed that sexual
behaviours were not significantly related to studeadopted HIV and AIDS
prevention strategies, (p = 0.106).

Analysis on risk perceptions among students alek that many students
(59.00%) perceived themselves at low or no risk décknowledged that their
partners (53.00%) and not them were at risk ofreating the AIDS virus. The
poor perceptions were despite the established gekyal behaviours prevalent in
colleges and the acknowledgement that student(33. knew someone with
HIV and AIDS or a person who had died of AIDS rethdiseases. Chi-square
analysis showed no significant relationship betwperceived risk to HIV, (p =
0.09) and the adopted preventive strategies. Aesitlsl self- assessed HIV risk
level did not influence him or her to adopting ayantion strategy. The strength

of association between the two variables was infsogmt.
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Multiple regression model revealed that only thuagiables had moderate
influence on the HIV and AIDS prevention strategeetopted by the students.
Gender (B =-.102, p = .018), knowledge (B = -.@03,.025) and perceived risk
(B=-.082, p = .049). The higher the knowledge lle¥e student, the more likely
he or she was to use a less effective strateggeBts who perceived themselves
at no risk of HIV infection were unlikely to adoatHIV prevention strategy. On
the same breadth, being (female = 0) increasedchihaces of adopting a less
effective strategy. From the magnitude of the statided beta values and the t-
statistics, gender had slightly more influence thée other two predictor
variables.

5.3 Conclusions of the study

Several determinants that influence adopbbrHIV and AIDS prevention
strategies among college students have been egplomest of them pointing to
the existing gaps between transfer of theory imactice that is manifested in
students’ risky sexual behaviours and the low uptaf HIV and AIDS
prevention strategies.

Of the selected socio-demographic variablgsnder and religion were
important in adoption of HIV prevention strategid$ie findings also point at
important variations in terms of age and genderesponse to HIV prevention
strategies. Therefore, college students cannot diesidered a homogenous
population for which one type of intervention vbké effective.

The high HIV and AIDS knowledge level amongidgnts has not been
translated into safer sexual behaviours that scdaln the spread of HIV

infection. This gap is worrying because HIV prewale is still high in this age
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group. There are also important gender differefmcdsmowledge levels that HIV
and AIDS curriculum need to address. The reviewtedature and findings from
this study depict women to possess lower knowldegels about HIV and AIDS
and both gender still hold misconceptions on HAh&mission. It was concluded
that availability and accessibility of HIV authentnowledge was necessary but
not sufficient in itself to make students adopt Hikévention strategies.

No evidence of association was found betwesna behaviours and adoption
of HIV and AIDS prevention strategies yet a subSshmumber of college
students in the study engaged in risky sexual beleavn addition, students had
a poor appreciation of their risk of HIV infectiamd majority had not adopted the
effective HIV prevention strategies. It was themdaded that students lacked
experience in assessing influence of their riskngkehaviour and perceptions to
HIV risk. There is, therefore, a risk of students taking any HIV prevention
strategy even in future due to the poor perceptidriseir vulnerability.

On the whole, some social-demographic charatitss (age, marital status and
area of residence), knowledge, sexual behavious risk perceptions had
moderate influence on adoption of effective HIV @&lB®S prevention strategies.
5.4 Recommendations of the study

The findings of this study suggest importaireations for future HIV and
AIDS interventions and on students’ health reseant practice. The study
recommendations are in three sets. The first tw® redates to practices that can
improve the uptake of effective HIV and AIDS pretien strategies among
college students through practical actions or galiterventions. The second set

provides information on the areas that may reduiriner research.
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5.4.1 Recommendations for practice

1) Curriculum designers should design differendakdVV interventions for the
heterogeneous student population to address seatéy HIV prevention. The
interventions should emphasise on correct assessvheisk to HIV in order to
increase students’ uptake of HIV and AIDS strategi€here are important
differences among the students in terms of gendérage that call for this. HIV
and AIDS education and prevention programmes iteges should, therefore,
consider more carefully how gender and religion nimatgrsect to influence
adoption of HIV prevention strategies among stuslent

2) The college tutors should ensure that they pveliable, unambiguous and
scientifically accurate information about HIV andIDS to help clear
misconceptions held by the students and to raisevlkeiige and awareness levels
among them. The tutors should deal with specifi¢ Hihd AIDS issues instead of
presenting general information.

3) The college administration should encourage s&eual behaviours and
lifestyles within the college environment. This das done by providing support
to HIV interventions, getting involved in them ampdoviding release time to
tutors and students to attend HIV — related workshand seminars. This will
generally increase tutors and students capacityealing with HIV and AIDS
challenges at personal and social level.

4) All colleges should institute peer educatorsgpaonmes. The peer educators
should be continuously developed to keep abredst dgvelopments in matters
concerning youth and HIV and AIDS. In turn, theylweep their compatriots on

top-of things.
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5) Religious leaders should promote religious valuecluding purity and
faithfulness among the youth who attend serviclss ¢an be done through youth
recreation programmes.

5.4.2 Recommendations for policy

1) The Ministry of Education should consider makiifg skills education that
largely carries HIV education an examinable subj&st implication, students
will learn more on HIV and there is a high possipibf transferring the learnt
knowledge and skills into practice.

2) The government and non-governmental organisatitiould support colleges
in implementing the HIV policies and practices asivegt reducing risky sexual
behaviours among the youth. Specifically, the gorent through the Ministry of
Education can support educational media programfoesyouth in tertiary
institutions where they can voice their challengéh HIV and AIDS.

3) Most young adults receive HIV information fromedia and other electronic
sources. Therefore, the government and groupsatihatcate for prevention of
HIV among the youth should insist on the media, enso the entertainment
industry, to produce programmes that contain resipten sexual content
including HIV messages. This can be achieved throlglding seminars for
writers, producers, and film directors in coopematwith other groups. Similarly,
advertisers can be discouraged from using sex Hlopseducts. Educational
seminars might help to achieve this goal.

4) The Ministry of Education should develop a sygste monitor and evaluate the

effectiveness of college-based HIV and AIDS edacatand its technical and
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behavioural outcomes and impact. In addition, &esliance system to track HIV
prevalence among college students and the colteffecan be developed.

5.4.3 Recommendations for further studies

Taking limitations and delimitations of the currestudy into consideration, the
following areas may be researched on to illumimatee on adoption of effective
HIV and AIDS prevention strategies among young tdul colleges.

1. The scope of the current study can be scaledoumclude students in
universities and other middle-level colleges to smidate the much needed
evidence on determinants that influence studengsltpt HIV protection. Such a
study can be longitudinal in design to establishseh effects in order to cross-
validate findings in the current study.

2. Future research on college students in the Kergatext can focus on other
variables related to adoption of HIV preventiorattgies and not addressed in
this study. Such variables may include and nottédhito; structural factors,
college environment, location of the college, shidehome-background factors
and alcohol, substance and drug abuse.

3. A study to scrutinize how HIV and AIDS educatisndelivered in colleges
would be necessary. This will bring out the gapat thxist in translating HIV
knowledge into practice.

4. A study may be conducted to evaluate the effent@ss of pre-service HIV and
AIDS curriculum in preparing teacher-trainees tdivee the HIV and AIDS
content that leads to behavioural change.

5. A study to investigate factors that make womeores low in HIV knowledge

may be necessary.
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APPENDICES

APPENDIX 1
TRANSMITTAL LETTER

University of Nairobi

P.O .Box 30197 — 00100
Nairobi.

To:

The Principal,

_______Teacher Training College,
P.O Box

Dear Sir / Madam,

RE: DATA COLLECTION FROM YOUR COLLEGE

| write to request for permission to collect datani your college. The study
focus is orf'Determinants of adoption of HIV and AIDS prevention strategies
among students in PTTCs”.The information gathered is for academic purpose
ONLY and will yield only statistical data. Identities pérticipants will remain
confidential. It is hoped that study results wik bmportant to educational
practitioners and policy makers in devising innoxetvays to curb the spread of
AIDS virus.

Attached please find copies of study authorizatiom the Ministry of Education

and a letter introducing the research assistants.
Thanking you in anticipation.
Yours faithfully,

LUCY NJAGI — P.HD STUDENT
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APPENDIX II

INTRODUCTION OF RESEARCH ASSISTANTS

University of Nairobi
P.O. Box 30197 — 00100
Nairobi.
To:
The Principal,
Teacher Training College,
P.O. Box
Kenya.
Dear Sir / Madam,

RE: INTRODUCTION OF RESEARCH ASSISTANTS

The bearers of this letter are members of a resesssistant team conducting a
study in PTTCs countrywide. | would be glad for @sgistance accorded to them
by your college to facilitate in gathering of da#es a way of identification, they

have copies of research permit from the Ministr§edtication.
Thanking you in anticipation.
Yours faithfully,

LUCY NJAGI — PhD STUDENT
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APPENDIX 1l

STUDENTS' QUESTIONNAIRE

INSTRUCTIONS

This questionnaire seeks information from you abfadtors that influence
adoption of HIV and AIDS prevention strategies agstudents in PTTCs. Your
careful, complete and honest responses will agsisbllecting valid data. The
information you give will be used for research ppg@ and any answers you give
will not reflect on you as an individual neither ascollege. Your individual

identity will not be revealed.

The questionnaire has been designed to eyableanswer the items quickly
and easily. In answering this questionnaire, beamind that this iSNOT A
TEST,; the only right answers to the questions are thibaé best explain your

situation or express your views.

Please answer frankly. Where choices are gitiek the option that matches
your answer or write a figure as instructed. Otheewwrite out the information

asked for in the BLANK spaces after the question.

Section A: Social-demographic characteristics

1. What is your genderMale [] Female [ ]

2. What is your age bracket in years? Please pipkogriately.

15-19 [] 23-25[] Over2p]

3. What is your marital status?
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Single[] Married[] Separated [ ]Divorced [ ]

Other (Specify)

4. To which denomination or religion do you beldog

(Please indicate)

5. Where do you stay during holidays?

Rural areas [] Semi-urban areas [ | bddrareas [ ]

6. How often do you attend church services?

Always [ ] Often [ ] Rayel[] Never[]

Section B: Knowledge on HIV and AIDS and means of HV protection

7. Below is a list of sources of HIV and AIDS redtinformation. Using a scale
of 1 to 10, rate the sources that have providedt imbsrmation to you with 1
being the source that has offered greatest infeomatnd 10 the source that has

provided least information to you.

Radio [ ] TV []
Newspapers [ ] Friends [ ]

Parents [ ] Tutors [ ]

Public posters [ ] Health personnel [ ]
Politicians [ ] Religious [ ]
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8. The following are some of the HIV and AIDS transsion routes. Indicate
whether HIV and AIDS can be transmitted through fokowing routes by

ticking either TRUE or FALSE

True False
Unprotected vaginal sex [] []
Using unsterilized needles [] []
Shaking hands with HIV positive [] []
Sharing utensils like plates, cups [] []
Transfusion of untested blood [] []
Sitting on public toilets [] []
Unprotected anal sex [] []
Saliva from people [] []
Kissing people [] []
Mosquito bites [] []
Hugging [] []
Sweat [] []

9. The following are some of the HIV and AIDS preiien strategies. Indicate
whether one can keep free from the AIDS virus kgcpeing one or more of the

following (Tick either Yes or Np
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Yes No

Maintaining one faithful sexual partner [] []

Refusing to donate blood [] []
Using sterilised needles [ []
Not attending discotheque [] []

Abstaining from sexual intercourse [1 [1]

Attending church regularly and praying  [] []

Using condoms correctly during sex [1 T[]

Reducing the number of sexual partners [1T11

Preventing pregnancy in infected mothers [] []

Selecting sexual partners carefully [] []
Testing to know HIV status [ []
Taking drinks containing lemon [1 []

10. From the given list, tick the HIV and AIDS pestion strategy (methods) that
you always use to prevent yourself from contractflly virus.(Can tick more

than one).

Test for HIV status []

Douching []
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Ask about sex history of a partner | [

Remain faithful to one sexual partner [ ]

Prompt treatment of STDs/STIs []
Used a male/female condom 1 [
Abstain from sex []
Withdrawal []

Section C: Sexual behavioural factors

11. Do you currently have a regular sexual partif@@gular means a spouse,

boy or girlfriend).

Yes [] No []

12. Now think back. At what age did you have yowstfsexual experience?

(Indicate age in years).

Years [ ] I am still a virgin [ ]

13. When did you last have sexual intercourse?

Within the last one week []

Within the last one month [ ]

Within the last three months [ ]

More than three months ago [1]
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Others (specify)

14. With whom did you have the last sex with?
Regular partner (spouse, boy/girlfriend)[ ]
A casual sexual partner (not regular) [ ]
A prostitute (paid for the services) [1]

Others (please specify)

15. Did you use a condom during the last sexua¢eapce?

Yes|[ ] No [ ]

16. Have you had sexual intercourse in the lastnsdnths with anyone else?

(‘Else’ means not your regular sexual partner).
Yes|[ ] No [ ]
17. How many sexual partners do you currently have?
0-1 partner [ | 2-3 partners [ ]
4 -5 partners [ | more than 5 partners [ |
| do not have one at present [ ]
18. How many sexual partners have you ever hadun fe?

0-1 partner[ | 2-3 partners[ ] 4more partners[ ] None][ ]
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Section D: Perceived Risk

19. Do you know of a person who is infected with/Hir died of AIDS related

illnesses?

Yes [] No []

20. Following the normal course of your life, witkt you think are the chances

that you might get infected with HIV virus?

No chance [ ] Low chance [ ] Moderate chance [ ]

High chance [ ] Do not know [ ]

21. a) Do you think chances are high for yoienfd to get HIV infection ?

Yes [ ] No ][

b) Provide reason(s) for your respons&lifa).

22. Why do you think you are at risk/ not at riglelete the one that does not

apply to you) of contracting HIV virus?

THANK YOU FOR YOUR COOPERATION
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APPENDIX IV
INTERVIEW GUIDE FOR DEANS’' OF STUDENTS AND COLLEGE
PRINCIPALS
COLLEGE CODE:
Introduction
This is a visit to familiarize with the ways coleegtudents in PTTCs prevent
themselves from HIV infection. It is not an evaloatof you as a Principal or a
Dean, your college or the students. | would likeget a realistic picture of the
HIV and AIDS prevention strategies that studentyehadopted and what
influences such options. | have a number of speqifiestions that | would like us
to discuss.
Section A: Background Information

1. Gender:

2. Age bracket
25-30 [ ] 31-35 [ ] 36 — 40][
41-45 [ ] Over 50 [ ]

3. Position held

Principal [ ] Acting Principal [ ]
Dean [ ] Acting Dean [ ]
4. How long have you been working in your preserstijion? years

5. For how long have you been in this college? years
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Section B: Students’ sexual behavior
6. Generally speaking what would you say aboutsdweual behaviours of the
students in your college?
» Probe on promiscuity.
» Probe on cases of cohabitation in college hostels.
» Cases of pregnancies.
» Probe on records of students suffering from STI§, bF any deaths
that could be linked to AIDS.
Section C: Administrative support in preventing spread of HIV
7. Does the college administration support studentiseir efforts to prevent HIV
infection?
» Probe on availability of condoms within the reatlstodents e.g. Condom
dispensers in the washrooms.
» College rules concerning residential/l hostel areas
> Availability of appropriate HIV and AIDS preventiomessages e.g.
invitation of counselors, HIV and AIDS victims, hiapersonnel’s etc to
lecture to students; materials on HIV and AIDS.
» Clubs e.g. HIV and AIDS clubs.
» Visibility of HIV and AIDS messages such as posténs college,
classrooms etc.
8. Does the college administration encounter chg#en trying to assist students
modify their sexual behaviour?
» Probe on whether the challenges are due to ageadrgs; marital status;
ethnicity, religion etc.
9. What other factors are important in changing sle&ual behaviour of the
students?
» Probe on cultural, socio-economic, personal factors

THANK YOU FOR YOUR TIME
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APPENDIX V
FOCUS GROUP DISCUSSION GUIDE WITH STUDENTS (1hr)

A. During the introduction (5 min)
What should the moderator do?

Give the introduction; greet the participardsse purpose of the discussion
and agree on the ground rules. For instance, "Goathing, my name is
and | will be facilitating our discussion. With me __ who will assist in
steering the discussion. Today, we are here tousissevhy despite the corpus
knowledge available on HIV and AIDS young peoplatoaie to be afflicted by
the deadly virus. We would like to explore deteramts that hinder or facilitate
adoption of prevention strategies among young @eoglet me thank you for
availing yourselves. Your comments during the dismn; both positive and
negative will be very important. Remember thereraveight or wrong answers.
What is important is that | hear you talk. So spepleven if your thoughts, ideas

or opinions differ with those of other participaftits

What the moderator should say about the procedure

"My colleague will take short notes as we d& The notes will be used later
to write a summary of our discussion. However, rigygort will not identify any
one of you by name. This is an informal discussiod, therefore, do not wait to
be called upon to contribute to the discussion! free to talk. Please, speak in
turns so that the researcher can jot down the itapbipoints. Since we have
many topics to discuss, in only one hour, | mayngfeathe topic to move ahead. |

will try to come back to the topic at the end of sassion if we have time."
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What should the moderator say about self-introduction?
"Let's do a quick round of introductions. Rleaell us your name, marital
status, and number of children if any. You can #dlous the region where you

come from."

B. Starting with the discussion
What should the Research Assistant do?
v' Take notes on what is being said.
v' Take notes on what she/he can observe.
What should the moderator do?
Pose the T question (10 min)
“What do you understand by the term safe sex?"
v Probe for prevention strategies known to the stteden
v Probe whether they practice any of the strategl@shwthey mention.
v" Probe on what hinder students from adopting cerstiategies and
why they prefer others.
Pose the % question (10 min)
“Do friends share/exchange their sexualptners in college?”
v' Probe for other sexual practices e.g. use of sgs, teharing of
phonographic material, swapping sexual partners.
v" Probe on sexual health e.g. disinfecting the ses s they share
them; use of preventive measures when they shateeps etc.
v" Probe on knowledge of risks involved due to suctiices
Pose the 3th question (10min)
“Do college students practice casual sex?”
v' Probe whether students practice prostitution/comialersex and
reasons that drive them to this.
v" Probe on average number of sexual partners andofathanging
sexual partners.
v" Probe on circumstances that encourage casualgaxagtying, discos,

etc.
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Pose the 4th question (10min)

“Does the college environment discourage promisayr?”
v Probe for rules and regulations regarding resideateas.
v Probe for college life-style.

Pose the 5th question (10min)

“Do you know of a student in your college who is ifected or has died of

HIV and AIDS related ilinesses?
v" Probe on knowledge on AIDS-related illnesses.
v Probe on whether students stigmatize such students.
v" Probe on whether such sick students encourage thechange to

positive sexual behaviour.

v" Probe on the students’ perceptions to HIV and AIB&. example, do

they consider themselves to be at risk of contngdtilV infection.

C. During the discussion
The moderator should:
v’ Steer the discussion.
v Ensure the discussants are on the topic.
v' Keep time.
D. Ending the discussion (5 min)
What the moderator should say:
“This is the end of our discussion. Do you have quagstions? On behalf of my
colleague | would like to thank each one of yougarticipating in the discussion.
Your input is extremely valuable. Have a nice time.
What the research assistant should do.
v" Pack any items they could have carried along aneday to leave.
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APPENDIX VI
TRAINING GUIDE FOR RESEARCH ASSISTANTS

PREPARATION FOR COLLEGE VISIT
A. College to visit
The colleges where the main survey will be condlietdl have been informed in
advance about your intended visit. Please ensuat ytbu are sure of the
following regarding each college you are goingitity
» Date and the time at which you must go to the gelle
» Location of the college and how to get there; and
» Letter from the Ministry authorizing the study.
B. Data collection materials for each college
For each college to be visited, you should haveived the following:
» 90 students’ questionnaires
» A maximum of 4 interview guides for college Priraigf Dean of
Students
A maximum of 2 Focus Group Discussion Guides fodshts
2 notebooks (for use during FGD; interviews)

2 ball points

Y V VY V

A soft HB pencil, sharpener, eraser

» 1 wrist- watch (your own).
C. Check the instruments
Ensure that you have with you all the aforementiomaterials. It is essential that
there are no missing pages in the questionnair&e T@ach copy of the
guestionnaire and go through it checking that eyaye is printed and the order
of pages is right. If a page is missing or is udedde because of smudging, get a

good one to replace it.
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ON ARRIVAL AT THE COLLEGE

The college Principal will be informed of your inted visit in advance.

However, due to some reason, this may not have pessible. If this is the case,

explain the purpose of your visit and present gttt of authorization from the

Ministry to the college Principal.

A. Give an overview

Explain to the college Principal (or whoever in eathat day) that no

participant will be identified as part of the datalection. Inform the

Principal of what you will require from the colieg

v
v

v
v
v

Two second year classes which the researchersandlomly select

40 students from each randomly selected classclHss has more than
40 students, for example, 45, let the extra 5oiift the questionnaire
but mark the excess ones (they will not form péthe analysis).

A separate room to conduct FGD with 8 students

The college Principal to respond to the intervieams

The Dean of Students to respond to the interviemst

B. Select classes and students to fill out questizaires

>

Obtain 29 year class registers /lists check that you hagethrent
year class registers /lists and NOT those of amogkar. Make sure
that the registers/lists are up-to-date. Studerite have left college
completely should have been deleted from the redist.

From the lists/registers randomly select two clagbat have a student
population of 40.

If there are more than 40 students in each cladsctsthose with a
number close to 40.

In cases where all classes have a similar numbstudénts, e.g. 40 or
45, use the simple random technique with replacénteselect two
classes.

If there are classes with less than 40 studengsdéficit can be made

by randomly selecting students from anoth¥ny2ar class.
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C. Select students to participate in FGD

After the students have filled out the questioremirrandomly select 4

students (2 males; 2 females) from each classrtipate in FGD. The total

FGD participants for each college should be 8 sitede

INTRODUCING STUDENTS TO THEIR TASKS

>

Explain the purpose of the study. Also explain that students’ identities
will remain confidential and that the study aims dbtain summary

statistical information across all the colleges antito obtain information

about individuals. Insist on the students thainfijlin the questionnaires
will provide valuable information about future neefdr teacher training

on HIV and AIDS.

Explain that the questionnaire will cover a widaga of items including

socio-demographic, behavioural, knowledge factpesception etc. The

student should 'tolerate’ questions that soundopalsand provide

responses as honestly as possible.

Emphasize the that all the questionnaire itemslghmeianswered and no
blanks should be left unless necessary (whereténe does not relate to
the person).

Have each student complete his/her questionnanlependently. It is

important that the students do not copy from eableroor discuss any of
the questionnaire items.

After the students complete filing out the quest@ires collect all of them

and remember to thank them for their cooperation.

NOTE: Check each page of the questionnaire as you piek tto ensure

there is no missing data or inconsistencies. Famgte, if a student states she

is a virgin, then the item on first sex debut skddag blank.
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Focus Group Discussion

The discussion should be conducted immediatelyr aftee filing out of
guestionnaires exercise. Details on how to cartytlo&l discussion are contained
in the FGD facilitator’s guide.

Interviews
The principal researcher will conduct face-to-fanterviews with the college

Principal and the Dean of Students as studentsuilthe instruments.
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APPENDIX VII

PUBLIC PRIMARY TEACHER TRAINING COLLEGES

Name Region (Province)

. Baringo Teachers Training College

. Mosoriot Teachers Training College

. Kericho Teachers Training College

. Tambach Teachers Training College

. Kamwenja Teachers Training College

. Kilimambogo Teachers Training College
. Murang’a Teachers Training College

. Thogoto Teachers Training College

Egoji Teachers Training College

Meru Teachers Training College

St. Mark’s Kigari Teachers Training College
Machakos Teachers Training College
Kitui Teachers Training College
Shanzu Teachers Training College
Garrisa Teachers Training College
Bondo Teachers Training College
Asumbi Teachers Training College
Migori Teachers Training College
Kaimosi Teachers Training College
Eregi Teachers Training College
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Rift Valley
Rift Valley
Rift Valley
Rift Valley
Central
Central
Central
Central
Eastern
Eastern
Eastern
Eastern
Eastern
Coast
North Eastern
Nyanza
Nyanza
Nyanza
Western

Western



APPENDIX VI

RESEARCH PERMIT
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