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Abstract
State of the art word alignment models such as IBM Models (Pietra et al., 1993), hidden Markov model (HMM) (Vogel et al., 1996), and the jointly-trained symmetric HMM, contain a large number of parameters such as word translation, transition and fertility probabilities, that need to be estimated in addition to desired alignment variables. The common method of inference in such models is expectation–maximization (EM) (Dumpster et al., 1977) or an approximation to EM when the exact EM is intractable. The EM algorithm finds the value of parameters that maximizes the likelihood of the observed variables. However, with many parameters to be estimated without prior, EM tends to explain the training data by over fitting the parameters. A well documented example of over fitting in EM-estimated word alignments is the case of rare words, where some of these words act as ‘garbage collectors’ aligning to excessively many words on the other side of the sentence pair (Pietra et al., 1993). Moreover EM is generally prone to getting stuck in a local maximization of the likelihood. Finally EM is based on the assumption that there is one fixed value of parameters that explains the data, that is, EM gives a point estimate. The over fitting problem mentioned among others has been alleviated by the use of word alignment model that uses Bayesian theorem that uses Gibbs sampling for inference as published by (Mermer et al., 2013). This approach has been successively applied to English, Arabic, Chinese and a host of other languages. It has however not been investigated for a Bantu language.

This research aimed at exploring the efficacy of a Bayesian based word alignment model for Kiswahili-English statistical machine translation problem. To achieve this, a Kiswahili-English corpus extracted from the Kiswahili-English corpus based on Tanzania constitution (Wagacha, 2014, unpublished source) with approximately 23 thousand pairs of sentences was used to train a Bayesian alignment model. The research shows that Bayesian model outperforms EM in the majority of test cases in Kiswahili-English corpus used. Further analysis reveals that the proposed method addresses the rare word problem. It also achieves higher vocabulary coverage rates. For example when using Bayesian, English has 3111 and Kiswahili has 2886 vocabularies compared to EM with 2544 and 2695 vocabularies. This research shows that Bayesian based alignment model can be used to improve alignment in Kiswahili-English statistical Machine Translation.
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CHAPTER ONE: INTRODUCTION

1.1 Background of Study

Bantu Language of Swahili is spoken by more than fifty million people in East Africa and central Africa, however it is surprisingly resource scarce from a language technological point of view (De Pauw et al., 2009). An increasing number of publication however are showing that carefully selected procedures can indeed boost language technology for Swahili.

Word alignment can be considered the backbone of Statistical Machine Translation. When Statistical Machine Translation shifted from word based to phrase based paradigm, still remained the base for most phrase-based, hierarchical and syntactic SMT systems (Guzman et al., 2003). Word alignment is a crucial early step in the training pipeline of most statistical machine translation systems (Koehn, 2010). Whether the employed models are phrased-based or tree-based, they use the estimated word alignments for constraining the set of candidates in phrase or grammar rule extraction (Chiang, 2007). As such, the coverage and accuracy of the learned phrase/rule translation models are strongly correlated with those of word alignment. Given a sentence-aligned parallel corpus, the goal of word alignment is to identify the mapping between the source and the target words in parallel sentences. Since word alignment information is usually not available during corpus generation and human annotation is costly, the task of word alignment is considered as an unsupervised learning problem (Mermer et al., 2013).

State of the art word alignment models such as IBM Models (Pietra et al., 1993), hidden Markov model (HMM) (Vogel et al., 1996), and the jointly-trained symmetric HMM, contain a large number of parameters such; word translation, transition and fertility probabilities, that need to be estimated in addition to desired alignment variables.

The common method of inference in such models is expectation maximization (EM) (Dumpster et al., 1977) or an approximation to EM when the exact EM is intractable. The EM algorithm finds the value of parameters that maximizes the likelihood of the observed variables. However, with many parameters to be estimated without prior, EM tends to explain the training data by over fitting the parameters. A well documented example of over fitting in EM-estimated word alignments is the case of rare words, where some of these words act as ‘garbage collectors’.
aligning to excessively many words on the other side of the sentence pair (Pietra et al., 1993). Moreover EM is generally prone to getting stuck in a local maximization of the likelihood. Finally EM is based on the assumption that there is one fixed value of parameters that explains the data, that is, EM gives a point estimate.

The research proposed a Bayesian model in which prior distribution on the parameters will be utilized. The alignment is inferred by integrating over all possible parameter values. Word translation probabilities will be treated as multi-nominal- distributed random variables with a sparse Dirichlet prior. Inference is performed via Gibbs sampling which samples the posterior alignment distribution. The research compared EM and Bayesian alignments on the case of IBM models 1 and 2.

The Bayesian model was able to overcome the over fitting problem inherent in maximum likelihood training. The inferred alignment was evaluated in terms of end-to-end translation performance on various language pairs and corpora.

In this project, the research is organized as follows; chapter 2, Literature review i.e. some related work; chapter 3, the methodology, where we dwell deeper in the proposed model; chapter 4, Evaluation of results and finally chapter 5, Conclusion and Recommendation.

1.2 Statement of the Problem
State-of-the-art word alignment models such as IBM, hidden markov and jointly trained-trained symmetric hidden markov models contain a large number of parameters e.g. word translations, transition and fertility probabilities that need to be estimated in addition to the desired alignment variables. This has been used in many languages around the globe. The common method of inference is expectation maximization (EM). However with many parameters to be estimated i.e. word translation, transition and fertility probabilities, which need to be, estimated in addition to desired alignment variables without prior, EM tends to explain the training data by over fitting the parameters, a good example is that of the rare words. Moreover EM is generally prone to getting stuck in local maximum of likelihood. EM is also based on the assumption that there is one fixed value of parameters that explain the data.
This research proposes a Bayesian model that utilizes the prior distribution on the parameters. The Bayesian model overcomes the over fitting problem inherent in maximum likelihood training by placing prior probabilities on the model parameters for the Swahili language, hence address the rare word problem.

1.3 Research Objectives
This outlines the objectives of this project. This was the guiding principle throughout the research period. The research identified three main objectives of the project. The first objective entailed designing of a basic Bayesian word alignment model for English-Swahili statistical Machine Translation of phrases based translations. The second objective entailed development of a prototype based on the above model devoid of over fitting problems, sticking to local variable and assumptions of one fixed local variable. The third objective entailed the evaluation of the model in terms of its performance using an extrinsic evaluation measure with BLEU and intrinsic evaluation measure using Alignment Error Rate.

In addition to the above key objectives, the research identifies others like; comparing of Bayesian model to EM model in terms of performance, test that the model solves the problem of over fitting and sticking to local maxima problem.

These can be summarized as follows;

1. To design a basic Bayesian word alignment model for Kiswahili-English SMT
2. To develop a prototype based on the above model.
3. To evaluate the model in terms of its performance.

1.4 Purpose of the Study
The purpose of the study is to study the use of Bayesian Model for Word alignment in Swahili-English Statistical Machine Translation. The research focuses on Bayesian word alignment model Swahili-English word alignment .Bayesian model will address the major problems of EM which are over fitting problem and high fertility rare word among others mentioned previously in this document.
1.5 Justification and Significance of the Study

From this project, the significance becomes evident in that a better word alignment model will be proposed. This model will be crucial to users as well as developers of Statistical Machine translation (SMT) that performs word alignment for English-Swahili translation. This model is effective compared to the classical EM, since it addresses various problems that are always encountered in EM e.g. over fitting problems, high fertility rare words and intractable optimization problem.

The model will determine the rate at which any word or words will be aligned from the source (English) to target (Swahili) hence efficiency.

1.6 Scope and Limitation of the Study

The study focused mainly on word alignment of sentences or words from English to Swahili (a popular native language commonly used in most parts of East Africa) using Bayesian model. Expectation Maximization (EM) is the only traditional model that the research was being compared to the proposed model in this project. Due to limited time the research may not analyze Bayesian model’s performance compared to EM’s, in details, but instead restrict itself to designing of a model, development of its prototype and its evaluation.
CHAPTER TWO: LITERATURE REVIEW

2.1 Overview
The literature review was based on identifying and accessing various preliminary or primary sources of relevant information. The research used online books and journals as well as sites and articles to get the immense knowledge word alignment models.

Through the online references as well publications, led to identification of other viable secondary sources of information that has aided much in this research for example the English-Kiswahili corpus.

2.2 Swahili
Swahili is widely spoken in East Africa. It has approximately 80 million speakers spread across several countries such as Tanzania and Kenya, where it has an official status, Uganda where it is a national language, and in regions that border these countries in Malawi, Mozambique, the Democratic Republic of Congo, Rwanda, Ethiopia and Somalia (Ng’ang’a, 2005).

It is a highly inflecting language where both prefixes and suffixed morphemes play an important grammatical role. The functions of prefixes are particularly important in both nominal and verbal morphology.

2.3 Statistical machine Translation
2.3.1 Introduction

Statistical machine translation (SMT) is a machine translation paradigm where translations are generated on the basis of statistical models whose parameters are derived from the analysis of bilingual text corpora. The statistical approach contrasts with the rule-based approaches to machine translation as well as with example-based machine translation.

The idea behind statistical machine translation comes from information theory. A document is translated according to the probability distribution \( P(e|f) \) that a string \( e \) in the target language (for example, English) is the translation of a string \( f \) in the source language (for example, French).
For a rigorous implementation of this one would have to perform an exhaustive search by going through all strings $E^*$ in the native language. Performing the search efficiently is the work of a machine translation decoder that uses the foreign string, heuristics and other methods to limit the search space and at the same time keeping acceptable quality. This trade-off between quality and time usage can also be found in speech recognition. (Och, 2005)

Common examples include Asian Online, Babel Fish, Translator, Google translate, Jollo and SYTRAN among others

2.3.2 Benefits

The most frequently cited benefits of statistical machine translation over rule-based approach are:

- **Better use of resources**
  - There is a great deal of natural language in machine-readable format.
  - Generally, SMT systems are not tailored to any specific pair of languages.
  - Rule-based translation systems require the manual development of linguistic rules, which can be costly, and which often do not generalize to other languages.

- **More natural translations**
  - Rule-based translation systems are likely to result in Literal translations. While it appears that SMT should avoid this problem and result in natural translations, this is counterbalanced by the fact that using statistical matching to translate rather than a dictionary/grammar rules approach can often result in text that include apparently nonsensical and obvious errors.

2.3.3 Types of SMT

i) **Word-Based Translation**: An example of a word-based translation system is the freely available GIZA++ package (GPLed), which includes the training program for IBM models and HMM model and Model 6. (Shane, 2005)

ii) **Phrase-based translation**

iii) **Syntactic-based translations**
iv) Hierarchical phrase-based translation

2.3.4 Challenges of SMTs
i) Sentence Alignment
ii) Statistical Anomalies
iii) Data dilution
iv) Idioms
v) Different word order
vi) Out of vocabulary (OOV) words

2.3.5 English-Swahili Machine Translation
The increasing amount of digitally available, vernacular data has prompted researchers to investigate the applicability of corpus-based approaches to African language technology. (De Pauw et al., 2009), in their research they develop a SAWA corpus project that attempts to collect and deploy a parallel corpus English-Swahili not only for the straightforward purpose of developing machine translation system but also to investigate the possibility of projection of annotation into a resource-scarce African language. According to (Schimid, 1994), each text in the SAWA corpus is automatically part-of-speech tagged and lemmatized using the TreeTagger for the English part. These extra annotation layers allow (De Pauw et al., 2009) to perform more accurate automatic word alignment on the basis of factored data.

2.4 Automatic Word Alignment
They performed word alignment experiments using GIZA++ on the factored data of the SAWA corpus. However from the results they got, this method is underwhelming on Words. The main problem in training a GIZA++ model for language pair English-Swahili is the strong agglutinating nature of the latter. There is no parallel corpus exhaustive enough to provide enough linguistic evidence to unearth strongly converging alignment patterns e.g

I have turned him down
Nimemkataa
Morphologically deconstructing the word however can greatly relieve the sparse data problem for this:

The isolated Swahili morphemes can more easily be linked to their English counter parts since there will be more linguistic evidence in the parallel corpus, linking for example *ni* to *I* and *m* to *him*.

(De Pauw *et al.*, 2009a) acknowledges of having no morphologically aligned gold standard data available, so evaluation of the morpheme-based approach was to be done in a roundabout way. First they morphologically decomposed the Swahili data and run GIZA++ again. Next, they recompiled the Swahili words from the morphemes and grouped the word alignment links accordingly. Incompatible linkages were removed and simple majority voting resolves ambiguous alignment patterns.

The SAWA corpus was randomly divided into a 90% training set and a 10% test set. The SMT system was built on the training set and evaluated on the test set using the standard machine translation evaluation measures BLEU and NIST. The results were compared to those of Google translate system for Swahili.

<table>
<thead>
<tr>
<th>Source: (De Pauw <em>et al.</em>, 2009).</th>
</tr>
</thead>
</table>

Error analysis showed that the SAWA system had significant difficulties generating morphologically correct Swahili words. Swahili-English translation, De Pauw’s *et al.* (2009) system fared better, not hampered by the morphological generation issues of the target language. In this case, the SAWA system was able to outperform the Google system by a significant margin.
2.5 Standard EM for Word Alignment

Problems with the standard EM estimation of IBM Model 1 were pointed out by (Moore, 2004). A number of heuristic changes to the estimation procedure, such as smoothing the parameter estimates, were shown to reduce the alignment error rate, but the effects on translation performance were not reported. (Zhao and Xing, 2006) address the data sparsity issue using symmetric Dirichlet priors in parameter estimation and they use variational EM to find the maximum a posteriori (MAP) solution. (Vaswani et al, 2012) encourage sparsity in the translation model by placing a prior on the parameters and then optimize for the MAP objective.

(Zhao and Gildea, 2010) use sampling in their proposed fertility extensions to IBM Model 1 and HMM, but they do not place any prior on the parameters. Their inference method is stochastic EM (also known as Monte Carlo EM), a maximum-likelihood technique in which sampling is used to approximate the expected counts in the E-step. Even though they report substantial reductions in the alignment error rate, the translation performance measured in BLEU does not improve.

Bayesian modeling and inference have recently been applied to several unsupervised learning problems in natural language processing such as part-of-speech tagging (Goldwater et al., 2007), (Gao et al., 2007), word segmentation, grammar extraction (Mochihashi et al., 2009) and finite-state transducer training (Chiang et al., 2010) as well as other tasks in SMT such as synchronous grammar induction (Blunsom et al., 2009) and learning phrase alignments directly (DeNero et al., 2008).

Word alignment learning problem was addressed jointly with segmentation learning by (Xu et al, 2008), (Nguyen et al, 2010), and (Chung and Gildea, 2009). As in this paper, they treat word translation probabilities as random variables (with an associated prior distribution).

In (Xu et al., 2008), a Dirichlet Process prior is placed on IBM Model 1 word translation probabilities. In (Nguyen et al., 2010), a Pitman-Yor Process prior is placed on word translation probabilities in a proposed bag-of-words translation model that is similar to IBM Model 1. Both
studies utilize Gibbs sampling for inference. However, alignment distributions are not sampled from the true posteriors but instead are updated either by running GIZA++ (Xu et al., 2008) or using a “local-best” maximization search (Nguyen et al., 2010).

On the other hand, a sparse Dirichlet prior on the multinomial parameters is used in (Chung and Gildea, 2009) to prevent overfitting. Bayesian word alignment with Dirichlet priors was also investigated in a recent study using variational Bayes (VB) (Riley and Gildea, 2012). VB is a Bayesian inference method which is sometimes preferred over Gibbs sampling due to its relatively lower computational cost and scalability. However, VB inference approximates the model by assuming independence between the hidden variables and the parameters.

2.6 Bayesian Models and Variational Bayes

2.6.1. Variational Bayes

(Riley & Gildea) in their research to improve the performance of GIZA++, they states that Variational Bayes closely resembles the usual form of EM algorithm which assumes that the parameters and hidden variable are independent and is thus an approximation of Bayesian Model.

Beal (Beal, 2003) gives a detailed derivation of a variational Bayesian algorithm for HMMs. The result is a very slight change to the M step of the original EM algorithm. Beal asserts that during the M step of the original EM algorithm, the expected counts collected in E step are normalized to give the new values of the parameters;

\[
\theta_{x_i|y} = \frac{E[c(x_i|y)]}{\sum_j E[c(x_j|y)]}
\]
2.6.2. Bayesian models and EM

Thus, there are many benefits to be gained from introducing these Dirichlet priors into the model. Unfortunately, adding a prior over the parameters means that we cannot use EM directly. This is because the EM algorithm makes implicit independence assumptions. First it holds the parameters fixed and optimizes the hidden variables with respect to them; then it holds the hidden variables fixed and optimizes the parameters. EM algorithms typically rely on dynamic programming to compute expected counts for hidden variables.

These dynamic programming algorithms are possible because, for a non-Bayesian model, the parameters are treated as fixed quantities rather than random variables. Thus the probabilities of the hidden variables decompose according to such a model, and there is no independence assumptions required for the E step. For the M step, the assumption is that the parameters can be optimized independently of their effects on the hidden variables, and it is this assumption that makes the EM algorithm an approximate algorithm which converges on the solution rather than finding it directly.

For the Bayesian model, on the other hand, the parameters are random variables, and thus they are interdependent with the hidden variables; both are conditioned on the fixed hyper parameter. This makes it impossible to compute exact expected counts for all the hidden variables with respect to the parameters during the E step, and this is why EM cannot be used with Bayesian models.

Thus, according to (Riley & Gildea, 2012) if Bayesian model was to be used, then one must resort to approximate algorithms. Johnson (2007) tested two such approximate Bayesian algorithms, Gibbs sampling and variational Bayes, and found variational Bayes to be superior.

2.6.3. Bayesian Model

According to (Riley & Gildea, 2012), they took a Bayesian stance and suggested that the parameters themselves have been drawn from the probability distribution. They say that the parameters of this kind were to be referred to as hyper parameters which are denoted by $\alpha$. Therefore by choosing their values appropriately, the model can be biased towards learning sort of parameters they (Riley & Gildea, 2012) they would like it to learn.
The goal of Bayesian methods is to compute the likelihood of a new data point $x^{n+1}$. This involves integrating over the model parameters and the hidden states both of which are now encompassed by $\theta$. They are combined into one variable because in a Bayesian model, the parameters act as hidden variables: they, like the hidden variables are random variables that have been drawn from a probability distribution.

### 2.6.4 Conceptual Model

It is a **model** made of the composition of concepts that thus exists only in the mind. It is used to help us know, understand, or simulate the subject matter they represent.

In the below diagram, the model to be, has been conceptualized. The description is as follows;

**Step 1:** The corpus (parallel text) is fed into the model. The corpus is important since it has Swahili and English correspondences. This facilitates the learning of the model.

**Step 2:** The corpus is then processed in a learning module of the Bayesian alignment model. In this step, there is a dirichlet prior process that performs the probabilities of both source and target vocabularies.

**Step 3:** The vocabulary files are then passed to what we can term as the ‘database’ of the model in order for transition and emission will take place. In this step, issues concerning the sentence rules will be addressed.

**Step 4:** The vocabulary files are then passed in a construction module that ensure the words/phrases aligned to the target are making sense. This process is iterative, i.e. the files will keep on passing back and forth to component module. This is where the Gibbs sampler algorithm sits. Its work is to keep on checking that the words/sentences have been aligned correctly based on the probability distributions of parameters.

**Step 5:** The phases/words are then passed through the alignment module. This step, the phrases aligned will be confirmed.

**Step 6:** Finally the target output (a translated word or phrase). This is the final translated pair of sentences in Swahili and English.
Fig 2.1 - Conceptual Model.
CHAPTER THREE: METHODOLOGY

3.1 Introduction
Statistical Machine Translation is crucial when it comes to natural language processing. EM (Expectation Maximization) has been the method of choice for most word alignment, which has its own bottlenecks.

This research was to investigate the use of Bayesian model for Word alignment in Swahili-English Machine Translation. Therefore, in this section; the research established various procedures employed to conduct scientific research for the success of this project. It looked at methodologies e.g. design of the model, data collection, model platform and coding and evaluation. The methodologies were used in order to achieve the objectives being studied.

3.2 Research Design
This section methods and procedures employed to conduct scientific research will be discussed. The design of a study defines the study type and sub-type, research question, hypotheses, independent and dependent variables, experimental design, and, if applicable, data collection methods and analysis.

Design of Bayesian Alignment Model
The research relied heavily on the literature review in order to come up with a model. Literature from Moses tool kit was instrumental since it had a Giza++ model that incorporates EM algorithm which built the foundation of my proposed model.

For better results, research work directly related to Bayesian models or Bayes, was crucial to the design. Probabilistic algorithms also played a very important role. Gibbs algorithm is a probabilistic algorithm, and therefore studying other related algorithm proved to be instrumental to the designing of the proposed model.
Development of a prototype

Data Collection

Data collection was crucial for actualization of the model prototype, based on the information gathered earlier in the literature.

The means of data collection was secondary, whereby a corpus containing Kiswahili-English sentences was used.

Acquiring the corpus was one thing and preparing it another thing. For instance the following tasks would have to be performed to the corpus to make it viable for use;

- **Tokenisation**: This means that spaces have to be inserted between (e.g.) words and punctuation.
- **Truecasing**: The initial words in each sentence are converted to their most probable casing. This helps reduce data sparsity
- **Cleaning**: Long sentences and empty sentences are removed as they can cause problems with the training pipeline, and obviously miss-aligned sentences are removed.
- **Generating Files**: From the corpus, both the English Kiswahili sentences are copied and pasted into two different files after the above three processes have been done. The original corpus is a simple English phrases/words with their Kiswahili (foreign) correspondences.

Model platform and coding

The following tools and languages were needed

- Perl Active state, (for coding the model, which is perl language)
- Linux Preferably Ubuntu 11(operating system) and above,
- Moses Tool kit with Giza++
- Computer with minimum requirements of 2GB RAM and core i3 processor
Evaluation of the model

Pairs of aligned sentence were the output after executing the model. The same corpus was also run through GIZA++. Since the two models used different algorithms which were the centre of the research, outputs (aligned sentences/phrases) from both algorithms were crucial for evaluation of the model.

Bilingual Evaluation under study (BLEU) an evaluation tool, which comes with Moses toolkit was used. The tool sampled all the phrases/words and determined the quality of the alignments in both models.

3.3 Data Collection

3.3.1 Data Source

The data used in this project was secondary data. Unlike traditional data collection methods, a corpus was acquired based on different context. Below is a summary of the corpus. Additional information was available from Moses decoder website on how to carry out the translation.

Table 3.1: Summary of Corpus

| Source: Courtesy of Prof. P. Waiganjo (Unpublished source) |
3.3.2 Analyzing Corpus.
From the above summary, it is clear about the various domains of corpora that are being used. The whole point of using various domains is to enhance the performance of the alignment model and better training.

Table 3.2 Sample Corpus

<table>
<thead>
<tr>
<th>Utangulizi</th>
<th>universal declaration of human rights</th>
</tr>
</thead>
<tbody>
<tr>
<td>azimio la ulimwengu juu ya haki za binadamu</td>
<td></td>
</tr>
<tr>
<td>Utangulizi</td>
<td>preamble</td>
</tr>
<tr>
<td>Kwa kuwa kukiri heshima ya asili na haki sawa kwa binadamu wote ndio msingi wa uhuru,haki na ya watu wote</td>
<td>Whereas recognition of the inherent dignity and of the equal and inalienable rights of all members</td>
</tr>
<tr>
<td>amani duniani.</td>
<td>peace in the world</td>
</tr>
<tr>
<td>Kwa kuwa kutojali na kudharau haki za binadamu kumesababisha vitendo vya kinyama ambavyo vimeharibu dhamiri ya binadamu</td>
<td>Whereas disregard and contempt for human rights have resulted in barbarous acts which have outraged the conscience of mankind</td>
</tr>
<tr>
<td>na kwa sababu Azimio la ulimwengu ambalo litawafanya binadamu wafurahie uhuru wao wa wakusema, kusadiki na waa kutoogopa chochote limekwisha kutangazwa kwamba ndio hamu kuu ya watu wote.</td>
<td>, and the advent of a world in which human beings shall enjoy freedom of speech and belief and freedom from fear and want has been proclaimed as the highest aspiration of the common people,</td>
</tr>
</tbody>
</table>
From the above, two columns are seen, the Swahili and English correspondence. From the above summary, the project uses the constitution of Tanzania as the corpus. The project domain is the constitution of Tanzania.

For preparation, each column was extracted and saved in its file with extension dot txt or dot csv. This is vital since the model will interpret the formats comfortably.

Below is an extracted English word from the Declaration corpus. The file is placed on the excel work sheet but saved as a dot csv file for the model to recognize it.

![Fig 3.1: English file (Eng Declaration.csv).](image-url)
Below is an extracted English word from the Declaration corpus. The file is placed on the excel sheet but saved as a dot csv file for the model to recognize it.

![Excel Sheet Image](image)

**Fig3.2: Kiswahili (Kisw Declaration.csv)**

### 3.4 **Model Design**

Systems design is the process of defining the architecture, components, modules, interfaces, and data for a system to satisfy specified requirements.

#### 3.4.1 Corpus Preparation

The original corpus has lots of impurities which has to be removed. The corpus needs to undergo various processing steps in order for it to be fed into the model.

To prepare the data for training the translation system, the following steps had to be performed:

- **Tokenization**: This means that spaces have to be inserted between (e.g.) words and punctuation.
- **True casing**: The initial words in each sentence are converted to their most probable casing. This helps reduce data sparsity
- **Cleaning**: Long sentences and empty sentences are removed as they can cause problems with the training pipeline, and obviously mis-aligned sentences are removed.

**Generating Files**

From the corpus, both the English Kiswahili sentences are copied and pasted into two different files after the above three processes have been done. The original corpus is a simple word.

Below is a diagram that describes the general process the corpus will go through until our target output is obtained which is the aligned text in Swahili. It is a simple flowchart that is meant to open our eyes on the next diagram, which is our model. From the diagram below, we can deduce where our model sits.
RECEIVE TRAINING DATA COMPRISING ONE OR MORE SETS OF PARALLEL TEXTS

LEARN FULL WORD TRANSITION MODELS AND EMISSION MODELS OF BAYESIAN FROM TRAINING DATA

INPUT SOURCE PHRASE

OUTPUT TARGET PHRASE ALIGNMENT

MORE SOURCE PHRASES?

EVALUATE WORD ALIGNMENT MODEL TO ALIGN SOURCE PHRASE TO TARGET PHRASE

START

TRAINING DATA (PARALLEL TEXTS)

BAYESIAN MODEL COMPONENTS

CONSTRUCT PHRASE LEVEL BAYESIAN BASED WORD ALIGNMENT MODEL

DONE

Fig 3.3: Translation Process
3.5 Bayesian Model for Word Alignment in Swahili-English SMT

The diagram below has been extracted from the previous one in Fig 3.3; the transition from Fig 3.3 to the one in figure 3.4 is meant to explain our model in detail. Remember the above diagram was general; the research has pinpointed the part that is Bayesian model.

Fig 3.4: Model Architecture
3.5.1 Illustrative Example
This section explains the working of the model using real examples. It outlines the following areas; Training data (parallel text), training data, which contains vocabulary files generated by the model; learning model that has the dirichlet prior process for probability distributions; Bayesian model components; construction module, which has the Gibbs sampling module for probability sampling distribution; phrase alignment which performs phrase alignment after all the probability distribution, and finally the target output.

Table 3.3: Corpus Example

<table>
<thead>
<tr>
<th>English</th>
<th>Swahili</th>
</tr>
</thead>
<tbody>
<tr>
<td>the united republic of Tanzania</td>
<td>Jamhuri ya muungano wa tanzania</td>
</tr>
<tr>
<td>The constitution of the united republic of</td>
<td>Katiba ya jamhuri ya muungano wa Tanzania</td>
</tr>
<tr>
<td>Tanzania of 1977</td>
<td>ya mwaka 1977</td>
</tr>
<tr>
<td>preamble</td>
<td>utangulizi</td>
</tr>
<tr>
<td>Chapter one</td>
<td>Sura ya kwanza</td>
</tr>
<tr>
<td>The united republic, political parties</td>
<td>Jamhuri ya muungano, vyama vya siasa</td>
</tr>
</tbody>
</table>

The table above is a sample corpus which was used in the illustration. It has both English and corresponding Kiswahili sentences as extracted from the corpus based on the constitution of Tanzania (courtesy of Prof. P. Waiganjo (Unpublished source)).

The corpus will be converted to vocabulary files, that is, English and Foreign (Kiswahili) vocabulary files. In summary, the sentences on the left are to be mapped to the sentences on the right in each row. For example, the sentence “The united republic of Tanzania” will be mapped to the Swahili sentence “jamhuri ya muungano wa tanzania”.

The table above is a sample corpus which was used in the illustration. It has both English and corresponding Kiswahili sentences as extracted from the corpus based on the constitution of Tanzania (courtesy of Prof. P. Waiganjo (Unpublished source)).

The corpus will be converted to vocabulary files, that is, English and Foreign (Kiswahili) vocabulary files. In summary, the sentences on the left are to be mapped to the sentences on the right in each row. For example, the sentence “The united republic of Tanzania” will be mapped to the Swahili sentence “jamhuri ya muungano wa tanzania”.
Fig 3.5: Output from the model

In the above figure outlines the output and what it entails. This is the final output from the Bayesian model.

# Sentence pair (1)
the united republic of tanzania
NULL ({} ) jamhuri ({} ) ya ({} 2 5 ) muungano ({} 4 ) wa ({} 1 ) tanzania ({} 3 )

# Sentence pair (2)
the constitution of the united republic of tanzania of 1977
NULL ({} ) katiba ({} ) ya ({} ) jamhuri ({} ) ya ({} 8 )
muungano ({} 3 7 9 ) wa ({} 2 ) tanzania ({} 1 4 6 ) ya ({} 5 )
mwaka ({} ) 1977 ({} 10 )

# Sentence pair (3)
preamble
NULL ({} )

utangulizi
({} 1 )

# Sentence pair (4)
chapter one
NULL ({} ) sura ({} 2 ) ya ({} 1 ) kwanza ({} )

# Sentence pair (5)
the united republic, political parties
NULL ({} 3 4 ) jamhuri ({} ) ya ({} 2 ) muungano, ({} ) vyama ({} ) vya ({} 1 ) sinaa ({} 5 )

In line one, the model extracts and labels the first row to #Sentence pair (1) and aligns the contents in that particular pair.

Line two is the English sentence that is to be translated to Kiswahili.

Line three is the translated Kiswahili sentence. This sentence has parts that need to be explained in order to make sense. First, is the “NULL” word is a default word that is added to the foreign vocabulary. This is because the word “the” does not have a matching word in Kiswahili and
therefore should be aligned to the word “NULL” so that it does not go unaligned. The “NULL” word is simply a default word in cases where there is no corresponding foreign vocabulary.

The curly braces (\{e f\}), stores the word counts based on fractional count, what we call viterbi alignment. In the braces, there are up to three parameters. The (\{e f\}) implies the number of times English word e appears in the same sentence as French word f.

For example (\{\}) implies that the words “NULL” and “jamhuri” have zero occurrence in this particular sentence.

In the (\{2,5\}) implies the number of times the word “of” appears in the same sentence of Kiswahili, for example the word “ya” can match in most cases with “of” or “for”.

3.5.2 Model process

Training Data

In table 3.3 above, is a corpus of Kiswahili-English words based on the constitution. The column for both Swahili and English were copied each in Eng.txt and Kisw.txt. These two files (parallel text or corpus) were fed into the model.

Training Data

The files entered into the model are converted to English vocabulary and Kiswahili vocabulary files, and stored as Evcb and Fvcb e.g

‘The’, ‘united’, ‘republic’, ‘of’ and ‘Tanzania’- will be stored in Evcb

‘Jamhuri’, ‘ya’, ‘muungano’, ‘wa’ and ‘tanzania’- will be stored in Fvcb

The vocabulary files are now ready for training.

Learning Module (Dirichlet prior process)

The data is then passed to the Learning module. In this module there is a Dirichlet Process prior. Word translation probabilities will be treated as multi-nominal- distributed random variables with a sparse Dirichlet prior. The Dirichlet prior will prevent over fitting of parameters.
There is a tuning adjustment parameter module that is supposed to tune parameters obtained from the learning module.

<table>
<thead>
<tr>
<th></th>
<th>the 3091</th>
<th>2 jambhuri 205</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>united 237</td>
<td>3 ya 2337</td>
</tr>
<tr>
<td>4</td>
<td>republic 207</td>
<td>4 muungano 174</td>
</tr>
<tr>
<td>5</td>
<td>of 2425</td>
<td>5 wa 1082</td>
</tr>
<tr>
<td>6</td>
<td>tanzania 73</td>
<td>6 tanzania 50</td>
</tr>
<tr>
<td>7</td>
<td>constitution 144</td>
<td>7 katiba 194</td>
</tr>
<tr>
<td>8</td>
<td>1977 1</td>
<td>8 mwaka 12</td>
</tr>
<tr>
<td>9</td>
<td>preamble 1</td>
<td>9 1977 1</td>
</tr>
<tr>
<td>10</td>
<td>chapter 15</td>
<td>10 utangulizi 1</td>
</tr>
<tr>
<td>11</td>
<td>one 31</td>
<td>11 sura 18</td>
</tr>
<tr>
<td>12</td>
<td>kwanza 36</td>
<td></td>
</tr>
</tbody>
</table>

**Fig 3.6a and 3.6b Distribution of words in both E and F.**

\[
P(E, F, A | T) = \prod_{e=1}^{V_e} \prod_{f=1}^{V_f} (t_{e,f})^{N_{e,f}} \prod_{s} \frac{P(e)}{(I + 1)^T} \tag{4}
\]

\[
t_c \sim \text{Dirichlet}(t_c; \Theta_c)
\]

\[
f_{j|a, e, T} \sim \text{Multinomial}(f_{j|e}; t_{ea,j})
\]

In the above formula, \(E\) is all the English words and \(F\) are all the Kiswahili words. \(V\) is the vocabulary words for both \(E\) and \(F\).

The probability of the words in English and Kiswahili will be summed up from both \(E\)vcb and \(F\)vcb as in **Figs 3.7(a) and (b)** and assigned probability distribution with theta as 0.0001, after finding the number of times a given word occurs in English as well as in Kiswahili.

\[
\theta_{e,f} = \theta = 0.0001
\]

The translation probabilities are the main output in this process e.g.
In our example

“The united republic of Tanzania” - “jamhuri ya muungano wa Tanzania”

Based on fig 3.7, probable parameters were generated.

The null 1.00
The jamhuri- 1.00
United muungano 1.00
Jamuhuri republic 1.00
Of wa 1.00
Tanzania Tanzania 1.00
Bayesian Model Components

All the translation probabilities will be sending to the module that has transition, emission and fertility components. In this module, both phrase and word alignment try find a suitable position based the source text. It’s key to note that there are probabilities from which the model continues to learn.

This model components tries to take care of the sentence rules in the below example. Then align the sentence according to the higher probabilities obtained for every sentence pair.

![Sentence Alignment Example]

Construction Module (Gibbs Sampling)

For better results phrase and word probabilities will be sending back and forth to another module called the construction module. This module has the Gibbs Sampling algorithm. Gibbs sampling, a stochastic inference technique produces random samples that converge in distribution to the desired posterior. In general, for a set of random variables $z=\{z_j\}$, a Gibbs sampler iteratively updates the variables $z_j$ one at a time by sampling its value from the distribution $P(z_j|z^{-j})$, where $\neg j$ denotes the exclusion of the variable being sampled in Fig 3.7.

The Gibbs sampling formula is found as : (Mermer & Saraclar, 2013)

$$P(a_j = i|E, F, A^{-j}; \Theta) = \frac{N_{e_i,f_j}^{-j} + \theta_{e_i,f_j}}{\sum_{f=1}^{V_F} N_{e_i,f}^{-j} + \sum_{f=1}^{V_F} \theta_{e_i,f}}$$

To infer the posterior distribution of the alignments $P(A|E,F;\Theta)$, Gibbs sampling, a stochastic inference technique that produces random samples that converge in distribution to the desired posterior. In general, for a set of random variables $z=\{z_j\}$, a Gibbs sampler iteratively updates the variables $z_j$ one at a time by sampling its value from the distribution $P(z_j|z^{-j})$, where $\neg j$ denotes the exclusion of the variable being sampled.
In the generative model, $N^j$ denotes the number of times the source word type $e_i$ is aligned to the target word type $f_j$ in $A$, not counting the current alignment link between $f_j$ and $e_{aj}$.

Table 3.4: Gibbs Sampling Algorithm for IBM Model 1 (Mermer & Saraclar, 2013)

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialize $A$.</td>
</tr>
<tr>
<td>2</td>
<td>for $k = 1$ to $K$ do</td>
</tr>
<tr>
<td>3</td>
<td>for each sentence-pair $s$ in (E, F) do</td>
</tr>
<tr>
<td>4</td>
<td>for $j = 1$ to $J$ do</td>
</tr>
<tr>
<td>5</td>
<td>for $i = 0$ to $I$ do</td>
</tr>
<tr>
<td>6</td>
<td>Calculate $P(a_{ij} = i</td>
</tr>
<tr>
<td>7</td>
<td>Sample a new value for $a_{ij}$</td>
</tr>
</tbody>
</table>

The Gibbs algorithm, is supposed to group both the E and F sentence in pairs. It matches the E to F sentences and iterate for all other sentence pair. In this example, the output is as shown below;

```python
# Sentence pair (1)
the united republic of tanzania

NULL ({} ) jamhuri ({} ) ya ({} 2 5 ) muungano ({} 4 ) wa ({} 1 )
tanzania
( {} 3 )
```

Phrase Alignment module

After the Gibbs sampler has finished sampling, the possible outcome of alignments is passed to phrase alignment module which generate possible alignments from the probability outcome from the previous module.

Finally, we get the output as the target phrase as in Fig 3.5
3.6 Prototype Development.

3.6.1 System requirements

System requirements define how user requirement shall be met by the system.

The system requirements have been divided into two: Functional requirements and non-functional requirements.

3.6.1.1 Functional requirements

The system should meet the following requirements:

1) Manage to align sentences from source to target, giving at least 60% accuracy in that domain.
2) The system should give similar accuracy in other domains.
3) Translations should not take more than thirty seconds i.e. time between submitting a text for translation and the resulting translated text.

3.6.1.2 Non-functional requirements

These requirements are not the core functionalities of the system. However, they play a role in ensuring a better presentation of functional requirements. They are:

1) Efficiency: thus ensuring better utilization of the limited memory resources and optimizing the speed of the machine.
2) The system will provide services in optimal speed of translation.
3) The system will have the ability to learn if new data is submitted.

3.6.1.3 Hardware and software requirements

Minimum Deployment Environment

PC /Laptop core i3 and above – available with at least the following:

1) Linux operating system Ubuntu—10.04 plus
2) Moses decoder
3) Giza ++ for training the parallel corpora
4) Perl script interpreter
5) Bayesian Model for training the corpora
3.6.1.4 Merits of using Perl and Linux OS

1) Perl is able to interact with the Linux shell thus it can be able to pass commands to the terminal
2) Linux is open source hence most open source products are tailored for Linux in this case Moses decoder is tailored for Linux
3) With Linux it’s easy to interact with the system resources and it is also easier to manage them.

3.6.2 Model platform and coding

The following tools and languages will be needed

- Perl Active state, (for coding the model, in Perl programming language)
- Linux Preferably Ubuntu 11 (operating system) and above,
- Moses Tool kit with Giza++
- Computer with minimum requirements of 2GB RAM and core i3 processor.

All the key components in the model were coded using Perl, especially the Dirichlet prior process and the Gibbs sampling as seen in the Algorithm

3.6.3 Parallel Corpus Used

The data used in the model is a parallel corpus based on the constitution of Tanzania. It has Swahili and corresponding English sentence.

The corpus is in a word document and therefore it had to be papered (refer corpus preparation under data collection).

3.6.4 Actual Transformation

Having the model ready in Perl file, it is now time to test whether it is working.

Step 1: Copy the Swahili and English phrases from the word document to two separate files (One in Swahili and the other in English) and save them as dot txt or csv (.tx or .csv) extensions e.g Eng_Const.txt.

Step 2: Copy the two files on the desktop and rename the files as follows:
Eng_Const.txt as E
Kisw_Const.txt as F

Step 3: On Linux terminal we run the following commands from the Desktop, our model is saved as vin.pl (this is the extension given to all the perl codes);

```bash
cd Desktop/
perl vin.pl E F out
```

**Fig 3.8**: Model Execution in Perl on a Linux terminal.

The $E$ denotes our source file and $F$ denotes our target or foreign. $E$ and $F$ are the previous Eng_Constitution.txt and Kis_Constitution.txt respectively. They have simply been renamed. The Bayesian model starts executing by;

- Reading the English vocabulary size.
• Reading foreign vocabulary size.
• Per word perplexity: Perplexity can be considered to be a measure of on average how many different equally most probable words can follow any given word. Lower perplexities represent better language models, although this simply means that they 'model language better', rather than necessarily work better.
• Average choice per English word.

The next line that follows is the real execution line by line. The model then reads data into @E Corpus and @F Corpus and then outputs E and F vocabularies i.e. Fvcb and Evcb respectively. Once the model completes the execution, three files are generated which will be display on the desktop, namely Entropy, Time taken to Execute and Out.A3.final

**Fig 3.9: Sentence Pair output**

From the above sentence, five pairs of sentence have been extracted from the main output file. The pairs are Swahili and the corresponding English alignments.
On line 9, the model takes into consideration of the number of words (i.e. 10) and their scores as per from the entropy table.
CHAPTER FOUR: EVALUATION

4.1 Evaluation Methodology
In this section, I will be discussing the evaluation methodology. Have large data set to draw my data set from; the methodology of choice will be simple Random Sampling. Each individual is chosen randomly and entirely by chance, such that each individual has the same probability of being chosen at any stage during the sampling process, and each subset of $k$ individuals has the same probability of being chosen for the sample as any other subset of $k$ individuals.

4.2 Fertility and Over fitting
Bayesian model solve key weaknesses of EM which are;
- Explanation of the training data by over fitting the parameters, a good example is that of the rare words.
- Tendency of getting stuck in local maximum of likelihood.
- Assumption that there is one fixed value of parameters that explain the data.
- Inability to take into account fertility.

In this section, we discuss how Bayesian model addresses at least two if not all the weaknesses.

4.2.1 Experimental Procedure
The EM algorithm finds the value of parameters that maximizes the likelihood of the observed variables. However, with many parameters to be estimated without any prior, EM tends to explain the training data by over fitting the parameters.

Over fitting occurs when a statistical model describes random error or noise instead of the underlying relationship. Over fitting generally occurs when a model is excessively complex, such as having too many parameters relative to the number of observations. A model which has been over fit will generally have poor predictive performance, as it can exaggerate minor fluctuations in the data (Leinweber, 2007)

Over fitting arise due to
- Increase in the length of sentence- determined by the number of words in the sentences.
- Number of new words introduced.
For the case of (i), twenty sentences out of 500 hundred sentences were sampled using the simple random sampling method. The sentences were then subjected to both EM and Bayesian Models and compared the results in a graphical representation.

Table 4.1: Sample Sentences (Sentence Length)

<table>
<thead>
<tr>
<th>Sentences</th>
<th>Sentence Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>20</td>
</tr>
<tr>
<td>S2</td>
<td>19</td>
</tr>
<tr>
<td>S3</td>
<td>17</td>
</tr>
<tr>
<td>S4</td>
<td>16</td>
</tr>
<tr>
<td>S5</td>
<td>15</td>
</tr>
<tr>
<td>S6</td>
<td>15</td>
</tr>
<tr>
<td>S7</td>
<td>14</td>
</tr>
<tr>
<td>S8</td>
<td>14</td>
</tr>
<tr>
<td>S9</td>
<td>12</td>
</tr>
<tr>
<td>S10</td>
<td>12</td>
</tr>
<tr>
<td>S11</td>
<td>12</td>
</tr>
<tr>
<td>S12</td>
<td>10</td>
</tr>
<tr>
<td>S13</td>
<td>11</td>
</tr>
<tr>
<td>S14</td>
<td>8</td>
</tr>
<tr>
<td>S15</td>
<td>9</td>
</tr>
<tr>
<td>S16</td>
<td>7</td>
</tr>
<tr>
<td>S17</td>
<td>7</td>
</tr>
<tr>
<td>S18</td>
<td>6</td>
</tr>
<tr>
<td>S19</td>
<td>5</td>
</tr>
<tr>
<td>S20</td>
<td>5</td>
</tr>
</tbody>
</table>

The sampling was performed using the RAND function in excel. From a total sentence of 500, twenty were sampled out and rearranged from S1….S20 in an excel table from which a graph was plotted as in Fig 4.1. The sentences sampled had different length (determined by the number of words in a sentence). From the above table, it was observed that the longest sentence had 20 words (inclusive all parts of a sentence) while the shortest sentence had had 5 words.
From the graph above, over fitting increase with increase in the length of the sentences in the case of EM model, while in Bayesian model, there are no traces of over fitting since it has been taken care of.

**ii) Number of New words introduced.**
The sampling was performed using the RAND function in excel. Again from a total sentence of 500, twenty were sampled out and rearranged from S1….S20 in an excel table from which a graph was plotted as in Fig 4.2. The sentences sampled had different length (determined by the number of new words introduced). From the below table, it was observed that the sentence with most new words introduced had 3, while the sentence with the fewest new words had 0.
Table 4.2: Sample Sentences (New words introduced)

<table>
<thead>
<tr>
<th>Sentences</th>
<th>No. of New Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>3</td>
</tr>
<tr>
<td>S2</td>
<td>3</td>
</tr>
<tr>
<td>S3</td>
<td>2</td>
</tr>
<tr>
<td>S4</td>
<td>2</td>
</tr>
<tr>
<td>S5</td>
<td>2</td>
</tr>
<tr>
<td>S6</td>
<td>2</td>
</tr>
<tr>
<td>S7</td>
<td>2</td>
</tr>
<tr>
<td>S8</td>
<td>2</td>
</tr>
<tr>
<td>S9</td>
<td>2</td>
</tr>
<tr>
<td>S10</td>
<td>2</td>
</tr>
<tr>
<td>S11</td>
<td>2</td>
</tr>
<tr>
<td>S12</td>
<td>2</td>
</tr>
<tr>
<td>S13</td>
<td>2</td>
</tr>
<tr>
<td>S14</td>
<td>2</td>
</tr>
<tr>
<td>S15</td>
<td>2</td>
</tr>
<tr>
<td>S16</td>
<td>1</td>
</tr>
<tr>
<td>S17</td>
<td>1</td>
</tr>
<tr>
<td>S18</td>
<td>1</td>
</tr>
<tr>
<td>S19</td>
<td>1</td>
</tr>
<tr>
<td>S20</td>
<td>0</td>
</tr>
</tbody>
</table>
Let’s look at an example of over fitting situation

**Illustration of how Bayesian Model overcomes over fitting.**

**Example 1: Length of Sentence (Determined by number of words)**

In this illustration, over fitting is investigated based on the sentence length and how this affects EM as a model.

The sentence has 15 words in the English sentence. The significance of this experiment is to show how over fitting is caused in EM due to the length of the sentence. The longer the sentence results to high rates of over fitting. The experiment shows how Bayesian model overcomes this problem.

Below are probabilities for the word **“Kuchaguliwa”** from EM model output
From the results, EM model in Giza++ tried to sum the probabilities of the word ‘Kuchaguliwa’ and it did not come up with probable English correspondence. Therefore we see over fitting of the sentence to ‘house of representatives’ only hence ignoring the word ‘Kuchaguliwa’ which plays a very important role as a parameter.

**Bayesian Model Output**

On the other hand, the Bayesian model overcomes over fitting by taking into consideration all the parameters and assigns them to possible matches in the foreign word. Therefore during alignment, there is no single (parameter) word that will be over fit to the foreign sentence.
Example 2: Fertility Problem New words

Over fitting problem is also evident in situation where we have high fertility rate. EM is unable to handle fertility arising towards the foreign sentence. The example below, the sentence “Kudumisha muungano” has lots of words introduced in English, that is, “management of affairs concerning union matters”. From the probabilities below, EM fail to handle fertility and hence miss-aligns the word “Kudumisha” to “Union”.

The word “Kudumisha” can be considered to be new word. Therefore the introduction of this word in the sentence has an effect on over fitting in the EM model. New words tend to be ignored by the EM model hence get miss-aligned.

Probability for the word ‘Kudumisha’

kudumisha union 0.5000000

kudumisha the 0.0147059

kudumisha . 0.0222222

EM Output (From phrase table)

It is evident in this EM output that the alignment is wrong.

kudumisha muungano ||| the union . ||| 1 0.089488 1 0.022792 ||| |
0-0 0-1 1-1 0-2 ||| 1 1 1 ||| |||

The results indicate that EM matched ‘kudumisha’ to Union which is not true. The word was picked without considering the neighboring words/parameters which matters a lot in the alignment of the sentence.

It can also be interpreted that EM ignores the said word or simply miss-aligns it because it is rare in the phrase table.
Bayesian Output
On the other hand, Bayesian model takes into consideration all the word(s) and the neighbors too. It is shown that Bayesian model, takes care of fertility and therefore able to give the correct alignment of the sentence “the management of affairs concerning union matters”.
From the Bayesian output, the new word is taken care of, hence assigned appropriate probability. This eventually leads to better alignment since the other parameters are considered.

# Sentence pair (84)
the management of affairs concerning union matters
NULL ({ 2 3 4 }) kudumisha ({ 1 5 }) muungano
({} { })
CHAPTER FIVE: CONCLUSION AND RECOMMENDATION

5.1 Introduction
Bantu Language of Swahili is spoken by more than fifty million people in East Africa and central Africa, however it is surprisingly resource scarce from a language technological point of view (De Pauw et al. 2009). An increasing number of publication however are showing that carefully selected procedures can indeed boost language technology for Swahili.

Word alignment can be considered the backbone of Statistical Machine Translation. Having looked at the most classical alignment model EM, there is need to kick start the Swahili language with better language technology.

The research developed a Bayesian model based on Gibbs sampling algorithm that was used to improve the alignment of the native language Swahili.

Sample data was a corpus of about 300 thousand words, approximately 180 thousand sentences. However due to limited time, the research dwelt on a domain based on the Tanzanian constitution with a total of 56 thousand sentences- end to end, approximately two thousand words.

5.2: Discussion of Findings and Contribution to Society
This section is based on the observations in chapter four. It is meant to discuss what the research meant, what it informs, and conclusions from the observation and drawing of comparisons to other related works/publications.

Performance
   i) BLEU score

BLEU scores better with for Gibbs compared to EM, given

<table>
<thead>
<tr>
<th>Table 5.1: BLEU SCORES OF EM ALIGNMENTS AND INFERENCE METHODS ON THE 1M-SENTENCE ARABIC-ENGLISH TRANSLATION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method</strong></td>
</tr>
<tr>
<td>BLEU</td>
</tr>
</tbody>
</table>
In the above results, the Bayesian inference improves the mean BLEU score by 0.2 BLEU regardless of the domain (Mermer et al., 2013).

**Table 5.2** BLEU scores of EM and GS models on 56K sentence on English-Kiswahili Translations.

<table>
<thead>
<tr>
<th>Method</th>
<th>EM Model</th>
<th>Model 2 GS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>29.3(+1)</td>
<td>32.6(+1)</td>
</tr>
</tbody>
</table>

In Table 5.2, the BLEU score results are less compared to those of (Mermer et al., 2013). The score is way below for the English-Kiswahili sentences.

This was attributed to the following:

- Morphological differences of Kiswahili compared to other languages. For example, most Kiswahili words have a tendency of yielding more words that are supposed to be aligned.

  e.g

  ![](image)

  The isolated Swahili morphemes can more easily be linked to their English counter parts since there will be more linguistic evidence in the parallel corpus, linking for example *ni* to *I* and *m* to *him*.

- Agglutinating - This is a process in linguistic morphology derivation in which complex words are formed by stringing together morphemes, each with a single grammatical or semantic meaning (Ng’ang’a, 2005). Languages that use agglutination widely are called agglutinative languages. Kiswahili language has strong agglutination.

  ![](image)
ii) **Fertility Distribution**

Fertility of a source word is defined as the number of target words aligned to it. In general, we expect the fertility values close to the word token ratio between the languages to be the most frequent and high fertility values to be rare. The “garbage collecting” effect was observed more in EM-estimated alignments.

In both alignment tasks, Bayesian method result in fewer high-fertility alignments compared to EM.

In their recent study (Mermer et al., 2013) they deduced that, for example, in English-Arabic Model 1 alignment using EM, 1.2% of the English source tokens are aligned with *nine or more* Arabic target words, corresponding to 22.3k total occurrences or about 0.4 occurrence per sentence.

In our Kiswahili-English alignment Bayesian model has high fertility rate compared to EM. For example, in the same corpus used (Tanzanian constitution), English has 3111 and Kiswahili has 2886 vocabularies compared to EM with 2544 and 2695 vocabularies respectively.

iii) **Alignment Error Rate**

The table below shows alignment Error Rate using a publicly available 500-sentence manually-aligned reference set. The Bayesian methods achieve better AERs than EM in both alignment directions, i.e. Eng-Swa

<table>
<thead>
<tr>
<th>Training Model</th>
<th>Correctly Aligned</th>
<th>Wrongly Aligned</th>
<th>Missing phrases</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS</td>
<td>89</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>EM</td>
<td>75</td>
<td>20</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5:3 Alignment Error Rate (%) in both models.
iv) **Comparison**

Both the models are alignment models that are used to predict probable samples in a given distribution.

In general, EM and Gibbs sampling can handle inputs that are far more complex than the example shown. Many programs that are available by Web can manage hundreds of sequences with thousands of base pairs each. Furthermore, there are several variations to these two algorithms that attempt to improve predictive value based on prior knowledge of the motif’s characteristics.

- **Computation**

Kiswahili-English corpus (Tanzanian constitution), Bayesian model is slower compared to EM model, for instance in a 80 sentence pair, the model took approximately 22 minutes, while EM took lesser time on the same data set approximately between 11-14 minutes. Note that the time varied on every run that was made.

However the above can be sped up by parallel computing, whereby threading can be introduced (This can be future work.)

In their study (Mermer et al., 2013), deduced that in a 100 pair sentence, it cost 18 minutes.

- **Performance**

Bayesian outperforms classical EM in BLEU. Apart from that, it also addresses the rare word problem through the use of Dirichlet prior process that attaches importance to all the surrounding parameters. Bayesian has a smaller phrase table than EM and there better memory utilization than EM.

(Mermer et al., 2013) records that Bayesian outperforms Classical EM of up to 2.99 in BLEU score when performing alignments in English-Turkish, English-Arabic and English-Czech languages.
From the results, Bayesian Model showed that it compares favorably to EM estimation in terms of translation BLEU scores as in Table 5.2. The largest improvement was observed when data is sparse, e.g., in the cases of smaller corpora and/or more morphological complexity.

The proposed method successfully overcomes the well-known “garbage collection” problem of rare words in EM-estimated current models and learns a compact, sparse word translation distribution with more training vocabulary coverage.

Contribution of this research was to try and apply a better alignment method that addresses weaknesses of a classical EM model especially the over fitting problem which leads to “garbage collection” effect.

This piece of work should be an eye opener to other researchers of likeminded. This kind of research has not been fully studied. Most current research works are basically touching on other international known languages but not native Swahili language.

5.3 Limitation of study
Throughout the research period, it was evident that there was little work done on Swahili language. There are a myriad of limitation right from data collection to implantation;

i) Scarcity of Swahili related corpora, and the few that are available, it is hard to reach them.

ii) The model does not really give results expected with other internationally known languages due to inadequate research and improvement of the Swahili language. For instance there are some words in English that have yet been translated to Swahili.

iii) Morphological, syntactical and synonyms in Swahili have different structures with regard to context.

iv) The Bayesian model is significantly slow especially on large pairs of sentences. This can be sped up by use of parallel computing (which is a whole research on its own).
5.4 Recommendation for Future work

I recommend that more research work should be done in this area, since my work is just an eye opener in this field to other likeminded researchers.

Swahili being our native language, we should have a language bank that has corpora for both international languages and local languages, to enhance as well as facilitate would be researchers.

Bayesian model is slow on large pairs of sentences, this call for research in the field of parallel computing and threading.
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APPENDIX ONE: BAYESIAN MODEL CODE

i) Initialization (Data structures and Dirichlet prior)

```perl
use strict;
$| = 1;

die "Usage: $0 fcorpus_in ecorpus_in out [initial_alignments]\n" if (@ARGV < 3);

# Dirichlet prior for translation probabilities
my $beta = 0.0001;

# MCMC parameters
my $burninIters = 1000;  # skip this many iterations in the beginning, first readout will be in iteration N + 1 (provided overlaps with "lag" -- for now)
my $lagIters = 1;  # Read out every N iterations; set to 1 to sample at every iteration
my $numReadouts = 1000;
my $randomseed = 0;

# Useful info about how this program was run
open(CALL, ">$ARGV[2]_experiment_info");
print CALL "Started at " . localtime() . "\n";
print CALL $0;
for my $arg (@ARGV) {
    print CALL " $arg"
}
print CALL "\n";
print CALL "beta = $beta\n";
print CALL "(burn-in, lag, numreads) = ($burninIters, $lagIters, $numReadouts)\n";
print CALL "random-seed = $randomseed\n";
close(CALL);

# Data structures
my @Ecorpus;
my @Fcorpus;
my @A;
my %Count;
my %SumCount;
srand($randomseed);  # for replicable results
```
ii) **Reading data and Displaying Evcb and Fvcb**

```perl
# Read data into @Ecorpus and @Fcorpus, and compile E and F vocabularies
open(F, $ARGV[0]);
open(E, $ARGV[1]);
my $s = 0;
my %Evcb;
my %Fvcb;
$Fvcb{"NULL"}++;  # Add NULL word to the foreign vocabulary
while (my $fline = <F>) {
  my $eline = <E>;
  $s++;
  chomp $fline;
  chomp $eline;
  my @Fwords = split(/ +/, $fline);
  my @Ewords = split(/ +/, $eline);
  $Fcorpus[$s][0] = "NULL";  # only in the source language, i.e., f
  for my $j (0 .. $#Fwords) {
    $Fcorpus[$s][$j + 1] = $Fwords[$j];
    $Fvcb{ $Fwords[$j] }++;
  }
  for my $i (0 .. $#Ewords) {
    $Ecorpus[$s][$i] = $Ewords[$i];
    $Evcb{ $Ewords[$i] }++;
  }
}
my $Evcsizex = 0;
for my $e (keys %Evcb) {
  $Evcsizex++;
}
my $Fvcsizex = 0;
for my $f (keys %Fvcb) {
  $Fvcsizex++;
  $SumCount{$f} = 0;  # initialize
}
print "Read English vocabulary size as $Evcsizex, Foreign vocabulary size as $Fvcsizex.\n";

# Initialize
# EITHER from user-provided file
if (defined($ARGV[3])) {
  open (INIT, $ARGV[3]);
  for my $s (1 .. $#Fcorpus) {
```
my $eline = "<INIT>";
my $fline = "<INIT>";
chomp $eline;
chomp $fline;
my @Ewords = split(/ +/, $eline);
my @Fwords = split(/ +/, $fline);
my $j = 0;
my $k = 0;
while ($k <= $#Fwords) {
    my $f;
    while ($Fwords[$k] ne "({") {
        $f = $Fwords[$k];
        $k++;
        last if ($k > $#Fwords);
    }
    $k++;
    last if ($k > $#Fwords);
    while ($Fwords[$k] ne "})") {
        # 1. Alignment
        $A[$s][ $Fwords[$k] - 1 ] = $j;
        # 2. Alignment counts
        $Count{$f}{ $Ewords[$Fwords[$k] - 1 ] }++;
        # 3. Sum of alignment counts for each fj
        $SumCount{$f}++;
        $k++;
    }
    $j++;
}
} else {
    # OR from empirical evidence
    # Naively assume uniform probability and compute fractional counts
    my %FractionalCount;
    for my $s (1 .. $#Fcorpus) {
        for my $ei (@{$Ecorpus[$s]}) {
            for my $fj (@{$Fcorpus[$s]}) {
                $FractionalCount{$ei}{$fj}++;
            }
        }
    }
}
iii) Performing Alignment, alignment counts and printing to file.

for my $s (1 .. $#Fcorpus) {
    my $i = 0;
    for my $ei @{$Ecorpus[$s]}) {
        
        # 1. Alignments (choose Viterbi alignments based on fractional counts)
        my $bestcount = 0;
        my $bestfj = "";
        my $bestj = -1;
        my $j = 0;
        for my $fj @{$Fcorpus[$s])} {
            if ($fj eq "NULL") {  # don't want to initialize with NULL alignment
                $j++;
                next;
            }
            if ($FractionalCount{$ei}{$fj} > $bestcount) {
                $bestcount = $FractionalCount{$ei}{$fj};
                $bestfj = $fj;
                $bestj = $j;
            }
            $j++;
        }
        $A[$s][$i] = $bestj;
        
        # 2. Alignment counts
        $Count{$bestfj}{$ei}++;
        
        # 3. Sum of alignment counts for each fj
        $SumCount{$bestfj}++;
        
        $i++;
    }
}  # Initialization

# &printAlignmentsToFile($ARGV[2]);
iv) Gibbs sampling (Getting the probability from the sample)

# Take successive samples by Gibbs sampling
my @Acollect;
my $t = 0;
while ($numReadouts) {
    print "$t";
    $totalentropy = 0;

    # Keep track of readouts
    my $isReadoutIter = 0;
    $isReadoutIter = 1 if ($t % $lagIters == 0);
    $isReadoutIter = 0 if ($t < $burninIters);
    $numReadouts-- if $isReadoutIter;
    print "*" if $isReadoutIter;

    # Sample each variable
    for my $s (1 .. $#Fcorpus) {
        print "." if ($s % 1000 == 0);
        my $i = 0;
        for my $ei (@{$Ecorpus[$s]}) {
            # Decrement before sampling
            $Count{Fcorpus[$s][$A[$s][$i]]}{$ei}--;
            $SumCount{Fcorpus[$s][$A[$s][$i]]}--;

            # Calculate relative probabilities and draw a sample
            from this distribution
            my @probvector;
            my $j = 0;
            for my $fj (@{$Fcorpus[$s]}) {
                my $p_i_j;
                if (defined($Count{$fj}{$ei})) {
                    $p_i_j = ($Count{$fj}{$ei} + $beta) / ($SumCount{$fj} + $Evcbsize * $beta);
                } else {
                    $p_i_j = $beta / ($SumCount{$fj} + $Evcbsize * $beta);
                }
                $probvector[$j] = $p_i_j;
                $j++;
            }

            my ($outcome, $entropy) = &do_sampling(@probvector);
            $A[$s][$i] = $outcome;
        }
    }
}
$Acollect[s][i][outcome]++ if $isReadoutIter;
$totalentropy += $entropy;

# Increment according to the new sample
$Count{Fcorpus[s][A[s][i]]}{$ei}++;
$SumCount{Fcorpus[s][A[s][i]]}++;

$i++;
}
}

my $log2entropy = $totalentropy * $loge_to_log2_conversion_factor;
printf ENT \%.2f \%.6f\n", $log2entropy, $log2entropy / $numvariables;

##printAlignmentsToFileGIZA("ARGV[2]_iter$t") if $isReadoutIter;
$t++;
}
close(ENT);

v) Print out of a Giza++ like file

sub printAlignmentsToFile {  
  open (OUT, ">@_");  
  for my $s (0 .. $#Fcorpus) {  
    my $i = 0;  
    for my $ei (@{$Ecorpus[$s]}) {  
      print OUT "A[s][i:$ei]=A[s][i]:Fcorpus[s][A[s][i]]\n";
        $i++;
    }
  }
  close(OUT);
}

sub printAlignmentsToFileGIZA {  
  open (OUT, ">@_");  
  for my $s (1 .. $#Fcorpus) {  
    print OUT "# Sentence pair ($s)\n";  
    for my $ei (@{$Ecorpus[$s]}) {  
      print OUT "$ei ";
  
  }  
  close(OUT);  
}
my $j = 0;
for my $fj (@{$Fcorpus[$s]}) {
    print OUT "$fj ( { 
    my $i = 1;  # to match the GIZA++ output format
    for my $ei (@{$Ecorpus[$s]}) {
        print OUT "$i " if ($A[$s][$i - 1] == $j);
        $i++;
    }  
    print OUT "}) ";
    $j++;
    }
    print OUT "\n";
}
close(OUT);
}
APPENDIX TWO: BAYESIAN OUTPUT SAMPLE

# Sentence pair (1)

the united republic of tanzania

NULL ({} ) jamhuri ({} ) ya ({} 2 5 ) muungano ({} 4 ) wa ({} 1 )
tanzania
 ({} 3 )

# Sentence pair (2)

NULL ({} )
 ({} 1 )

# Sentence pair (3)

the constitution of the united republic of tanzania of 1977

NULL ({} ) katiba ({} ) ya ({} ) jamhuri ({} ) ya ({} 8 ) muungano ({} 3 7 9 ) wa ({} 2 ) tanzania ({} 1 4 6 ) ya ({} 5 ) mwaka ({} ) 1977 ({} 10 )

# Sentence pair (4)

NULL ({} )
 ({} 1 )

# Sentence pair (5)

preamble

NULL ({} )
 utangulizi
 ({} 1 )

# Sentence pair (6)

NULL ({} )
 ({} 1 )

# Sentence pair (7)

chapter one

NULL ({} ) sura ({} 2 ) ya ({} 1 ) kwanza
 ({} )
the united republic, political parties

NULL ({ 3 4 }) jamhuri ({ }) ya ({ 2 }) muungano, ({ }) vyama ({ }) vya ({ 1 }) siasa
({ 5 })

the people and the policy of socialism and self reliance

NULL ({ 2 9 }) watu ({ 1 4 }) na ({ 6 }) siasa ({ 3 8 }) ya ({ }) ujamaa ({ 10 }) na ({ }) kujitegemea
({ 5 7 })

part i

NULL ({ }) sehemu ({ }) ya ({ 1 }) kwanza
({ 2 })

the united republic and the people

NULL ({ 3 }) jamhuri ({ 4 }) ya ({ }) muungano ({ }) na ({ 1 2 5 }) watu
({ 6 })
proclamation of the united republic

the territory of the united republic

declaration of multi-party state

exercise of state authority of the united republic

part ii

fundamental objectives and directive
# Sentence pair (22)

NULL ({ })

# Sentence pair (23)

principles of state policy

NULL ({ 1 }) wa ({ }) shughuli ({ }) za ({ 3 }) serikali

# Sentence pair (24)

NULL ({ })

# Sentence pair (25)

interpretation.

NULL ({ }) ufafanuzi.

# Sentence pair (26)

application of the provisions of part ii.

NULL ({ 1 4 })


### APPENDIX THREE: PHRASE TABLE SAMPLE FOR EM MODEL OUTPUT

<table>
<thead>
<tr>
<th>Phrase</th>
<th>Weight</th>
<th>Score</th>
<th>Option 1</th>
<th>Option 2</th>
<th>Option 3</th>
<th>Option 4</th>
<th>Option 5</th>
<th>Option 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>kupata elimu, na nyinginezo</td>
<td>1 0.00138357 1 0.00401681</td>
<td>0-0 2-2 4-3 5-4 5-5 1-6</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>na nyinginezo and other pursuits</td>
<td>0.5 0.0373564 1 0.209677</td>
<td>1-0 2-1 2-2</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>uhuru, freedoms</td>
<td>1 0.833333 1 0.185185</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vyama vya siasa</td>
<td>1 0.104167 1 0.83871</td>
<td>0-0 1-1 2-1 3-1 4-2 5-3 6-5</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wilaya za uchaguzi na uchaguziwa wabunge</td>
<td>1 0.000216182 1 0.0403275</td>
<td>0-0 1-1 2-1 3-1 4-2 5-3 6-5</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wabunge, vyama vya siasa</td>
<td>1 0.037037 0.0373564 1 0.83871</td>
<td>1-0 2-1 3-1 4-2 5-3</td>
<td>1 1 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>to educational and other pursuits</td>
<td>1 0.000216182 0.5 0.0879873</td>
<td>0-0 1-1 2-1 3-1 4-2 5-3</td>
<td>1 1 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawa</td>
<td>1 4.32129e-05 1 0.467532</td>
<td>2-0 0-1 1-2-1 3-1 4-2</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawa ziri</td>
<td>the cabinet.</td>
<td>1 4.32129e-05 1 0.467532</td>
<td>2-0 0-1 1-2-1 3-1 4-2</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government prime minister</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government prime</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baraza la mawaziri na serikali</td>
<td>cabinet and the government</td>
<td>1 0.0323325 0.25 1.32656e-05</td>
<td>0-0 1-0 2-0 3-1 4-3</td>
<td>1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event</td>
<td>Description</td>
<td>Probability</td>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>-------------</td>
<td>----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0323325</td>
<td>Cabinet and 1</td>
<td>0.333333</td>
<td>0-0 1-0 2-0 3-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0174738</td>
<td>Cabinet and 1</td>
<td>0.333333</td>
<td>0-0 0-1 1-1 2-1 3-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>Cabinet 3</td>
<td>0.36432</td>
<td>0-0 1-0 2-0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01949</td>
<td>Cabinet 3</td>
<td>0.666667</td>
<td>0-0 1-0 2-0 3-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0050926</td>
<td>Cabinet 3</td>
<td>0.104091</td>
<td>0-0 1-0 2-0 3-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0050926</td>
<td>Cabinet 3</td>
<td>0.428571</td>
<td>0-0 1-0 2-0 3-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0050926</td>
<td>Cabinet 3</td>
<td>0.15047</td>
<td>0-0 1-0 2-0 3-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.132231</td>
<td>Cabinet 3</td>
<td>0.467532</td>
<td>0-0 1-0 2-0 3-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.674074</td>
<td>Human beings 1</td>
<td>0.037037</td>
<td>0-0 0-1 0-2 1-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.333333</td>
<td>Parliament 1</td>
<td>0.52381</td>
<td>0-0 1-1 2-2 3-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.021603</td>
<td>Legislature of the united republic 1</td>
<td>0.00124285</td>
<td>1-0 0-1 1-1 2-2 3-3 3-4 4-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0234033</td>
<td>Legislature of the united republic 1</td>
<td>0.00134642</td>
<td>1-0 0-1 1-1 2-2 3-3 3-4 4-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.132353</td>
<td>Legislature 1</td>
<td>0.023416</td>
<td>1-0 0-1 1-1 2-2 3-3 3-4 4-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0220588</td>
<td>Impeachment by the national assembly 1</td>
<td>0.000478928</td>
<td>0-0 3-2 1-3 2-3 3-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.166667</td>
<td>Impeachment by 1</td>
<td>0.00574713</td>
<td>0-0 1-1 6-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.666667</td>
<td>Parliament 6</td>
<td>0.666667</td>
<td>0-0 1-1 6-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0251809</td>
<td>From criminal and civil proceedings 1</td>
<td>0.310633</td>
<td>0-0 1-1 6-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0373563</td>
<td>From criminal 1</td>
<td>0.83871</td>
<td>0-0 2-1 3-2 1-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0416667</td>
<td>From criminal 1</td>
<td>0.5</td>
<td>0-0 2-1 3-2 1-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>From 2</td>
<td>0.333333</td>
<td>0-0 2-1 3-2 1-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Binadamu wire ba mashtaka na madai from criminal and civil proceedings. | 0-0 1-1 6-1 |

Bunge waweza kumshtaki rais impeachment by the national assembly | 0-0 1-1 6-1 |

Bunge la wawakilishi representatives | 0.5 0.0360631 0.333333 0.36432 |

Bunge la mawaziri cabinet | 0.5 0.0360631 0.333333 0.36432 |

Baraza la mawaziri na cabinet and | 0.0174738 0.333333 |

Baraza la mawaziri the cabinet and | 0.0174738 0.333333 |

Baraza la wawakilishi representatives | 0.5 0.0050926 0.5 |

Baraza la wawakilishi | 0.5 0.0050926 0.5 |

Baraza la wawakilishi | 0.5 0.0050926 0.5 |

Baraza la mawaziri na | 0.0174738 0.333333 |

Baraza la mawaziri the cabinet | 0.0174738 0.333333 |

Baraza la mawaziri | 0.0174738 0.333333 |

Bunge | 0.666667 0.0307692 0.666667 0.666667 |

Dhidi ya mashtaka na madai | 0.0251809 1 0.310633 | 0-0 2-1 3-2 4-3 4-4 4-5 1-1 1 |

Dhidi ya mashtaka na | 0.0251809 1 0.310633 | 0-0 2-1 3-2 4-3 4-4 4-5 1-1 1 |

Dhidi ya mashtaka na | 0.0251809 1 0.310633 | 0-0 2-1 3-2 4-3 4-4 4-5 1-1 1 |

Dhidi ya | 0.0416667 1 | 0-0 2-1 3-2 4-3 4-4 4-5 1-1 1 |

Dhidi | 0.5 0.0416667 1 | 0-0 2-1 3-2 4-3 4-4 4-5 1-1 1 |

Dhidi from | 0.5 0.333333 1 | 0-0 2-1 3-2 4-3 4-4 4-5 1-1 1 |