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ABSTRACT

In recent years, op tim a l site selection has become one of the main concerns for 
m anagers of business enterprises. In add ition , various kinds o f spatial and non-spatial 

param eters influence the efficiency of new branches. These factors have a direct relation 
w ith site selection indicators. In this research project, the use of Geographic Information 

System s (GIS) and Data Mining (DM) to determ ine and extract useful knowledge not 
on ly  to help m anagers make better decis ions fo r site selection, but also fo r extracting 

associa tions between selected param eters is investigated. The study also attem pted to 
find  a link between a m athem atica lly de term ined e ffic ien cy  measure and 
spa tia l/genera l associa tion  rules, which is a da tabase m ethod in data m ining. During 
the  research, the study area was c lass ified  into three d iffe ren t classes as ‘h igh ’, 

‘average ’, and ‘low’ according to the effic iency and turnover m easures. Afterwards, in 
each class an a p rio r i like algorithm  was used to establish the m ost frequent item sets 

and predict an average range of efficiency. In general, as the effic iency measure in the 
low  class had a h igher frequency than in o ther classes, negative rules were obtained 

ra the r than positive rules. In addition, the  association rules fo r the small scale gave 
m ore m eaningful resu lts  than those of the  large scale. The reason was in the use of 
rea l param eters instead of aggregated param eters. The usab ility  of this method was 
no t absolu te ly good w ith  this da ta  set and it is recom m ended tha t normal d istributed 
effic iency measure da ta  be employed to find  association rules in all the classes. Finally, 
fo r the site selection issues, the m anagers can use this method as a comparison factor, 

am ong different candidate areas. They can rely on the va lidation m easures such as 
support, confidence, lift and leverage to se lect the best location fo r a new site.

K e y w o rd s :
G eographic Information Systems, Data M ining, Trade Area, Spatia l Association Rule, 

Efficiency.
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C H A PTE R  1: INTRO DU CTIO N

1.1 Background to the  Study

The role of in form ation and com m unication technology (ICT) has grown and 
changed continuously in the banking sector. The banking industry has used ICT 

to  increase volum e of transactions as well as developm ent of new  products. ICT 
applica tions have ranged from back-office processing; m ortgage and loan 

applica tion processing, and the e lectron ic funds transfer to more strategic 
innovations such as autom ated te lle r m ach ines and virtual banking services like 
m obile  banking and m oney transfer services. The use of ICT has also had some 
im portant custom er -  supplier effects. Fo r the custom ers of serv ice providers, it 

has been used to im prove the quality and variety of services in m any industries, 
especia lly  through its ab ility to am ass, ana lyze, and control large quantities of 

specia lized da ta  [N ational Research C ouncil (NRC), 1994], Such improvements 
inc lude error reduction or increased precis ion, faster or more convenient service, 

and im proved security, safety, and reliability.

Accord ing to NRC (1994), the banking industry is a major fac to r in the economy. 
A lthough it has grow n at a m oderate ra te  over the last two decades, the most 

s ign ificant changes in th is period concern its character rather than its size. For 
m ost of its history, banking has been sub ject to extensive state regulation. 

However, partia l bank deregu lation in the  late 1970s and ea rly  1980s led to a 
sharp  increase in the  variety of services and products offered by commercial 
banks. Driven by bo th  technology and com petition from non-bank financial 

institu tions, increasing product d ivers ifica tion continues today in commercial 

banking, although it is still constra ined to som e extent by current regulations.

G iven the m agnitude of the banking industry ’s investm ents in ICT over the last 

tw o decades, large increases in productiv ity  m ight have been expected. One 

reason these have not appeared in m easures of productiv ity is that such 
m easures in the banking  industry rem ain h ighly problem atic. For exam ple, the
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24-hou r availability th rough autom ated te lle r m achines of m any deposit and 
w ithdraw al services previously accessib le only during bank hours. Another 

reason for the lack o f large increases in m easured productivity is that early 

applica tions of ICT proved to be costly  and cum bersom e. Software and 
equ ipm ent had to be updated and replaced frequently. A g rea t array of new 
products constantly ca lled  for new softw are and com m unication capabilities. Cost 

con tro l and productiv ity tracking system s lagged behind the new  technologies in 
a rap id ly changing m arketp lace. The result was that tangible paybacks from ICT 

investm ent were de layed (NRC, 1994).

The developm ent of a modern banking techno logy began in the  1960s. It was 
during this tim e, when com puter and m icroelectron ics sectors sta rted their growth 
(Freem an and Perez, 1988). Com puters m ade it possible to handle a huge 
am oun t of transactions in a very short tim e. These new opportunities and 
changes had an im portant effect on the organisation of work; banking personnel 
le ft routine based and time consum ing work to com puters and began to 
concentra te  on the serv ice-sector. This w as beginning of a new  paradigm, “the 
inform ation com m unication technology pa rad igm ”, and banking was probably the 
firs t m ajor service branch which adopted new inform ation technologies 

extensive ly (de Wit, 1990).

T o  bring services c lo se r to a custom er and to guarantee the opportunity to use 
them  anytim e a custom er wants to have been the most im portant target in 

banking during the last twenty years. The continuing developm ent of more and 
m ore com plicated back-o ffice  system s w ould not have been possible w ithout 
inform ation and com m unications technology. In m any cases, com puters have 

replaced banking personnel and they have becom e the m ost important factor 
beh ind the decreasing am ount of w ork ing places. This new  information 

techno logy led to sav ings in labour costs, but it a lso orig inated a process of 

saving in o ther ca tegories of capital as well, like buildings (de W it, 1990).

Accord ing to  de W it (1990), a bank o ffice would be more techno logy based. He 
fu rthe r noted that a bank office in the fu tu re  is going to look like a department
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store , where custom ers can m ake their da ily  “purchases" with he lp of machines. 
The personnel would be needed to  make the m ost com plicated tasks and to give 
som e advice and inform ation to custom ers. From the author’s po int of view, what 
de  W it v is ioned over n ineteen years ago, has now becom e a lm ost a reality. The 

m achines have replaced the service counte rs and the personnel are walking 
around the shop helping custom ers to use these highly developed machines.

In the 1960s, the increasing am ount of transactions in the banking sector created 

a grow ing dem and fo r new  personnel. T h is  increasing am ount o f personnel was 
one  of the main reasons that forced banks to use the autom atic data processing. 
T he  com petitiveness w as developed by im proving the effectiveness of business. 
There  were two main aspects, which p layed an im portant role in this process: 
one  was the requirem ent of personnel and the other was the cost-savings which 
becam e possib le by sim plifying the routine-based work. A lso by computerizing 

these  basic routines it becam e possib le to  develop som e new types of services. 
O ne of the first se rv ices was so ca lled “w ages and salaries direct to bank 
accoun ts”, which he lped people to fam ilia rize  with bank services in their daily 
businesses. This new  service led to a rap id growth of banking customers (Ibid, 

1990).

The 1970’s was a decade, w hen banks changed-over to the  real-time data 
processing system s. A large percentage of paper-based transactions were 
transm itted and processed electronically. Autom ated Teller M achine services and 

d irec t electronic deposits and w ithdraw als by large autom ated users replaced 
m any paper processes. As new products and services expanded, and as margins 
becam e less predictable , com m ercial banks began investing in front-office 
autom ation to provide better inform ation to  personnel related to custom er service 
and to enhance the  delivery of products and services. The am ount of 
transactions increased much fas te r than w as expected, so the  real-time system 

w as the only a lternative to keep the am ount of personnel constan t and to hold 
dow n the increasing costs  of handling in form ation and the operating rooms (Ibid, 

1990).
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Banking services fo r private custom ers largely consist of personal service, 
supply ing bank notes and providing paym ent services. In the 1980's, it became 

poss ib le  to serve custom ers outside the bank-office in the form  of self-service. 
T h is  kind of se lf-service has provided a new  and a flexible way fo r custom ers to 
conduct the ir banking affairs. The reason fo r this fast growing self-service have 
been short opening hours at bank offices, rush hours at specific times, the huge 

am oun t of w ithdraw als (about 50%  of all transactions) and a lso an attem pt to 
keep  down the rising costs. The firs t s tep in self-service was the  introduction of 

Autom ated Teller M achines -  ATM s (Ibid, 1990).

In the late 1980s, the banking industry began to focus on autom ation of data 
com m unications. The installation of on-line  term inals in the early  1970s enabled 
autom ation o f the custom er interface and front office applica tions in such areas 
as corporate treasury. ATMs, firs t in troduced in the late 1970s in other parts of 
the  world and early 1990 in Kenya, have becom e an agent of a strategic change 
in banking.

The last ten years of 20 th century have been characterized by a rapid growth of 
personal com puters. Personal com puters have becom e very com m on especially 
in the 21st century and have created a dem and for new types of innovative 
banking services. Hom e-based banking as  well as internet banking by using the 
hom e com puter is the  newest service fo r banking custom ers and all these 
innovations have been necessitated by  the im provem ents in technology. 

C onnectiv ity  via broadband and fibre op tics  w ill therefore continue  to shape the 
in troduction of innovative banking products in the ever com petitive banking 

environm ent.

Looking at the genera l banking landscape therefore, the distinguish ing factor 

am ongst banks is basica lly  the quality o f service they offer. W ith the intense 
com petition  and the ever grow ing custom er sophistication, banks will have no 

cho ice  but to im prove the quality of se rv ices rendered. In recen t years, and as 
de ta iled  in the background inform ation above, significant advancem ent in ICT 

has accelerated and broadened the d issem ination of financia l inform ation and
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serv ices and also increased com plexity. Banks have also continued in their 
aggressive m arketing, although w ith a large portion of the m arket terrain yet 

uncovered. Indeed, the  challenge is enorm ous.

A s detailed above, banking services is da ta  driven. This is w here Geographic 
Inform ation System  (GIS) becom es very useful. GIS custom ized to corporate 

requirem ents, holds im m ense potential fo r the productivity o f any organization. 
G IS  technology has evolved into a form idable too l by through w h ich the corporate 
w orld  can use spatial inform ation to  m anage the ir businesses. G IS  also allow  the 
users to spatially v isua lize  data thus revealing hidden relationships, patterns and 

trends.

It offers a platform  fo r developing a custom er-centric  business model and an 
integrated environm ent to help banks in decision making, strategic planning, 
effective  resource m anagem ent and operations managem ent. Th is will obviously 
boost custom er satisfaction, stim ulate business growth and engender custom er 
base expansion.

Expansion stra teg ies in the banking industry are driven largely by the desire to 
have a presence in a particu lar locality and neighbor-hood tha t is considered to 
represent the  niche m arket fo r the product range and services provided. 
Feasib ility studies reports are therefore derived  based on the perform ance history 

a ttributed to existing branches as a model o f prediction.

S ite  selection for banks is im portant fo r business enterprise developm ent. In 

practice , so much m oney is wasted because of lack of know ledge and objective 
stra teg ies fo r finding new sites. Integration of GIS technology and Data Mining 
(DM) provides a sc ientific  a lternative and ob jective m eans of determ ining the best 
locations for the es tablishm ent of de livery channels. Optimal site selection will 
depend on a num ber of param eters tha t w ill have spatial, socia l, technical and 

econom ical characteris tics which are e ither quantita tive or qualita tive.
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1.2 Problem  Statem ent

Business needs are continually driv ing the  dem ands fo r increased capabilities of 
ICT. In turn, increasingly advanced ICT is being utilized in more and more 
sophis ticated ways by businesses to ou tdo com petition. ICT, which is being 

dep loyed as a so lution to the increased com plexity and uncerta inty of the 
environm ent, has paradoxica lly  contributed to the situation by "com pressing time 
and  distance." In the absence of the present day advances in ICT, would one be 
ta lk ing  of g lobalization or tim e-based com petition? Perhaps not! The pace of 

com plexity  is increasing fast. Hopefully, the  advances in technology and spatial 
param eters in location of business outlets as driven by the use of GIS would be 
ab le  to keep up with the  environm ental changes and take banking com petition to 
ano the r level.

T o  survive in the fast-chang ing environm ent the "adaptive organization" would be 

m ore like a shifting "configuration". E ffective im plem entation of ICT and GIS 
w ou ld  decrease vu lnerab ility  by reducing the cost of expected failures and 
enhance adaptability by reducing the cost of adjustm ent. O verall, the im pact of 
the  current techno logy investm ent boom in the financial services sector is d ifficult 

to  assess. P roductiv ity in financia l services, like productivity in the rest of the 
se rv ice  sector, is very hard to m easure. The problem is due partly  to the difficulty 

o f m easuring output accura te ly w hen the qua lity  of service is changing as a result 
o f such factors as g re a te r convenience, op tim a l outlet location, speed and lower 

risk  of doing business.

M oreover, a num ber o f param eters are involved while making strategic planning 

decis ions in banks. An integrated G IS /D ata Mining model can be used to 

eva lua te  “w hat if” scenarios by using in terre la tionships between land use factors, 
in frastructure capacities and econom ic grow th am ong other param eters. Th is  will 

no  doubt be very use fu l to m anagem ent as it offers a good p latform  for major 

dec is ions to be tho roughly evaluated before they are executed.
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Expansion planning stra tegy requires the m odeling of spatially relevant data and 
o ffe ring  fast and cost effective site analysis to effectively se lect a new site. With 

G IS , one can choose suitable s ite  for new  branch/delivery channe l by using a 
com bination of popula tion density, land/build ing availability, cos ts  and availability 

of infrastructure, crim e rate analysis am ong other factors. These param eters can 
read ily  be integrated in a GIS and coupled w ith its ab ility to d isp lay these features 
p ic toria lly  on the m ap, can aid analysts in decid ing if a site m eets the specified 
crite ria . In addition, the  dem ographic con ten t of G IS  can a lso  aid in making 

decis ions such as the m axim um  number o f branches a region can support.

Th is  research pro ject a im ed at m odeling an integrated approach of using GIS 
and Data M ining (DM ) to provide a sc ien tific  and more ob jective  m eans of 
a lign ing a bank’s expansion strategy w ith  spatia l param eters tha t determ ine the 
re la tionships of a g iven location and the productiv ity /effic iency param eters, while 
tak ing  cognizance o f the com petitor environm ent. It a im ed at developing a 
m ethod for d iscovery o f different spatial and  non-spatia l param eters that have an 

e ffect on site se lection fo r bank branches.

T he  innovation of coup ling ICT innovations together with G IS  will enable the 

m odeling of a spatia l m ethod to help m anagers in allocating optimal new 
branches/A TM  outle ts based on the identified param eters tha t link the efficiency 

o f new  branches from  existing branch e ffic iencies using spatial association rules 
de rived  from a pool o f param eters before s ite  selection is carried out. Parameters 

taken into consideration include profit, incom e and turnover to augm ent the 
m easurem ent of productiv ity  and prediction of efficiency for bo th  the existing and 

the  proposed new b ranches w ith in the area of study.

1.3 O bjectives of the  Study

The general ob jective of the research pro ject was to eva lua te  the spatial 
re la tionsh ips that can be used to guide stra teg ic  expansion p lann ing as applied to 

banking  environm ent by em ploying the use  of innovations provided by ICT, and 
G IS  and Data M ining environm ent in the banking industry. T he  study aim ed at
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analyzing and review ing how the new deve lopm ents in in form ation technology 

can influence/affect stra teg ic ou tle t expansion planning in ro lling out of banking 
se rv ices and m ethods as well as its im plications for the bank custom er base.

T he  specific study ob jectives of the research were:
1. To evaluate the  effic iency of the  existing branches, derive spatial 

association ru les that can be used to  predict the effic iency of new delivery 
channels to be able to determ ine the  best sites fo r business expansion.

2. To determ ine the spatial and non-spatia l param eters tha t influence the 
target param eters positively and negatively -  associa tion rules for 

optim ization, to ta l turnover and e ffic iency.
3. To carry out com petito r analysis in respect of the players in sim ilar scale of 

operation and niche market and d isp lay  the distribution in form  of a digital 

map.
4. Recom m end an im plem entation p lan/road map of an integrated GIS/Data 

M ining Model as  an expansion stra tegy decision support system and tool 

in the banking industry.

1.4 Research Q uestions

The study was gu ided by the follow ing research questions:
(a) W hat theo ry  of spatia l param eters and rules is best applied fo r the 

problem  statem ent?

(b) W hat a re  the spatial and non-spatia l parameters tha t both positively 
and negative ly influence de term ination of su itab le  location for 

banking outlets?
(c) How have the banks responded to the innovations offered by the 

changing inform ation com m unication technology environm ent?

(d) How are  such deve lopm ents and innovations of information 
com m unication technology like G IS and Data M in ing implemented 

for the case o f a bank?
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1.5 Im portance and Justification  of the Research

T he results o f the study would he lp m anagem ent of banks to appreciate the need 
o f inform ation techno logy in the changing environm ent, more so the application of 

the  recent techno log ica l innovation of G IS  and Data Mining and try to invest in 
these  cutting edge techno logy in order to com pete effectively in the industry.

In addition the research is expected to com e up w ith su itable suggestions in 
te rm s of strategic expansion planning through the integration of GIS and Data 

M in ing, specifically the  spatial/locations rules to model gu id ing principles for 
expansion planning and target m arketing.

1.6 Scope of the S tudy

T he study focused on the use of sc ientific  and objective m ethods to guide 
s tra teg ic  expansion planning. Specifically, through the use of GIS and Data 
M in ing one can derive  Spatial Association Rules that form a basis for decision 

m aking  and help m anagers in form ulation of com petitive expansion strategies in 
the  banking sector. The sector is characterized by changing custom er needs, 

industry  trends and s tiff com petition , hence the need to analyze the im portance of 
in form ation techno logy in stra teg ic decision making. The study was intended to 
cove r all the com m ercia l banks in Kenya bu t due to geographica l location, time 
and  the nature of the  research (academ ic), only a selected num ber of banks 
w ith in  Nairobi City have been sampled. In particular, and fo r financia l analysis, 

C hase Bank (K) Ltd has been used as a case study. Overall, both spatial and 
financia l productiv ity /effic iency da ta  were analyzed and the results generalized to 

rep resent a ‘prediction m odel’ fo r the entire sector.
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C H A P TE R  2: L ITE R A TU R E  REVIEW

2.1 Introduction

T h is  chapter focuses on works of other w rite rs regarding the subject top ic of 
s tudy. Areas of in te res t include history of information technology, general 
deve lopm ents in inform ation technology, inform ation technology as an innovative 

s tra tegy, the im portance of inform ation technology in banking, G IS and Data 
M in ing technology and applica tions in the business environm ents of information 

techno logy and the use of inform ation techno logy in the regulation of financial 
institu tions. Indeed, G IS  and Data M ining as well as Decision Support Systems 

are  products of innovation that have been m ade possible by the  advancement of 
Inform ation and Com m unication Techno logy (ICT).

T he  concepts d iscussed in the literature review  contains o ther m ajor disciplines 
like  Spatial Decision Support System s, Data Mining and the different methods 
and specia lly association rule m ethod as the main and essentia l concept in the 
research. In addition, the relation between the spatial data and the association 

ru les are described brie fly.

F inally, DEA as a kind o f m athem atical m odel is covered as well as its application 

in m easuring the e ffic iency of any financia l institution. O ther related fie lds of 

sc ience  such as spatial econom ics will be discussed. The top ics discussed come 
from  d ifferent branches of science but th is  research will try to  combine them. 
F inally, the term ‘DEA  based spatial association rule m in ing ’ will be the 

innovation of our research in the scientific  po int of view.

2 .2  Business Environm ent of ICT

T he world of banking d iffers quite a lot in different countries. T o  understand the 

d iffe rences between countries, Rosenberg (1994) has found ou t som e “needs” 
w h ich  play d ifferent roles in d ifferent countries. D ifferences in the resource 

endow m ent and dem and conditions of an econom y are show ing the way as well
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as the kind of inventions that will be pro fitab le  to develop and exploit. Each 
coun try  has its own v is ions about what is important and w ha t m ight be worth 

deve lop ing jus t in tha t specific country. R osenberg (1994) argues, that only those 
inventions, which are com patib le with a country 's needs will be successful. At 

d iffe ren t tim es, there are some innovations which are easier to create than 
others, and there m ight be some great d iffe rences with other countries. The level 
o f technical know ledge, as well as econom ic forces tends to push econom ies in 
d iffe ren t directions.

In a survey article in The Economist, John  Browning (1990) w ro te : "Information 

com m un ica tion  techno logy is no longer a business resource; it is the business 
environm ent." His sta tem ent is not fa r from  truth. O ngoing advances in 
in form ation and com m unication techno logy (ICT), along with increasing global 
com petition , are add ing com plexity and uncerta inty of severa l orders of 

m agnitude to  the organizational environm ent. One of the most w ide ly discussed 
a reas in recent business literature is tha t of new organizational network 
structu res tha t supposedly hold the prom ise of survival and growth in an 
environm ent o f ever-increasing com plexity. How can ICT help the organizations 
in responding to the  challenges of an increasingly com plex and uncertain 
environm ent?  How can ICT help the organizations achieve the "flexible" 
organization structure? The answers to these questions lie in the increasing 
scope of innovations derived from the chang ing ICT environm ent. Increase of 

com m ercia l o ff-the-shelf applications and increased understanding of 
custom izab le  languages and packages w ill no doubt revolutionize the application 

o f ICT innovations in the  banking industry.

M oreover, the  increased com petition for custom er conven ience w ill accelerate 

adoption  of scientific m odels of optim ization, all geared at increasing the range of 

p roducts  availab le to the  informed custom ers who are targeted by most banks to 
shore up the productiv ity and effic iency levels of the business outlets and 

expansion outreach.
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2 .3  Financial Institutions Regulation and ICT

Regulated financia l in term ediaries can on ly  stabilize the operation of global 

m arke ts  if they retain a significant share o f those markets. However, regulated 
financia l in term ediaries are hobbled by burdensom e regulations designed to 

p ro tect the public. W hen they have few  alternatives to regulated financial 
serv ices organ izations, they may be pow erless to stop the erosion of their market 

share  in favor of unregu lated com petitors w hose operating costs are lowered due 
to  few er costs of com pliance with regulations. Regulators face a difficult task in 
dec id ing  w hether to ligh ten the regulatory burdens now im posed on financial 
institu tions to  perm it them  to com pete m ore equally w ith non-banks or whether to 
try  to regulate the new  entrants to the m arketp lace. The clim ate of deregulation in 

K enya and e lsew here would make it d ifficu lt to create new regulations to govern 
innovative business trends that have been made possible by advances in 

com puting techno logy. V irtual banking services offered by mobile 
te lecom m unication industry is indeed one such unregulated financial services 

industry  tha t poses a new dim ension to banking and financia l services 
com petition .

Regulators m ay have few  alternatives to using the greater access provided by 
g loba l networked com pu te r systems as an im portant tool in working to make 

m arke ts  operate m ore effic iently and safely. The same access en joyed by market 
partic ipants would pe rm it regulators to d issem inate inform ation that market 

pa rtic ipan ts ’ need to m ake sensible dec is ions and to pro tect them selves. If 
m arke ts  do actually becom e more efficient, then many of the trad itional bases for 

regulatory activity m ay dim inish (Kenya w eb  archives, 2002).

The regulator will no doubt be required to  innovate other w ays and m eans of 
regulating and m onito ring the financial institutions in the w ake  of increased 

applica tion o f innovative ICT initiatives to  drive business. Feasib ility studies will 

increasingly becom e scientifica lly oriented as banks outw it one  another in the 

com petitive  environm ent. The vetting and approval o f such feasib ility  studies will 

requ ire  the financia l services regulator -  Central Bank of Kenya to employ
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innovative  scientific m easures in the analys is, vetting and approval process for 
banking  outlets am ong the over 40 banks in the country.

2 .4  Trends in Business GIS

Business use of G IS  covers a spectrum  of GIS applications. The use of GIS 
app lica tions is still som ew hat fragm ented and there is need fo r fu rther integration 

w ith  other form s o f ICT. The trend in ICT applications has been for initial 
operationa l use, fo llow ed in turn by sophis ticated specialist decis ion making and 

executive  m anagem ent applica tions (Nolan, 1973 ,1979). The m odel described in 
th is  literature review is the use of use of an organization ’s level of expenditure in 
IC T  to com pute grow th. A more recent approach comprises the steps of initiation, 
expansion/contagion, form ulation/contro l, integration, data adm inistration and  

m atu rity  as described by J. Pick, (2005).

The GIS com m unity is generally attem pting to integrate m ultip le  spatial data 
sources and new m etada ta  standards am ong other in itiatives w ith the aim  of 

fac ilita ting business G IS  applications (G oodchild e ta l, 2003).

Indeed, with data organ ization m ade easie r through the use o f spatia l databases, 
bus iness users will be able to take advantage of better integrated GIS data to 

ex tend the area of bus iness where GIS is used. As earlier noted, ICT adoption by 
banks to drive business applications is an im portant factor in driv ing innovation 
and  use of non-custom ary business techno logy informatics. Know ledge of these 
app lica tions will to a greater extend he lp  in popularizing and creating an 

appreciation of the technology. Top business m anagers coupled with this 
know ledge w ill be ab le  to sufficiently drive  the enthusiasm required to integrate 

spa tia l decision support in business decisions.

2 .5  Spatial Decision Support System s

T he spatial decision support system s have been extensive ly and adequately 

covered  in the lite rature - Craig and Moyer, (1991), Densham, (1991), Goodchild
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and  Densham , (1990), Moon, (1992), NC G IA , (1992). The need for using such 
sys tem s com es from  situations in which com plex spatial problem s are ill- or semi- 

s tructu red and decis ion makers cannot de fine  their problem or fully articulate 
the ir ob jectives. The decision m aking process adopted to so lve sem i-structured 

spatia l problem s is o ften being perceived as unsatisfactory by decision makers. 
W hat they really need is a flexible, problem -solving environm ent in which the 

prob lem  can be explored, understood and redefined, trade-o ffs between 
conflic ting objectives investigated and prio rity  actions set.

Densham  (1991) quo tes  Geoffrion's (1983) definition of Decision Support 
S ystem s suggesting tha t DSS has six characteristics:

1) explicit design to solve ill-structured problem s;

2) powerfu l and easy-to-use user interface;
3) ab ility to flex ib ly  com bine analytical models w ith data;

4) ab ility  to exp lo re  the solution space by building alternatives;
5) capability o f supporting a variety o f decision-m aking sty les; and

6) a llow ing in teractive  and recursive problem -solving.

He then adds to the list the d istinguish ing capabilities and functions of Spatial 

D ecis ion Support System s, which need to:
1) provide m echanism s for the input of spatial data;
2) a llow  representation of the spatia l relations and structures;

3) inc lude the analytical techn iques of spatial and geographica l analysis, 

and
4) provide ou tpu t in a variety of spatia l forms, including m aps.

A s  an extension of DSS, SDSS is a com puter-based inform ation system used to 

suppo rt decis ion-m aking where it is not possib le for an au tom ated system to 
perfo rm  the entire decis ion process. The intang ib le factors in the  decision making 

p rocess may be accounted for through in form ation supplied and choices m ade by 

a decision m aker w ho operates the SDSS interactively or opera tes it through an 

ana lys t. The above suggest tha t spatia l decision support system s m ay be

14



deve loped as genera l purpose tools fo r decision making (O nsrud 's paper in 
G oodchild  and Densham , 1990).

Ju s t like DSS, SDSS have four m odules: a da ta  m anagem ent system , analytical 
m odeling capab ilities and analysis procedures, d isplay and report generators, 
and a user interface. Densham (1991) separa tes the display generator and the 

report generator into two m odules and describes the user interface as a module 
encom passing the o the r four modules. He also highlights the generation and 
evalua tion a lterna tives procedure in this interactive, iterative, and participatory 

process.

A lso like DSS, SDSS have three levels of technology:

1) an SDSS too lbox, i.e. a set of hardw are and software com ponents that 
can be assem bled to build a va rie ty  of system modules:

2) an SDSS generator, i.e. hardware and software m odules that can be 
assem bled to  build a specific SD SS, and

3) specific S D S S  (Sprague, quoted in Densham, 1991).

D ensham  (1991) a lso distinguishes five functiona l roles:

1) the SDSS toolsm ith develops new  too ls for the SDSS toolbox;
2) the technica l supporter adds com ponents to the SDSS generator;

3) the SDSS bu ilder assem bles m odu les into specific SD SS;
4) the in term ediary sits a t a conso le  and interacts physica lly w ith the 

system ;
5) the decis ion maker is responsib le fo r developing, im plem enting and

n a i r o b ,m anaging the  adopted solution.

Arm strong, (1990) looks at the expert ana lys t required to operate  the system  as 
posing a barrier to decis ion-m akers who m ust translate the prob lem  into a form 

th a t can be understood by experts who, in turn must translate th e ir understanding 

o f the problem  into a form that can be m odeled by software. This prevents
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decis ion-m akers from  d irectly interacting w ith  the problem and m ay prevent them 
from  discovering how  interm ediate decis ions affect final outcom es.

2 .6  Users of Spatial Decision Support System s

A s Cooke (1990) pu ts it: "A decis ion-m aker's job  is to make decisions, not deal 
w ith  the  technical m inutia  surrounding geograph ic  databases..." Nothing could be 
m ore horrifying to a decis ion-m aker than seeing his/her problem  dealt with by an 
expert system, leaving him /her virtually in the spectator's seat. For decision 

suppo rt system s to have profound im pacts on m anagers’ activities, they should 
be integrated into an organization's decis ion-m aking cu lture and process. 

Beaum ont (1990) apprec ia tes tha t cu rren t usage of DSS is predom inantly by 
"m idd le" m anagem ent rather than top m anagem ent.

W ho  are the po tentia l SDSS users anyw ay? The decision makers? The 
in term ediary? O ther actors and players? To enhance organizational efficiency 
and  effectiveness, support m ust be developed fo r group workings since 
d iscussions, negotia tions, bargaining w ith co lleagues are im portant dim ensions 
o f decision m aking. W h ile  users of SDSS can be individual o r group decis ion

m akers, technical advisers, planners, in te res t groups and "the public" at large, 
m any authors seem to  consider the  litm us tes t fo r such system s to be their ability 

o f addressing the im m edia te  needs of top decision makers. G ould  (1990) wants 
to  see SDSS designed fo r users w ho are them selves decision-m akers.

O nce  the target user has been identified, the difficulties and barriers to  the 
w idespread adoption and use o f SDSS seem to com pound. Most systems 

bu ilders seem to be unaw are of the com plex nature o f the decis ion-m aker's  job 
and  of the assum ptions and "hidden agendas" that "cloud" the "rational" process 

o f decision. W inograd and Flores (1986) d iscuss som e of the dangers that 

po tentia lly  attend the use of decision support systems, such as:

1) orientation to  choosing;
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2) assum ption of relevance, i.e. the assumption tha t the things the 
installed com puter system  does are the ones m ost relevant to the 
decis ion-m aker;

3) un intended transfer of power to  program m ers, software designers and 
analysts;

4) unantic ipa ted effects, desirab le and undesirable;

5) obscuring responsib ility in interpreting the m achine as making 
com m itm ents;

6) fa lse  belief in objectivity.

A  good SDSS seem s to have to deal w ith the capabilities of hum ans as problem 
so lvers, with short te rm  and long term  lim ita tions, associative m em ory structures, 
conservatism  biases, and decis ion-m aking illusions. And it m ust leave a 
m aneuvering room to  the user in order to have a chance to be accepted. 

Technica lly, th is requirem ent im poses the incorporation of the user's judgments, 
va lues and know ledge in the decision support system.

2 .7  Data Mining

Know ledge im provem ent has led scientis ts to think about analys is and extraction 
o f useful in form ation from  large databases. Previously, researchers tried to 
im prove understand ing with m ethods and techniques, such as statistical analysis 

and  various m athem atical m odels. Due to  the increase of da tabase transactions 
in large organizations and specifically in governm ental institutes, unstructured 

ana lys is  becam e one o f the main cha llenges in such organizations.

In the m iddle 1990’s, an im portant revolution happened in the fie ld  of knowledge 
d iscovery in da tabases. The foundation o f data mining was based on statistical 

m ethods and gradual im provem ent of d iffe ren t research w orks caused many 

deve lopm ents in advanced use of large da tabases. In general, there are multiple 

de fin itions fo r data m in ing as follows:
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Data m in ing: S im ply stated, data m in ing  refers to ex tracting  o r m ining  
know ledge from  large am ounts o f da ta  (Han et at, 2006).

T h is  defin ition is a good starting point but if one wants to define the data mining 
concep t the fo llow ing definition is more precise :

Data m in ing : The extraction o f in te res ting  (non-trivial, im plicit, previously  

unknow n an d  po ten tia lly  useful) pa tte rn s  o r knowledge from  huge am ounts 
o f da ta  (Hand e t al, 2001).

There  are m ore s lightly  different defin itions in the literature such as the following:

Data m in ing: The analysis o f (o ften  large) observa tiona l data sets to 
find  unsuspected  relationships a n d  to sum m arize the  data in novel 
ways tha t a re  bo th  understandable a n d  usefu l to the da ta  ow ner (Han et 

al, 2006).

2 .8  Data M ining M ethods

G enera lly, any kind o f useful know ledge extraction from a da ta  set with some 
sta tis tica l or query-based m ethod is the result of a simple da ta  mining. There 

ex is t various types o f a lgorithm s used in the  classic data m ining. These methods 

are  categorized as fo llow s:
1) C lassification
2) Estim ation

3) Prediction
4) C lustering

5) Associa tion

The descrip tions in th is  area are extracted from  (Larose, 2005).

2.8.1 C lassification

In c lassification m ethods, usually there is a categorical target va riab le  with which 

a ll the data are categorized. In other w ords, the da ta  m in ing model tries to
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exam ine a large data set o f records both w ith  the target variable and other fields 
as  input. For exam ple, suppose we have a data set about annua l income of the 

em ployees w ith the ir age, gender and occupation. In this exam ple, the target 
va riab le  is incom e and it can, fo r instance, be categorized in to three different 

ranges as follows: ‘H igh’, ‘Average’, ‘Low ’. Here, the predictors would be age, 
occupation and gender, from which using the data m ining engine, three classes 

w ill be generated.

The next step is the tra in ing of the m odel, after which any new  object can be 

c lassified  in a specific class. There are d iffe ren t types of m apping classification 
m ethods as d iscussed below. The contents are extracted from  Campel (2001) 
and  Krygier e t a l, (2005).

•  Natural Breaks: This m ethod is a da ta  classification m ethod that divides 

data into c lasses based on the natura l groups in the da ta  distribution. 
It uses a sta tistica l form ula (Jenks optim ization) that ca lcu la tes groupings 

of da ta  va lues based on data d istribution, and also seeks to reduce 
variance w ith in groups and m axim ize variance between groups. Natural 
Breaks m ethod is based on subjective decision and it is best chosen for 
com bining s im ila r values in such a w ay that there is no extrem e value with 

high to lerance in a class.

•  Quantile: The quantile  c lassifica tion method distributes a set of values 

into groups tha t contain an (approxim ately) equal num ber of values. This 
m ethod attem pts to place the sam e num ber of data va lues in each class 
and w ill never produce em pty c lasses or classes with few  o r too many 

values.

•  Equal Interval: The equal Interval C lassification m ethod divides a set of 

attribute va lues into groups that con ta in  an equal range of values. This 

m ethod works be tte r w ith continuous set of data because the map 
designed by using equal interval c lassifica tion is easy to  accom plish and 

read. However, perform s badly w ith  clustered data because many items
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may wind up in just one or two c lasses while others w ill have no features 
at all.

•  Standard Deviation: The standard deviation classification method 
determ ines the mean va lue, and then places class breaks above and 

below the m ean at d istances of e ithe r 0.25o, 0 .5o  or so, until every data 
value is conta ined within a class. By o  we mean the va lue set is standard 

deviation. V a lues that are beyond a threshold distance from  the mean are 
usually aggregated into tw o outlier c lasses: sm all and large, for instance.

2 .8 .2  Estim ation

Estim ation enables us to obtain a param eter estim ate from the existing data. In 

th is  area, regression is a com m only used technique. It results in a form ula with 
w h ich  new da ta  can be assigned as an estim ate for the param eter.

Using one of the regression methods, the  re lationship between one or more 

response variables (also ca lled dependent variables, expla ined variables, 
pred icted  variables, o r regressands, usually named Y), and the predictors will be 
estim ated. For exam ple, a m anager o f an institute wants to  know the total 
bu dge t for next year with respect to the  num ber of em ployees and existing 
custom ers. Considering the previous ex isting param eters and also total budget, 
a m athem atical fo rm ula  in the form  of Y = f (x, t , . . . )  w ill be found in which x, t , . .  

. are the variables, and Y is the to ta l budget estim ation.

2 .8 .3  Prediction

Prediction has s im ilarity with the prev ious m ethods of estim ation and 
c lassifica tion. In addition, for predicting phenom ena, different types of method 

can be used, such as statistical m odeling or c lassification bu t the point is how 
m uch the prediction w ill be d ifferent from  the reality. A good exam ple in this 

research  dom ain is predicting the num ber o f accidents for the next year based on 

h is to ric  data. These kinds of phenom ena are independent during tim e and each 

ye a r it can increase o r decrease.
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Som etim es in prediction, we cannot find  a very good pattern for some 
phenom ena. This is the main d is tinction between prediction and previous 

m ethods. In addition, the reliability of prediction is less than that of other 
techn iques in data m in ing because instead of exploring inside the data, future 
phenom ena are considered.

2 .8 .4  C lustering

A com m on m ethod in data m ining is putting sim ilar ob jects in a group, which is 
ca lled  clustering. G enera lly, clustering m ethods are sim ilar to classification but 
the  difference is that in clustering we do no t have target variables such as 'high', 
‘a v e ra g e 'and  ‘lo w ’.

Actua lly , clustering algorithm s try to find sim ilarities in the da ta  rather than to 

m ake predictions about a target variable. These methods find ou t maximal sets of 
hom ogeneous records in a way tha t m in im izes sim ilarity w ith o ther clusters. A 

good exam ple of this m ethod is in fraud de tection for the banking industry. In this 
case, the responsib le m anager wants to  know different costum er behavior 

segm enta tions to find unusual bank transaction patterns.

2.8 .5  Association

O ne of the main issues in Association m ethods is finding re lations or connections 

be tw een attributes of a  data set. Th is m ethod in the business w orld  is sometimes 

ca lled  affin ity analys is o r market basket ana lys is  (Larose, 2005)

In association m ethods, an algorithm  tries to find rules in the form of ‘if 
an tecedent, then consequen t’. Such ru les m ust be associa ted w ith adequate 

am oun ts  of support and confidence.

2 .9  Association R u le Mining

A s m entioned above, association rule m in ing is one of the  m ost im portant 

m e thods in the  data m ining concept. The genera l purpose is to find associations 

o r re la tionships between item sets.
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In da ta  m ining term inology, th ree main defin itions are considered. An item 
corresponds to  attribute-value pair, which in th is research pro ject is each of the 

ex is ting  param eters. A  transaction is a se t of items. Each transaction in the set 
g ives  us inform ation about which items co -occu r in the transaction. A frequent 
item  set is such an item  set in which the num ber of occurrence in the transaction 
is m ore than a m in im um . In addition, the re  is a constra int fo r ou r work in which 

w e are not allowed to  have the sam e pa ram eter tw ice in the frequent item set. 
From  the late 1990s, the following theory was developed by Agrawal e t al, 

(1993):

Let I =  / ( / ,  / 2 ,  .  .  .  ,  im I be a set o f items. Let D, the task relevant data, be a 
set o f database transactions where each transaction T is a set o f items such that
T £  I. A unique identifier, namely TID, is associated with each transaction. A 

transaction T is said to contain X, a set o f some items in I, i f  X £  T. An 

association rule implies the form ofX=>Y, where X c f . Y  c l  and X n Y  -  0 .

2 .1 0  Support and C onfidence

In the association ru le mining, there are m ethods fo r checking the va lid ity of 

ru les. The rule X  =>Y  holds in the  transaction set D  w ith confidence c when c%  

o f the transactions in tha t contain X  also conta in Y . The rule has support s  in the 

transaction se t D if s%  of the transactions in D contains X  u Y .  The probabilistic 

fo rm u lae  2.1 and 2.2 helps in understanding support and confidence.

support, s = P ( X n  Y )  = tto f transactions contain ing both X  and Y  (2.1)
tto f transactions

confidence, c  = P f X H  Y )  = ttof transactions containing both X  a n d  Y (2.2) 
P(X) tto f transactions contain ing X
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2.11 A p rio ri Algorithm

T he a p rio ri a lgorithm  is a powerful a lgorithm  for m ining regu lar item sets in 

the  association rule m ethod. It applies the  a priori property: Any subset of a 
fre que n t item set m ust be frequent. The background of the algorithm  is the use 

of p rio r knowledge abou t frequent item sets already detected. The a priori 
a lgorithm  uses an ite ra tive  concept known as a level-w ise search. If we consider 
k as an arbitrary level, then  k-item sets are used to explore (k+1 )-item  sets. In the 
beginn ing, the set of com m on 1-item sets is found. This set is represented as Li. 
L i is used to find L2, the  collection of frequent 2-item sets, which is used to find 
L3, and so on, until no m ore frequent k-item  sets can be found. Finding each Lk 

requ ires a full scan o f the database. W ith  th is process we can construct a 

co llection  of frequent item  sets.

2.11.1 The A prio ri A lgorithm  Im plem entation

Im p lem entation of the algorithm  is another im portant issue in the  research area. 
Using a priori im plem entation pseudo code, all the frequent item sets are 

de term ined from  a num ber of parameters in a database transaction. In this code, 
D  is the collection o f database transactions, m in-sup denotes the m inimum 
suppo rt threshold, L is the  number of frequent item sets in transaction D and C, 
can  becom e a m em ber of the frequent item  set. The fo llow ing pseudo code 

represents general im plem entation m ethod for A priori a lgorithm  (Agrawal e t al, 

1993).

Li —* Grid frequent 1-item sets(D)
For kin (1. U i 0, k++):
Ck+1 candidates for frequent item set generated

from
(Lk with m in-sup)
Lk~ L i"  Lk-i

F o r each transaction t in D-'
increment the count o f a ll candidates in Ck*i i f  it  

occurs in  t
Lk+i~* candidates in Ck*i with m in sup 

return UkLk
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Im portan t details of a priori algorithm

T he purpose of this algorithm  is frequent item set generation. It has a sub 
process which has an im portant role in the w hole  algorithm. The process has two 
m ain steps: First, for each Lk, the table w ill jo in  Lk. i  *  L>. Second, the algorithm 
prunes the candidates which are no t frequent and inside L*_>.

2 .11 .2  Rule G eneration from  the A  prio ri Algorithm

A fte r generating the frequent item set, we w ill create rules from those items that 
have the highest frequency in the database. The second part o f the association 
ru le  algorithm  consists o f two steps:

1. First, generate a ll subsets of S, in w h ich  S is the frequent item  set.

2. Then, let SS represent a nonem pty subset of S. Consider the association 

rule R: ss ^  (s  - ss). G enerate (and output) R if R fu lfills  the m inimum

confidence requirem ent. Do so fo r every subset ss of s. Note that for 

sim plicity, a s ingle-item  consequent is often desired.

2 .11 .3  M easures of In terestingness

A fte r generating association ru les, a possib ly large num ber of rules will be 
genera ted . In general, the in terestingness of a rule relates to  the difference 

be tw een the support o f the rule and the p roduct of the support fo r the antecedent 
and  the support for the  consequent. If the antecedent and consequent are 
independent of one another, then the support fo r the rules should approxim ately 
equa l the product of the support for the antecedent and the support fo r the 

consequent. If the antecedent and consequent are independent, then the rule is 
un like ly  to be of in terest no m atter how high the confidence (P iatetsky-Shapiro, 

1991).

T o  reduce the num ber of rules, ‘L ift’ and ‘Leverage ’ are two m etrics that are used 

in the research as stud ied in the literature review .
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a) Lift

‘L ift ’ is described as the m ost popular m easure for interestingness of a rule and is 
form ula ted as:

L ift (A =>C) = Confidence (A => C) (2.3)
Support (C)

T h is  is the ratio of the  frequency of the consequent in the transactions that 
con ta in  the antecedent over the frequency o f the consequent in the data as a 

w ho le . If a lift value is greater than 1 then the consequent is m ore frequent in 
transactions conta in ing the antecedent than  in transactions tha t do not (Ibid, 
1991).

b) Leverage

A n o the r concept for rule interestingness m easurem ent is ‘Leverage ’ which is 

de fined  as:

Leverage (A =>C) = Support (A =>C) -  Support (A) x  Support(C ) (2.4)

Rules with h igher leverage are m ore interesting than others. M easures such as 

lift o r leverage can be used to fu rther constra in the set of associa tions discovered 
by se tting a m inim um  va lue. In addition, these  measures have been used after 
ru le  generation because we need an an teceden t and consequent fo r calculating 
its support and confidence so we cannot use them during the frequent item set 

ca lcu la tion  process.

2 .1 2  Spatial Data

G eospatia l da ta  m akes use of the geograph ic location of features and boundaries 

on Earth, such as natura l or constructed features. Spatial da ta  is com m only 

s to red  as coordinates and topology, and is da ta  that can be m apped. Spatial data 
is o ften accessed, m anipulated or analyzed through G eographic Information 

S ystem s (Rigaux e ta i,  2001).
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Spatia l data takes the form  of Vector or R aster data. Vector da ta  represents 
fea tu res  through point, line and polygon da ta  types, allowing the  user to apply 

m any relationships and geom etrical concepts between them. On the other hand, 
ras te r data are in the form  of matrix or array of data based on a pixel in such a 

w a y  tha t each pixel has a value.

In genera l, both are used in spatial analysis bu t with d ifferent characteristics: 
vec to rs  are good for spa tia l analysis of roads, areas, buildings etc., but raster 
d a ta  are good in ca lcu la tions of and with ne ighbour pixels. In th is research, we 
w o rk  w ith vector data to represent the topologica l concepts in the research 

p ro jec t output and be capab le  of working w ith  attribute data.

2 .13  Spatial Data M in ing

Nowadays, Spatia l Data M ining (SDM) is a w ell-identified domain of data m ining. 
It can be described as the discovery o f interesting, implicit and previously 
unknow n knowledge from  large spatial databases (Han e t at, 2006).

2.13.1 Topological Relationships in GIS

In the spatial use of da ta  sets, an im portant concern is the spatial relation 
be tw een objects. There  are m any types o f relationships m entioned in the 
lite ra tu re  such as ‘d is jo in t’, ‘conta ins’, ‘ins ide ’, ‘equal’, ‘m eet’, ‘covers ', ‘covered 
b y ’, ‘overlap ’ (Keating e t at, 1987). Spatial topologica l re la tionships have a basic 

ro le  in spatial analysis. In this section w e describe some of these concepts, 

w h ich  are used in this research project:

•  Contains / Inside: These types o f re la tionships happen when a spatial 

ob ject is com p le te ly  covering the other. These concep ts are m ost 
understandable w ith  two polygon ob jects . If one of them  is com pletely 
located inside the  other one, then the re lationship is ‘conta ins'. In this 

sense if we change the situation o f two objects we will achieve 'inside' 

relationship.
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•  C lose to: The advanced types of spatia l rela tionships are derived from the 

basic concepts w ith  some additions. The term ‘close to ’ is a kind of d is joint 
re la tionship w ith a specific threshold.

O th e r types of re la tionships and analysis options within GIS between spatial 
ob jec ts  include table jo ins, buffers and overlays. Table jo ins are features of 
re la tiona l databases. Jo in ing  tables enables com bination of da ta  from  multiple 

sou rces in analysis. O verlay operations in a GIS enables ana lys is between 
va rious  layers of inform ation. It thus facilita tes num erous business applications 
as a result of the ability to query m ultiple m ap layers. A buffer on the other hand 
is an area surrounding a point, line or area defined by a radius d istance. Buffers 
enab les  analysis of trade  area as well as gauging the com petition along, say, a 

leng thy  com m ercial strip  of which we do not d iscuss the details.

2 .13 .2  Spatial A ssociation Rule

A spatia l association ru le  is a rule in the form  of A ^  B, where A and B are a set

o f predicates, some of wh ich are spatial (Koperski et al, 1995). Th is definition 
g ives  a general idea about spatia l associa tion rule but the re  exist other 

de fin itions, which give a com plete and specific schem a to the concept.

A spatia l association ru le is a rule in the form  of:

P i  A P 2  A . . .  A  P m  Q 1 A Q 2 A  . . .  A  Q n . (S °/o , C % ) (2 -5 )

W h ere  at least one o f the  predicates Pm o r Q n is a spatial predicate, s% is the 

su ppo rt of the rule and c%  is the confidence of the rule (Koperski, 1999). These 
co ncep ts  were discussed in Section 2.7. In spatia l databases, ce rta in  topological 

re la tionsh ips hold at all tim es (Egenhofer, 1991). They can be v iew ed as spatial 
assoc ia tion  rules w ith  100% confidence. For exam ple, the  containm ent 

re la tionsh ip  expressed in Section 2.11 is one such association ru le:

Contains(X, Y) a  contains(Y, Z) ^  conta ins(X , Z) (2.6)
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H ow ever, such rules are usually dom ain-independent and therefo re don’t have 
m eaningfu l inform ation about specific da tabase contents. An interesting spatial 

associa tion rule may no t always hold fo r a ll the data but may disclose some 
im portan t spatial or topologica l features in the  database.

2 .1 4  Data Envelopm ent Analysis

C onceptua lly, Data Envelopm ent Analysis (DEA ) is used to  evaluate the 
e ffic iency of a  num ber of producers. Typ ica l statistical approaches are 

characterized as centra l tendency approach and evaluate producers relative to 
an average producer.

In contrast, DEA  com pares each producer w ith  only the ‘best’ producers. In the 

lite ra tu re , there are o ther defin itions of DEA  such as ‘Data enve lopm ent analysis 
p rov ides a m eans of ca lcula ting apparent efficiency levels w ith in  a group of 
organ izations. The e ffic iency of an organization is ca lculated relative to the 
g roups observed best practice ’. In the D EA literature, a p roducer is usually 

re fe rred  to as a decision making unit or DMU.

D EA  w as firs t described by Charnes, C ooper and Rhodes (CCR), and they 
dem onstra ted how to change a fractional linear measure of e ffic iency into a linear 
program m ing model (Ram athan, 2003). D EA  is a m athem atical program m ing 
m odel applied to observation data, which provides a new m ethod of obtaining 

em p irica l estim ates of external relations, such as the production functions and/or 
e ffic ien t production possib ility surfaces tha t are fundam enta l to modern 

econom ics.

The effic iency of each decision making un it is a function of the  am ount and 
num ber of inputs and outputs, and the num ber, type, and characteristics of 
dec is ion  m aking units. In this sense, at the  end, a scalar is identified as the 
re la tive  efficiency, representing the total s ituation of that unit (D ivandari e t a l 

2006, Hesseinzadeh e t al, 2007).
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2.14.1 Use of DEA  in Spatial Data

D EA  is norm ally used in financial or business organizations with m any branches. 

In th is  method, the spatia l factor is not involved in the m athem atical models. 
O n the other hand, each phenom enon by itse lf has a spatial fac to r which cannot 

be ignored. For effic iency, one m ust take into account the location param eter of 
the business branch, e.g., whether it is in a residential area or in a trade area. In 
add ition , the spatial characteristics should be added to the inputs and outputs of 
the DEA  model to better estim ation o f the effic iency m easurement.

N eedless to say, each organization applies a different strategy fo r its business 
branches, based on th e ir location. For exam ple, in a bank som e branches are 

expected  to act as a resource absorber, w h ile  some others w ill be active in 
provid ing loans. A branch in a residential a rea cannot give loans like one in a 

trade  area. The concept is very sim ple but it is not yet modeled in the scientific 
dom a in . An im portant issue of th is  research is to find a p roper com bination 

m odel of both the m athem atica l and spatial issues, in the spatial rules 

associa tion method.

O ne of the im portant issues that we deal w ith in the research project is the 

com bination of spatial param eters beside the  financial factors, to  increase the 
accuracy of the e ffic iency m easure. That m eans, a high weight w ill be given to 

spa tia l param eters ins ide the model, and a lso in deriving the spatia l association 

ru les to improve the approxim ation.

2.14 .2  Support and Confidence using D EA

B eside the usual m ethods fo r measuring support and confidence o f derived rules, 
the re  is a m ethod ca lled ‘ranking discovered rules from data m in ing w ith multiple 

c rite ria  by data enve lopm ent analysis ' (Chen, 2006). The general idea is that in 
associa tion rules regard less of spatial or non-spatia l point of v iew , m any useful 

and useless rules are generated and by  using a proper DEA  model, all 

cand ida tes (derived associa tion rules) are ranked using the e ffic iency concept in 

decreasing order. The top N candidates a re  selected. The evalua tion of this
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m ethod with the  com m on support and confidence shows a better result for the 
D E A -based m ethod (Ib id, 2006). A lthough th is  method shows be tte r results, due 

to th e  fac t that it needs m any additional processes in data ga thering such as 
p reparing  a questionna ire, this m ethod has not been used in th is research 

pro ject.

2.14 .3  Related Top ics  and Other Disciplines

In recen t years, the use of spatial data analysis in GIS has becom e very popular. 

V a rious dim ensions in the  spatial data and in addition, huge am ounts of attributes 
in the se  data, allow sc ien tis ts  to generate methods and algorithm s in special 
branches. Spatial econom ics is concerned w ith the allocation of resources over 
space  and the location o f econom ic activity. In this branch of science, location 
ana lys is  focuses m ostly on one econom ic question, namely, location choice. 
T h is  is only one decision am ong a large num ber of econom ic decis ions (Anselin, 

1990). On the other hand, a variety of param eters in spatial da ta  such as 
econom ica l and social ex is t in spatia l econom ics. Mathem atical and statistical 
m e thods help to analyze spatial da ta  while economical theories are combined 

w ith them  (Anselin et at, 1992).
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C H A P T E R  3: R E SEAR C H  M ETH O D O LO G Y

3.1 S tu d y  Area

The study area selected for this research pro ject is the city of N a irobi, capital of 

K enya. The geograph ica l location of Nairobi is about 1 - 1 5 '  S outh  and 36° 45' 
East. Accord ing to the  last census data (1999), the popula tion o f Nairobi is 
approx im ate ly  2 m illion. The pro jected popula tion as at 2009 is approx im ate ly 3 

m illion . Nairobi has 49 Locations of which 31 locations cover the s tudy area.

•  CLjit  3 :jo .bn  
9  P<x or k s » i

O t e B a k l tB ^ c i

12000 M eters

F igure  3 .1 : S tudy Area (Source -  Survey of Kenya, 1999)

As m entioned in the firs t chapter, an application of this research m odel is in the 

bank in g  industry. The s tudy aim ed to study and find re la tionships between bank 
b ranches  as a case s tudy by evaluating specific  econom etric d a ta  in relation to 

o th e r local spatia l pa ram eters so as to genera te  associa tion ru les to guide 

expans ion  planning.
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In genera l, when a bank opens a new  branch in a certain area, the goal is to 
have an effic ient branch, thus there is a d irect connection between efficiency and 
site se lection.

All param eters of the research have been chosen from a scientific background in 

site se lection. Essentially, five categories are d iscussed in most research articles: 
popu la tion , com petitors, access, land use, and income (C liqquet, 2007). The 
s tructu re  of this research project in param eter perspective is extracted from these 

five classes. Due to the  lim itations of data gathering, in some cases, related 
param eters or proxies w ere used. As an exam ple, instead of average income per 
reg ion, rental data for the  sam e region is used in the analysis. Rental data serves 
as a cost and as an incom e when considered under different scenarios of letting 

ou t space or leasing space.

3.2 Data Sources and Too ls

3.2.1 Tools and Softw are

The hardware used in th is  project included:

1. Lenovo laptop

• W indows XP, service pack 2

•  2G B of Random  Access M em ory (RAM)

• Hard Disk space of 130 GB
2. Garm in eTrex HC Series hand held G P S  Receiver with the follow ing 

specifications:

•  Positional Accuracy ±4 meters

•  Battery operated, Cable or PC /U SB Adapter

•  O perating Tem peratures -15° C to 70® C

• A ltitude -  17500 meters

• Velocity -  0.1 m eter/sec steady state 

The software used in th is  project included:

1. A rcG IS  9.2
2. A rcV iew  GIS 3.2
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3. E fficiency M easurem ent System (Data Envelopm ent Analysis software)

4. Weka 3.6 Data M in ing Software
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3.2.2 Spatial Data
Data Required Characteristics ot Data Source

Location data for existing 

bank outlets

Grid coordinates (Easting and 

Northing) referenced to WGS84 

coordinate system and UTM 

projection

Data captured by use of a 

hand held GPS Receiver

Location data of existing 

police stations within the 

area of study

Grid coordinates (Easting and 

Northing) referenced to WGS84 

coordinate system and UTM 

projection

Data captured by use of a 

hand held GPS Receiver

Population distribution data 

for Nairobi District

1999 census data with location as 

the smallest enumeration unit

Kenya National Bureau of 

Statistics

Road network data Classified and unclassified roads ILRI

Administrative map of 

Nairobi District

Map showing administrative units 

within Nairobi District. Location 

information was used in the 

analysis.

Survey of Kenya

Zoning map of Nairobi 

District

Zoning depicting land use 

information

Nairobi City Council

Rental data of the case 

study area

Floor area and cost per square 

foot for premises occupied by 

Chase Bank Branches.

Chase Bank (K) Ltd

Bank financial 

(econometric) data

Equity, transactions, customer 

deposits, revenue/income, 

expenses, number of accounts, 

customer details, profit and loss

Chase Bank (K) Ltd
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3.3 Bank Data

3.3.1 Chase Bank

The m ain source data fo r banks in th is research is Chase Bank (K) Ltd. It has 6 

branches within the 31 locations that cover the study area. Using G lobal 
P osition ing System (G PS) technology, all b ranch coordinates w ere measured 
w ith accuracy of ±4 m eters. In addition to branch locations, non-spatial attributes 
of b ranches also have an im portant role in the  research. In general, non-spatial 

a ttribu tes of the branches are used to ca lcula te the efficiency. To do  so, firstly, a 
re la tive com parison be tw een branches ca lled ‘DEA based e ffic iency’ was 

genera ted . The result o f th is m easurem ent is a normalized num ber that 
com pares the effectiveness of a branch with the best branch. The concept was 
d iscussed in Section 2.14. This takes into accoun t two additional m ore sensible 
m easurem ents to clarify abstract efficiency concept. The total turnover/revenue 
and pro fit for each branch are supplem entary selected inform ation, fo r better 

exp lanation  of the research model.

O bviously, there is no guaran tee to have the sam e result with d iffe ren t indicators 
but as far as there is no absolute effic iency defined for branches, auxiliary 

m easurem ents were em ployed to evaluate and validate the results.

T ab le  3.1 shows the re la tive  branch effic iency measures benchm arked w ith 
H urlingham  Branch us ing Efficiency M easurem ent System, a DEA -Based 

S o ftw are.

It ind ica tes the benchm arked efficiency scores derived from input param eters: 

[A sse ts , Equity and Em ployees] as well as ou tpu t parameters: [Revenue and 
Profit]. DMU -  Decision M aking Unit represents the branch on which the relative 

e ffic iency m easure is ca lculated. The results obtained were used in the 
subsequen t com parative analysis and va lidation of the prediction m odel.
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Table  3.1 : Relative Effic iency M easures of Chase Bank Branches.

DMU Score Benchmarks
Assets
{Input}

Equity
{Input}

Employees
{Input}

Revenue
{Output}

Profit
{Outp

1 City Centre 405.83% 0
2 Hurlingham 170.60% 6
3 Parklands 38.63% 2(0.12) 51931.30 0.00 2.52 0.00 1346
4 Eastleigh 83.27% 2(0.18) 0.00 5441.78 12.53 0.00 1689
5 Riverside 30.40% 2 (0.02) 0.00 6018.69 1.81 0.00 191
6 Village Market 72.34% 2 (0.66) 0.00 6198.02 2.37 0.00 61

7 Mombasa 89.98% 2 (0.34) 99922.90 0.00 18.64 0.00 2016
8 Consolidated 97.96% 2 (0.57) 0.03 283621 95.47 0.00 22416

C hase  Bank (K) Ltd has a market share of less than 1% in com parison with the 
industry  totals. This in form ation and data as sourced from  Chase Bank Risk 

A na lys is  Report (2009) is g iven in Table 3.2 and Figure 3.2.

Tab le  3.2 : Chase Bank M arket Share.

C h ase Bank Market S hare  -  2008

P articu lars

Industry
Banks Chase Bank %  Share

Kes. Million Kes. Million Percentage

B a lance Sheet 1,157,812 10,300 0.89%

P re-Tax Profits 42,954 247 0.58%

C ustom er Deposits 849,480 7,147 0.84%

Loans And Advances 611,502 5,139 0.84%
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■  Chase Bank Kes. M illion

Balance Sheet Pre-Tax Profits Customer Loans And
Deposits Advances

F igure 3 .2 : Chase Bank M arket Share

3 .3 .2  Com petitors

Tw o banks w ere se lected as com petitors fo r th is category. Both w ere selected 

from  the picked banks, w h ich  more o r less have the sam e num ber of branches. 

The banks picked as com petito rs are Prim e Bank and the A B C  Bank. The 
pa ram e te r used in this ca tego ry  was com pe tito r location. N on-spatia l data for the 

com pe tito rs  was avoided, because o f some lim itations. In o ther words, if the 

e ffic ien cy  m easure or the  total turnover for the  com petitors were available, the 

resu lt m ight be better.

3.4 Population Data

V arious  types of census da ta  used in this research were sourced from  the Kenya 

N a tiona l Bureau of S ta tis tics. D ifferent a ttribu tes in census da ta  consist of to ta l
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popula tion , poverty density, unem ployed and literate people in each location. 

Furtherm ore, additional a ttribu tes were derived from main data such as ratio of 

d iscussed  values per to ta l population.

3.5 Land Use Data

For each  scale in the research, there are three different types of land use data, 
de rived  from  land zoning da ta  of Nairobi C ity Council. They can be divided as 
res iden tia l, commercial and residentia l-com m ercia l areas. In addition, the ratio of 

each land use size per to ta l land use in a reg ion and also the ratio of land use 
area per region area are tw o exam ples of com plem entary subjects in land use 

data.

3.6 T rad e  Area

In add ition  to the land use data, trade area has also been used in th is research. 
The trade  area was extracted by use of a m ultip le  ring buffer around Chase Bank 
branches and clipping it w ith  the population layer. The resultant layer as shown in 
F igure 3.3 has been used to depict the Trade A rea  that is covered by the bank 

and w as used alongside the  com petition data to  carry out spatial analysis.
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F igure  3.3 : Chase Bank T rade  Area w ith Popula tion Information

T a b le  3.3 shows a sam ple statistical analys is done in Arc V iew 3.2 on  distance to 
bank ou tle ts based on trade  area clipped shape  with popula tion range in the 

iden tified  zones. The locations w ith m in im um  distance o f 0 .0000 meters as 

h igh ligh ted  indicate the zones where the bank is represented in form  of a branch 

ou tle t.
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> Slats ol Distance to Banfc outlelnhp Within /ones of Pop Jidarta tkp
IxMl Zavoxb Cut L * Sm

STAfiEHE 1 2363914 26085737500 00000 829 7077 8297077 1769721 1363189 418346880 00 8223-19361
KARtOKOB 2 2190376124170750000 2565612 19481735 16916123 10980753 3739131 2405197824 0  27743 41352
MATHARE 3 576822 636521 7500 •62 v: < 11215714 9590700 6797202 231 0079 392077568 00 53006 90719
NGARA 5 2144372 i 2697359 0000 204 0627 1355 2418 11511791 858 4396 2523754 2098345856 0  19362-27742
M ftO N G E N i 6 548329 7154295625 12524187 2724 7385 14723198 2067 9637 321 0306 1340724864 0  8223-19361
VIVANDA 9 2980608 3289094 2500 1344033 23523064 22179031 11092133 505 9541 9 3 0 6 1 2 9 9 2 0 0 :4 1 7 5 3 -5 1 0 5
MUKURU NYAYO 10 71818 79251 0000 109859(0 16494133 5508193 13709110 1312514 96456080 000 27743-41752
R0YSAM8U 12 567264 6259745625 2965699 1961 2371! 1674 6672 11180894 HIM 8?

E A S T IE B H  NORTH 13 574085 633501 5000 773 8258 22157874! 1441 9615 1464 2964 359 6366 840630528 00 53006-90719
EASTLEIGH SOUTH 14 174979 193088 9219 19103795 22104490 300 0704 2051 8787 67 0845 359035680 00 41753 53005
PUMWANI 15 450735 497385 0625 631 4424 2066 5439 1375 1016 1542 9976 30(1681 695483008 00 8223-19361
IM J M J N J i 17 1054027 11631163750 981056 2251 88(8 12268387 6180096 12931211520 8223 -19361

RARKLANOS 18 3598110 3970506 2500 3 lOOt 1767 7797 1767 7797 8261915 4070263 2972728064 0  8223-19361

KJTiSURU 19 1596385 1761607 2500 4633976 2440 3110 1976 9135 17285935 448 1 906 27595088000 18362-27742
HIGHRIDGE 20 19558967 21583276000 00000 2988 9485 29889485 1321 1884 675 1406 25841078272 27743-41752
KIUMANI 21 11947695 13184254000 ooooo 19990704 19990704 7648833 4576543 9138592768 0 27743-41752

LAVING! ON 22 3112810 3434978 7500 00000 2097 0188 20970188 878 3244 4824395 2734056960 0 8223-19361

t m iT W G O l F C O U f 23 4450756 49113990000 00000 1152 6469 11526469 457 3217 2315170 2035427584 0 19362-27742

H8ERA 24 132617 1463425625 587 6701 1163 6746 576 0045 834 9647 1314361 110 7 3 0 5 1 2 ®  53006 - 88719

Tab le  3 .3 : S tatistics of D istance to Chase Bank O utlets

3.7 N etw ork  Data

N etw ork  da ta  is an im portan t param eter fo r com m unication betw een business 

b ranches. In the location scales, it is c lassified in three different categories as 

‘h ig hw a ys ’, ‘avenues' and  street'. For each ca tegory, the total length inside the 

area is used as a m easurem ent. In the b ranch scale, the access concept 

conve rts  to the distance betw een an internal b ranch  and the com petito rs and the 

d is tance  to  a police sta tion as an urban facility.

F igure 3 .4  shows the road network within the  area of study w ith  100 meter 

m u ltip le  buffers along the  classified roads w h ich  depict the connectiv ity  of the 

se lec ted  bank branches. Chase Bank branch m ultip le ring bu ffe r overlay has 

been inc luded fo r ease o f identification and interpre tation.
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F igure 3.4 : Road Network w ith  100 m eter Buffers w ithin the Study A rea

3.7.1 Shortest Path in N etw ork Data Using B uffer Rings

From  the network param eter perspective, in the  branch scale, add itiona l network 

ca lcu la tions  for two point param eters have been used. The shortest path concept 

w as used to find the m in im um  distance betw een bank branch po in ts  and urban 

fac ilitie s  such as police sta tions. In th is research, a buffer ring of 2500 meters has 

been used to determ ine the nearest po lice station to each branch. The 

ca lcu la ted  distance w as then used for c lassifica tion in three c lasses as 'high '- 

2 ,500m , ‘average ’- 1000m  and ‘low ’- 500m  d is tance  (see Figure 3.5).
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In add ition , the distance be tw een Chase Bank (K) Ltd as an in terna l bank in 

com parison  to the d istance to the com petitors has been used to de te rm ine  the 

shortes t path in the  network. W ith a buffer o f 2500 meters, m in im um  distance 

be tw een them  w as m easured, and also classified like the previous one (see 

F igure 3.6 ). The natural breaks m ethod w as used for c lassification in this 

ca tego ry  as well.
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F igure  3.5 : Ring buffer show ing  distance to po lice  stations w ith C hase Bank 

overlay .
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F igure 3 .6 : M ultip le ring bu ffe r o f Chase Bank and o ther banks as an overlay. 

3.8 R ental Data

An ave rage  rental price w as  ca lcula ted for each  location in the branch scale. As 

d iscussed  before, rental price  data w as used as a proxy m easure o f the income 

pa ram ete r. In th is param eter, the va lue was c lass ified  into three c lasses as ‘high 

p rice ’ , ‘average price', and  ‘low  price ’. The in form ation relating to th is  param eter 

was then  incorporated w ith  the branch cost in o rder to  determ ine both the relative 

and abstrac t efficiency m easures for the  branch business units.

3.9 P aram eter H ierarchy

In th is  research, the aim  w as to analyze the associa tion between param eters in 

reg iona l and branch sca le. D ifferent param eters used in each m entioned scales 

are show n in a h ierarchy (see Figure 3 .7  and 3.8 ). The param eter h ie rarchy gives 

the genera l overview of th e  spatial factors used in the study.
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Figure 3 .7 : Parameter h ierarchy (Regional Scale)

F igure 3.8 : Parameter H ie rarchy (Branch Scale)
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The m a in  param eters that were used in both scales are the sam e; Banks, 

Popula tion , Access, Land Use, Trade Area and Rental Data. The main 

pa ram ete rs were further cascaded during the analysis into the specific relations 
to fac ilita te  both spatial and association rule m in ing for the two scales -  Regional 

and B ranch  Scales.

In som e param eters such as population, the factors that were considered were 

the sam e due to the data gathering lim itation. Th is may have contributed to an 
uncerta in ty  factor in the prediction evaluation of efficiency m easures. Modeling 

uncerta in ty  in GIS is however a subject that is still under research (F isher, 1999). 
The idea l design would be to define a border fo r each branch and search for the 
research param eters inside a buffer fo r the branch scale, but as fa r as such a 

da tabase  do not exist in the data set; the existing data formed a ‘trusted ’ basis of 

ana lys is of the model.
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C H A PTER  4: RESULTS AND ANALYSIS

4.1 O verv iew

In this research project, the aim  was to com bine the non-spatial param eters with 

a set of different spatial param eters mentioned in the previous chapter, to find 

associa tions between the various parameters in order to predict e ffic iency at 

d iffe ren t spatial scales as well as finding the sim ilarities and d iffe rences of 
derived spatia l rules at both regional and branch scales.

In this chapter, a d iscussion of the results obtained is outlined. Besides, an a 
prio ri like  algorithm  of which the basic part was discussed in chapter 2, will be 

exp la ined briefly as well as the two different scenarios related to the ou tpu t of the 
a lgorithm .

4.2 Data Preprocessing

As d iscussed  in the previous chapters, and regard less of output structure, a 
num ber of additional variab les are derived from ex isting parameters. In th is way, 
there is an early step in the method called da ta  preprocessing, to prepare 

essentia l inputs fo r the m ain method. Extracted ‘excel com m a-delim ited data' 
from the  Bank’s Central UN IX  Database Server was converted to a W eka.arff 
data fo rm a t to enable running of the a prio ri a lgorithm  using Weka 3.6 Data 

M ining software. The converted data file was in itia lly discretized using a non- 
superv ised filter in the W eka  3.6 software environm ent. Weka is da ta  mining 

so ftw are developed by the University of W aikato, New Zealand and is available 

for use fo r academ ic purposes free of charge.

Initially, the data file  had 12 attributes which w ere  later increased to  15 by an 

add itiona l branch, turnover and efficiency attributes. Results generated by both 
files w ere com pared, toge ther with subsidiary B ank Risk Analysis da ta  to validate 

the ou tpu t and hence the  loosely coupled m odel for predicting efficiency 

param eters for the potential sites in the study area.
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4.2.1 R o le  of Efficiency Param eters in the Association Rule

At the ea rly  stages of the pro ject, derivation of association rules in the whole 

study a rea  was tried. However, because of the lim ited area coverage and the 

lim ited num ber of Chase Bank branches in the study area, the support and 
confidence of the rules genera ted were very low. The aim nonetheless is to find 

the po ten tia l sites in which the efficiency is 'h igh ', ‘average’, or ‘low ’. The reason 
is that in determ ining the approxim ate areas where the above m entioned measure 

is nearly in the same range, it is assum ed that effic iency m easures w ill have a 
norm al d is tribu tion in the said area and that the change in contiguous boundaries 
is sm ooth . To do so, a local Inverse D istance W eighted (IDW) polynom ial 

in terpo lation method was used for this process.

Prim ary results shows that, in Inner City part of the study area, there is a spatial 
pattern fo r high efficiency, w h ile  the Northern part of the study area contains 
average e ffic ien t branches and there is a low effic ient spatial pattern in the 

Central pa rt of the study area (see Figure 4.1).
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F igure 4 .1 : Spatia l patterns o f e ffic iency in the s tudy area 

4 .2 .2  S p atia l Param eters Used in the Study

Spatia l da ta  used in this research originated from  different social, econom ic, 
bus iness  and also infrastructure resources. At the  c ity  region and sub-region 

sca les used in this research, there is a level of aggregation fo r some data. Point 

layers a re  com bined in such a way that the to ta l num ber of ob jects pe r region 

and sub-reg ion are calculated in the process and also, polygon layers are merged 

at the sub-region level.

4.3 D iffe ren t Types of C lassification

For p ro pe r application of the  a prio ri a lgorithm  and also because o f the wide 

range o f da ta  in the research project, all param eters were classified. Natural 
breaks m ethod was used to  classify the data fo r all the param eters. A fte r data 

p reprocess ing  step, all the param eters had a th ree  w ay classification: ,H igh,,‘Ave’
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a n d  ‘Low ’. However, the attributes extracted from the central server had in addition 
to  num erica l factors, a classification mode of ‘YES’ and NO’.

In the a p r io r i method, there is no classification preprocess used for the objects. 

In o ther words, all data is Boolean and in this s tudy, w h ile  c lass ify ing  a w ide 

ra n g e  o f pa ram e te rs  in three classes, there existed a characteristic o f that 
p a ra m e te r in the main table as ‘param eter (low)’, ‘param eter (avg)’ or ‘param eter 
(h ig h )’.

4 .4  M ain Tab le  Generation and Manipulation

A fte r the m ain table generation, tuples corresponding to the efficiency /  tu rnover 
c la sses  m entioned in subsection 4.2.1 were chosen. For instance, in the branch 

sca le , us ing a spatial join, all branches inside the high efficient potential areas 
w e re  se lected  and separately stored in a d ifferent table for subsequent steps. 

T h e  sam e procedure was also implemented for o ther scales and classes of 
e ffic ien cy  m easures. At the end of this stage d iffe ren t tables were generated with 
sp ec ifica lly  those tuples that have highest probability fo r each efficiency classes. 
Then , to  be able to use an array data structure of the a p rio ri like a lgorithm  

im p lem enta tion , the param eters were converted into an array data structure. This 

stage w as done using a query, of which the pseudo SQL is as follows:

Select id, array[parameter1 ,parameter2 parameter n], 

efficiency real number into scale_array_efficiency 
From scale_maintable_high/avg/low

A s  a resu lt, the  inpu t for the  a p r io r i like a lgorithm  implem entation was obtained. 
Basic part of the a prio ri a lgorithm  was discussed previously in Section 2.11. 

F igure  4 .2  g ives the flow chart used in associa tion rule m ining.
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Figure 4 .2 : F low  C hart for the  steps in association ru le  m ining 

4.5 A ssociation  Rule G eneration

The next s tep  was to  find all possib le association ru les and calculate the support 

and con fidence , lift and leverage for them. As d iscussed in subsection 2 .11 .2 , for 

associa tion  rule generation the re is a need to p roduce all subsets of the frequent 

item set. T h e  outputs of the a p rio ri like algorithm  in each scale are cand ida tes for 

associa tion rule im plem entation.
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At th is stage, a constra int re la ted to the consequent in the association rules 

derived  from  the frequent item se t exists. General associa tion rules are ob ta ined 

from  the in itia l extracted file, w h ile  the rules that re la te to turnover and effic iency 
are ob ta ined on the modified file  tha t includes the add itiona l attributes of tu rnover 

and e ffic iency.

The in terest of the study was to  compare both the genera l rules as well as the 
e ffic iency param eters in the ob ta ined rules. As such, tuples having the m ost 
frequent item  sets of the effic iency /  turnover param eters were retained. In this 
way, the m ost frequent item se t related to the effic iency /  turnover w ill be 
obta ined. T h e  rules obtained fo r each scale are g iven  in Appendix 3.0 and are 

d iscussed in the subsequent sections that follow.

4 .6  C om parison  of Association Rules

In considera tion  of the general association rules, a to ta l of ten association rules 
w ere ex tracted . The probability o f married custom ers not having a m ortgage and 
a pepple accoun t (children account} for the ch ildren is high w ith a m in im um  
support o f 0 .25, the confidence obtained is 0.82, lift is 1.24 and leverage is 0.06 

(Table 4.1). Relatively, the probab ility  of current and savings account is average 
w ith con fidence  ranging from 0.52 -  0.80, lift ranges from 1.06 -  1.16, while 
leverage ranges from 0.01 -  0.04. Table 4.1 sum m arizes the general associa tion 

ru les d iscussed.
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Tab le  4.1: G enera l Association Rules Extracted

A ssociation  Rule Confidence Lift Leverage Probability
mortgage=NO pep=NO 209 ==> 
married=YES 171 0.82 1.24 0.06 high

save_act=YES pep=NO 235 ==> 
married=YES 175

0.74 1.13 0.03 average

married=YES mortgage=NO 261 ==> 
pep=NO 171 0.66 1.21 0.05 high

pep=NO 326 ==> married=YES 242 0.74 1.12 0.04 average
children='(-inf-0.3]'263 ==> pep=NO 167 0.63 1.17 0.04 high
married= YES saveact= YES 277 ==> 
pep=NO 175 0.63 1.16 0.04 average

current_act=YES pep=NO 244 ==> 
married=YES 177

0.73 1.10 0.03 average

car=NO mortgage=NO 197 ==> 
current_ac1=YES 158

0.80 1.06 0.01 low

pep=NO 326 ==> married=YES 
mortgage=NO 171

0.52 1.21 0.05 high

married= YES pep=NO 242 ==> 
mortgage=NO 171

0.71 1.08 0.02 low

On the o the r hand, a total of 4 association rules were extracted for the turnover 

and e ffic iency param eters. C u rren t accounts are associa ted with high rates of 
tu rnove r and effic iencies in the rules generated. C om paring w ith the lift and 

leverage genera ted  in the case of general association rules, it can be deduced 
tha t the p robab ility  on average is high for the rules. Tab le  4.2 sum m arizes the 

results ob ta ined.
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Tab le  4 .2 : A ssocia tion  Rules Based on Turnover and Effic iency

A ssocia tion  Rule Confidence Lift Leverage Probability
tu rn ove r= h igh  3 5 9  = = >  efficiency=high 3 5 9 1.00 1.67 0.24 high
e fficiency=high  3 5 9  = = >  turnover=high 3 5 9 1.00 1.67 0.24 high
tu m o ve r= h ig h  3 5 9  = = >  current a c t= Y E S  

efficiency=high  2 7 7
0.77 1.67 0.19 high

cu rre n tsa ct=  Y E S  turnover=h igh  2 7 7  = = >  

efficiency=high  2 7 7
1.00 1.67 0.19 high

efficiency=high  3 5 9  = = >  c u rre n t_a c t= Y E S  

tu rn ove r= h igh  2 7 7
0.77 1.67 0.19 high

4.7 A uxilia ry  Data and Analysis

To com p lem en t and validate the  results obtained from  GIS analysis and 
Associa tion Rule Mining using se lected Data Mining A lgorithm s, an evaluation of 

econom etric  inform ation (non-spatia l data) extracted from  the bank's R isk 
Analys is S u rvey Report fo r 2009 was carried out. The report covers both the 

ana lys is o f th e  perform ance of the bank's branches as well as analysis and 
benchm arking o f perform ance fo r the more than 40 banks in Kenya.

For the  pu rpose of this study, inform ation that relate to  the bank’s perform ance 
as w ell as the  selected com petito r banks have been extracted for com parison 

and va lida tion  of the results obtained using the scientific too ls discussed in th is 

research p ro ject. The key perform ance indicators (param eters) considered 
inc ludes; e ffic iency, employee productivity, Return on Capita l Employed (RO CE) 

as well as the  pro fit and loss sum m ary for the year 2008. These auxiliary data 
supports the  perform ance predictive model in financia l/econom ic terms and 

provides a linkage  as well as a validation check o f the association rules 

generated and GIS analysis carried in the previous part of th is project report.
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T a b le  4 .3 : E m ployee Productivity Ratio

E m p lo y e e  Productiv ity  Ratio (Total incom e/No of staff) -2008

N a m e  O f Institu tion:
Income 

Kes. Million
Num ber of 

Staff
Staff Cost 

Ratio

P rim e  Bank L im ited 1,192 234 5.09

A fr ica n  B ankinq Corporation 725 171 4.24

C h a se  Bank Lim ited 764 220 3.47

S o u rc e  - Chase Bank Risk Analysis Report (2009)

Employee Productivity
■ Staff Cost Ratio

5.09

Prime Ban< Limited A f'ic a i Ban<hg Co'poration Chase Bank Limited

F igure 4.3: E m p loyee  P roductivity Ratio
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T a b le  4 .3  g ives a  com parison of sta ff productivity ratios as a function o f income 

fo r  the  three se lec ted  banks -  C hase Bank Lim ited, P rim e Bank and African 

B a n k in g  C orpora tion  (the ABC Bank). Prime Bank and the ABC Bank were 

se le c te d  as com pe tito rs  of Chase Bank as they are considered in the sam e 

tie r/ca te g o ry  o f banks in term s of cap ita l and asset strength.

W h en  com pared  w ith the com petitor banks selected, Chase Bank Lim ited 

co n tin u e s  to reg is te r a lower productiv ity index o f 3.47 in term s of staff cost ratio 

co m p a re d  w ith h ighe r indices for both Prime Bank and AB C  Bank (see F igure 

4 .3 ). T h is  m eans that the bank spends more in te rm s of staff to generate 

incom e /tu rn ove r and hence gives an indication of an overa ll low efficiency in 

co m pa rison  w ith  the com petitors. R easons that can be adduced to this relative 

lo w  e ffic iency inc lude  a heavy re liance on m anual sys tem s as well as a th in 

b ra nch  d is tribu tion  network in the trade /catchm ent trade area. A justified need 
fo r  investm ent in techno logy and robust ICT System s cannot be overem phasized 

in th is case. F igure  4.3 gives a graph ica l representation o f th is analysis.

T a b le  4 .4 : E ffic iency Ratios

E ffic ien cy R atio  (Cost/lncom e)

E ffic iency R atio 2005 2006 2007 2008
N am e O f Institu tion: % % % %

Prim e Bank L im ited 60.38% 68.27% 61.41% 61.41%

C hase Bank L im ited 62.51% 65.80% 63 .52% 67.54%

A frican Banking 
C orpora tion 65 .75% 72.55% 71.37% 69.38%

S ource  - C hase Bank Risk Analysis Report (2009)
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Prime Bank Chase Bank African Banking 
Limited Limited Corporation

■ 2005

■ 2006

■ 2007

■ 2008

F igure 4 .4 : E ffic iency Ratios -  Cost vs Income

B u ild ing  from  th e  scenario  d isp layed in Figure 4.3, cost-vs-incom e effic iency 

ra tios as show n in Figure 4.4 dep ict a departure from an obvious corre lation 

be tw een sta ff p roductiv ity  and e ffic iency measure. Both P rim e Bank and the ABC 

B ank exh ib it on average a declin ing/constant rate of e ffic iency measure. Chase 

B ank exh ib its  an  increasing effic iency trend over the period under review. W hile  it 

does not negate  the need to  invest in robust ICT System s, it gives the indication 
tha t Chase B a nk  is well positioned in the niche m arket/trade area and can 

continue  to exp lo it th is opportun ity by increasing the distribution network o f 

branches and Autom ated Te ller M ach ines (ATMs).
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T a b le  4 .5 : Return on  Shareholders’ Funds

R e tu rn  on S hareholders ' Funds

Year 2004 2005 2006 2007 2008
Nam e o f Institution: % % % % %

1 C hase B ank Lim ited -17 .41% 10.88% 17.53% 25.81% 29.23%

2 African Banking 
C orpora tion 23.52% 20.95% 20.68% 22.77% 22.93%

3 Prim e B a nk  Lim ited 15.33% 17.32% 14.49% 16.44% 14.95%

S o u rce  - Chase B ank Risk Analysis Report (2009)

ROCE
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Figure 4.5 : R eturn  on Capital Em ployed
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E ffic ie n cy  on the  bas is  of cost-vs-incom e presents a positive correlation with 

R e tu rn  on C apita l Em ployed (RO CE) as shown in F igure 4.5. W hereas, the 

R O C E  fo r both P rim e Bank and the AB C  Bank depicts a constant trend, Chase 

B a n k  dep ic ts  an increasing ROCE w h ich m atches very w e ll w ith the cost-vs- 
in co m e  e ffic iency m easure.

V isua lly , as seen in Figure 3.3, the location of both Prim e Bank and the ABC 

B a n k  branches a re  w ith in  500m and 1000m  from Chase B ank branches. Location 

p a ra m e te rs  p lay a crucial role in banking com petition and indicated in the 
e ffic ie n cy  raster m ap in Figure 4.1, h igher rate o f e ffic iency is recorded in the 

In n e r C ity R egion w here  banking com petition is at a  re la tive ly higher level. This is 

ind ica ted  by the  num ber o f banks represented in this trade area, more so 

be cau se  o f the bus iness  opportunities and com m ercial activ ities in the area.

T a b le  4 .6 : Profit an d  Loss Sum m ary ( C hase Bank Branches)

P R O F IT  & LO SS SU M M A R Y - 2008

C H A S E  BANK [ K 1 LTD
Branch Consolidated

City
Centre HB EB V M PB Msa RM

TITLE S

T o ta l O perating Income 
( '0 0 0 ) 749,140 542,410 89,103 15,762 58,571 11,031 30,244 2

T o ta l O perating Expenses
C 0 0 0 )_______________ 424,212 327,089 19,297 19,397 14,222 15,403 26,334 2

O PER ATIN G  P R O F IT / 
< L O S S ) ('0001 324,928 215,321 69,806 -3,635 44,349 -4,372 3,910

N um ber of Accounts 12,000 6,082 1,498 568 1,912 468 914

Num ber of Transactions 16,032 8,126 2,001 759 2,554 625 1,221

Efficiency (C ost/lncom e) 56.63% 60.30% 21.66% 123.06% 24.28% 139.63% 87.07% 122.

R elative E fficiency 
(C onsolidated/Branch) 1.00 0.94 2.61 0.46 2.33 0.41 0.65

| Rank 3 1 6 2 7 4

Data Source - C hase  Bank Risk Analys is Report (2009)
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Relative Efficiency

M Relative Efficiency I Coniolidalcd/Branch) 

2 61

2 .3 3

1.00
0 .9 4

0 65

1 0 4 6

I
0 4 6 0.41

Consolidated City Centre HuHingham Eastleigh VillagcMkt Portlands Mombasa RM

F igure 4.6 : P ro fit and Loss Sum m ary (Branches)

The re la tive  e ffic iency m easures as shown in Figure 4.6 gives an abstract 

com parison  o f the  consolidated e ffic iency in relation to the  contributory effic iency 

m easure  by th e  individual branches of Chase Bank Lim ited. The D £4-based  

e ffic iency m e asu re  tabulated in Tab le  3.1 gives a benchm arked effic iency 

m easure  w ith Hurlingham  Branch, the best perform ing branch in term s of the 

both e ffic iency as w e ll as the level o f turnover and profitab ility.

In C om parison  w ith  the generated benchm arked e ffic iency m easures on cost-vs- 

incom e (w ith  H urlingham  branch as a benchm ark), the o ther branches 

respective ly have  the follow ing e ffic iency m easures: C ity  Centre -  0.36, Eastleigh 

- 0 . 1 8 ,  V illage  M arket -  0.89, Park lands -  0.16, M om basa -  0.25 and R iverside 
M ews -  0 .18 . These effic iency m easures com pare w e ll w ith the D E 4-based
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c o u n te rp a r ts  even though the m easurem ent parameters are different. However, 

th e  pa ram e te rs  used in both instances contribute to the bottom -line in term s of 

p ro f ita b il ity  and the re fo re  have a positive correlation. The standard deviation 

c a lc u la te d  from  the  com parison of the efficiency m easures/param eters (see table 
4 .7 )  in th is  case is 0.02217.

T a b le  4 .7 : C om parison  of Efficiency Measures

Branch DEA-based efficiency Econometric Efficiency Difference RMS
(Benchm ark - HB) Revenue/Profit Cost/lncome
Eastle igh 0.18 0.18 0 0
V illage  Market 0.66 0.89 -0.23 0.0529
Parklands 0.12 0.16 -0.04 0.0016
M om basa 0.34 0.25 0.09 0.0081
Riverside Mews 0.02 0.18 -0.16 0.0256

4 .8  R eg ion  S cale  Result Lim itation

A s  a  resu lt, the a p rio r i algorithm could not find a frequent item set for the region 

s c a le  due  to the nature of th is data set. That m eans it found more itemsets with 
th re e  e lem ents bu t none of them w as able to generate a frequent item set with 
fo u r  item s based on the m in-support used for this scale. Besides, most of these 
tu p le s  conta in  e ffic iency param eters w ith sim ilar number o f frequencies. Thus, 

fo r  th is  data set, th is scale was not good to generate frequen t item set and the 

p ro ce s s  was con tinued  with the rem aining scales.

4 .9  E ffic iency Prediction

A n o th e r stra tegy in th is project is no t on ly to find and genera te  different rules fo r 
e x is tin g  param eters, but also to de term ine and predict the efficiency range fo r 
th o se  sub reg ions /  branches tha t include the most frequent item sets. Th is 
m eans , that a fte r finding the m ost frequent item  set, the average am ount of 

e ffic ie n cy  m easure in the branch sca le  is calculated, and set as the approxim ate 
range  o f e ffic iency prediction for any new branch, if such a case happens. Th is 

sce na rio  is a lso va lid for the turnover measure.
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T h e re  is ano the r scenario  for the sub region or any other sca le smaller than the 

b ra n ch  sca le . In scales sm aller than branch scale, effic iency of the branches 
in s id e  tho se  sub regions can be m easured or rely on the num ber of the high', 

a v e ' o r ‘ loW  e ffic ien t branches inside those zones. The concep t for the turnover 

m e a su re  is s im p le r than the DEA-based efficiency. As fa r as the am ount of 

in co m e  can be aggregated and sum m arized in a single d ig it, the prediction of 
in co m e  is the sum m ation of the most frequent item set elem ents.

4 .1 0  In tegrated  Analysis Model

T h e  aggrega ted  representation of the model envisaged in th is research project is 
rep rese n ted  in F igure 4.7. The representation gives a s im plified representation of 

th e  m ain steps th a t are involved in generation of the prediction model tha t can aid 
in  s tra teg ic  expansion  planning. The model is however no t automated, but rather 

uses a com bina tion  of various softw are and analysis m ethods in a loosely 
co up le d  m anner. Further research needs to be carried ou t to be able to come up 
w ith  a tigh t-coup led/em bedded m odel tha t can aid in expansion planning decision 

m ak ing  process.

B ased on the results obtained, an integrated analysis m odel would therefore 

seek to  com bine  the results obtained from GIS analysis, Association Rules and 
Econom etric  analys is. Th is gives a three-pronged analysis method with all the 

e lem en ts  loose ly  coupled as ind icated above.
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F igure 4.7: P roposed  Integrated Analys is Model
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4.11 D iscussion of Results

GIS analysis functions offer an effective tool in generation, input and 

m anipulation of spatial data. It can be used to integrate and analyse location 

factors /param eters that influence the choice of optim al locations for business 
outlets, location of custom ers, and dem ographic data am ong others.

In this research, GIS has been integrated in a loose ly coupled manner with 
association ru le  m ining and ana lys is of auxiliary econom etric data to obtain a 

scientific w a y  of guiding expansion planning in the case of a bank. Derivation of 
association ru les that affect e ffic iency of branches was the main innovation 
aim ed in th is research project.

In m ost of the  derived rules and effic iency m easures, com petitor location is h ighly 
related to the  effic iency m easure. Th is is in the Inner C ity region where m ost of 
the banks have branch representation. In fact, most banks have more than one 

branch representation in this reg ion. It therefore m eans that due to the m arket 
sharing concepts, when the density  o f the com petitor is low, one should expect 
low effic iency and vice versa.

In the research, a lim itation o f detailed data related to the local econom ic 
param eters as  well as access to  the custom er database of com petitor banks 
se lected ex is ted . In this case, the  regional scale m easures were not derived. 
However, de ns ity  and location param eters w ere obtained and analyzed using the 

norm al GIS functionality.

Com paring th e  rules obtained on the branch scale, a relatively higher lift and 

leverage fo r h igh efficiency param eter was obtained. Turnover measure also 
contributed ru les with high m easures of interestingness. Th is is as a result of the 

high re la tionsh ip  of turnover and profitability. These param eters contribute to the 

effic iency m easure  at the branch scale.
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Using the m ethod evaluated in th is research, one can predict efficiency of 
branches in w h ich  the param eters are involved with the rules. In other words, due 

to the nature o f the ‘If then ' rules, one can be able to pred ict efficiency measure 

when the an teceden t happens. A ll the rules generated had leverage values of 
less than 1. In general however, lift values greater than 1 indicate that the 

consequent is m ore frequent in transactions contain ing the antecedent than in 

transactions tha t do not. This jus tifies  that prediction of e ffic iency measures given 
the sam e nature  of param eters in will always exhib it the general efficiency 
associated w ith  the area of study. It thus validates the ‘F irst Law of G eography’ 
(W aldo Tobler, 1970) which has been widely used in spatia l analysis which states 
that:

"Everyth ing is re la ted  to everyth ing else, bu t nea r th ings are more re la ted than  
d is tan t th in g s ."

This concept ap tly  explains that spatia l relationships tha t have been used to 
m odel spatia l trends of param eters in th is research study. As described in section 

4.10, the  im plem entation of the loose ly coupled analysis tha t incorporated GIS, 
Associa tion R ule Mining as well as the validation of the  efficiency param eters 
using econom etric  information can be autom ated to m odel a decision support 
system  that can  be used to guide strategic expansion planning. Such a model 

would involve an autom ated integration GIS analysis (spatia l data), Econom etric 
(non-spatia l da ta ) as well as Data M in ing (association rule m ining) to generate an 

Integrated P rediction Spatial Model.

Th is proposed autom ated integration model (see F igure 4.7) involves the 
m erging of spa tia l and non-spatia l da ta  through the use of G IS  and Data M ining 

to  ob ta in  Econom ic Data with (X, Y) event/com ponents. The data can be 

in terpo la ted through the use of po lynom ial interpolators like Kriging and IDW to 

ob ta in  a slope function  which represents an Efficiency Raster. On the other hand, 
Data M ining process yields association rules which can be in the form  of e ither 

Spatia l o r N on-spatia l Association Rule Samples. The da ta  generated; Efficiency 
R aster and the Association Rule Sam ples are integrated through an algorithm  to
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create a Spatia l Prediction Model. Th is model can then be used to predict the 

candidate loca tions which can be evaluated to facilita te roll out of efficient 

branches/outle ts.

Depending on the  scale of operation, various param eters (see Figure 3.7 and 

3.8) can be chosen  based on the m arket dynam ics of the candidate locations 
identified/generated from the prediction model. The best site is then selected 

from the candidate locations derived from  the prediction model.
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CHAPTER 5: C O N C LU SIO N S AND RECO M M ENDATIO NS

5.1 Conclusion

This research pro ject a im ed to find  a prediction m odel for the efficiency 

parameters based on the spatial association rules. Using such a model, the 

managers of a  business branch, are able to make be tter decisions for optimal 
allocation of new  branches based on the derived rules.

Spatial associa tion rule detection w ith a constra int is a method in which the 
outliers are no t well-ind icated. That means, with such a m ethod, based on the a 

prio ri a lgorithm , one will m iss the extrem e cases and on ly  spatial patterns tha t 

frequently happen w ill be obtained.

This m ethod w ill predict the effic iency of areas which the spatial and non-spatial 
param eters are involved in the rules. If a responsible person suggests d ifferent 
areas fo r a new  branch, the model w ill find the best one accord ing to the highest 

va lidation concep ts  of the associa tion rules such as lift and leverage. 
Experim ents on th is data set show ed negative rules in certain classes. Such 
negative rules suggest areas which are not efficient. In comparison, the tw o 
m easures in the  derived rules show tha t the DEA  based e ffic iency measure give 

a better result due  to the num ber of re levant param eters in all classes.

The results ob ta ined  from the research give an alternative way to predict the 

average e ffic iency based on the m ost frequent item se t which can help the 
m anagers to have a general idea about the new site. Efficiency measures 

derived will p rov ide  a scientific prediction of how a new branch will perform in the 
given site  in re la tion to a selected benchm ark -  usually an existing branch with a 

re la tive ly high e ffic iency measure.

A n  integration o f spatial and non-spatia l data in optimal site selection will o ffer 

ob jective  m eans of evaluating candidate sites so as to he lp and guide m anagers
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make inform ed and strategic decis ions on the best sites fo r business expansion 
planning and ro ll-out.

5.2 R ecom m endations

5.2.1 R ecom m endations for Practice

In view  of th e  results and conclusions of this study the following 

recom m endations were made:

• To be ab le  to keep track of the changing IT environm ent, Banks need to 

pu t in p lace  long term  d iagnostic  process to identify the changes that are 

taking p lace  and strategies tha t should be im plemented.

•  There shou ld  be adequate resource allocation to  ICT strategic plans, 
com m itm ent by all s takeholders and abandoning ideas that do not yield 

results.

5.2.2 R ecom m endation  for Further Research

In this section , there are gu idelines for any future works based on the 

experiences ob ta ined  from this research:

•  Use th is m ethod for data se ts w ith detailed characteristics of each building 

block. For branch scale the re  is need to calculate details of the spatial 
charac te ris tics  using a bu ffer for all points to have a better and complete 

result.

•  A suggestion  for the classification is to remove ou tlie rs or try to find a w ay 

to increase the num ber of e lem ents in a high range class.

•  G enera te  a com plete autom ated process for the w hole process including 
an in te rface  to change the classification type and also param eter selection 

for the associa tion rule. In addition, instead of classification method, there 

is need to find and test alternative methods fo r data sets which do not
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have a no rm a l distribution and exhibit Poisson distribution. This will 

provide fu rth e r insight and help validate the spatial association rules for 

d iscrete da ta  tha t do not have a normal distribution.

• Th is  study a lso recomm ends the use of an alternative method of spatial 

associa tion rule based on param eter weight, where in the small scales, 

one is ab le  to find a total w e ight of each param eter and due to that weight 

apply fo r the larger scales and implement the sam e rule by giving 

additional w e ights to some param eters.

• Th is  research  study was based on a snapshot of tim e for both the 

e ffic iency m easurem ents and spatial param eters. This study strongly 
recom m ends addition of a tim e dimension to the research to com e up with 

a tem pora l spatial association rule. In this case, one can also combine the 
tem pora l spatia l association rule with a visualization method such as 

space-tim e-cube to detect the spatial tem poral changes in the city.
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APPENDICES

1.0 Rental Data

No B ranch Name Shape Num ber 
of tellers

Total Floor 
Area (sq. 
f t)

Rent per 
sq. ft 
(Kes)

Monthly
Rent

1 C ity Centre L-S haped 4 2300 55/- 126,500/-
2 Parklands Rectangular 3 1940 90/- 174,600/-
3 Hurlingham R ectangular 4 3687 58/- 213,846/-
4 Eastleigh L-Shaped 6 2659 119/- 316,421/-
5 M om basa Rectangular 6 5200 29/- 150,800/-
6 R iverside Mews Square 4 2508 73/- 183,084/-
7 V illage Market R ectangular 2 1700 95/- 161,500/-

^8 Th ika L-Shaped 8 5000 100/- 500,000/-

2.0 Sam ple Bank Data -  Data Base Extract

Extract -  Sam ple Bank Data
id af l e _ sex trade area income married I children car save act current act mortgage pep
ID12101 48 FEMALE INNER CITY 17546 NO 1 NO NO NO NO YES
ID12103 51 FEMALE INNER CITY 16575.4 YES 0 YES YES YES NO NO
ID12112 52 FEMALE INNER CITY 26658.8 NO 0 YES YES YES YES NO
ID12116 38 FEMALE INNER C ITY 22342.1 YES 0 YES YES YES YES NO
1012119 62 FEMALE INNER CITY 26909.2 YES 0 NO YES NO NO YES
1012121 61 MALE INNER CITY 57880.7 YES 2 NO YES NO NO YES

1012123 54 MALE INNER CITY 38446.6 YES 0 NO YES YES NO NO

1012125 22 MALE INNER CITY 12640.3 NO 2 YES YES YES NO NO

ID12126 56 MALE INNER CITY 41034 YES 0 YES YES YES YES NO

ID12127 45 MALE INNER CITY 20809.7 YES 0 NO YES YES YES NO

1012129 39 FEMALE INNER CITY 29359.1 NO 3 YES NO YES YES NO

ID12134 33 FEMALE INNER CITY 29921.3 NO 3 YES YES NO NO NO

ID12136 27 FEMALE INNER CITY 19868 YES 2 NO YES YES NO NO

ID 12142 47 FEMALE INNER CITY 26952.6 YES 0 YES NO YES NO NO

1012145 20 MALE INNER CITY 13740 NO 2 YES YES YES YES NO

1012146 64 MALE INNER CITY 52670.6 YES 2 NO YES YES YES YES
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3 .0  Data M ining R esults

3.1 A  P rio ri Run 1
= = =  R u n  inform ation  = = =

S c h e m e : w eka .a ssocia tions.A priori -N  10 - T  3  -C  1.1 -D  0 .0 5  -U  1.0 -M  0.1 - S -1 .0  - c -1

R e la tio n : Bank__D a ta.arff-w eka.filters.unsupervised.attribute.Discretize-B10-M -1.0-R first-last

In s ta n c e s : 6 0 0  

A ttrib u te s : 12

Id, a ge , sex, region, incom e, married,

c h ild re n , car,

sa ve _a c t, current_act, m ortgage, pep

= = =  A s s o c ia to r  m o d e l (fu ll training s e t) ===

A p r io ri - R u n  on  30/06 /2 0 0 9  at 12:59:34pm  C A R  -  True

M in im u m  s u p p o rt: 0 .2 5  (1 5 0  instances)

M in im u m  m etric  < co n vic tio n > : 1.1 

N u m b e r  o f  c yc le s  p e rfo rm e d : 15

G e n e ra te d  se ts  of la rg e  item sets:

S iz e  o f s e t o f  large ite m s e ts  L (1 ): 16 

S iz e  of s e t  o f  large ite m s e ts  L (2 ): 4 7  

S iz e  of se t o f  large ite m s e ts  L (3 ): 16

B e s t  ru les fou n d :

1. m o rtg a g e = N O  p e p = N O  209 = = >  m a rrie d = Y E S  171 conf:(0 .82) lift:(1.2 4 ) le v .(0 .06) [3 3 )

2 . s a v e _  a c t=  Y E S  p e p = N O  235  = = >  m arried=  Y E S  175 c o n f:(0 .74) lift:( 1 .13) lev :(0 .03) [1 9 ]

3 . m a rr ie d = Y E S  m o rtg a g e = N O  261 ==> p e p = N O  171 conf:(0 .66) lift:(1.21) lev.(0 .05) [2 9 ]

4 . p e p = N O  3 2 6  = = >  m a rrie d = Y E S  2 4 2  c o n f:(0 .7 4 ) lift:(1.12) lev :(0 .0 4 ) [2 6 ]

5 . c h ild re n = '(-in f-0 .3 ]' 2 6 3  = = >  p e p = N O  167 conf:(0 .6 3 ) lift:(1.17) le v :(0 .0 4 ) [2 4 ]

6. m a rr ie d = Y E S  s a v e _ a c t= Y E S  2 7 7  = = >  p e p = N O  175 conf:(0 .6 3 ) lift:(1.16) lev:(0 .0 4 ) [2 4 ]

7. c u rre n t_ a c t= Y E S  p e p = N O 244 = = >  m a rr ie d = Y E S  177 conf:(0 .7 3 ) lift:(1.1 ) le v :(0 .0 3 ) [1 5 ]

8 . c a r = N O  m o rtg a g e = N O  197 = = >  c u rre n t_ a c t= Y E S  158 conf:(0 .8 ) lift:(1 .06) le v :(0 .0 1 ) [8 ]

9 . p e p = N O  3 2 6  = = >  m a rrie d = Y E S  m o rtg a g e = N O  171 conf:(0 .5 2 ) lift:(1 .21) lev :(0 .0 5 ) [2 9 ]

10. m a rr ie d = Y E S  p e p = N O  242  = = >  m o rtg a g e = N O  171 c onf:(0 .7 1 ) lift:(1.08) lev:(0 .0 2 ) [1 3 ]
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3.2 A P rio ri Run 2

= = =  R u n  inform ation  = = =

S c h e m e : w eka.associations.A priori -N  5  - T  1 - C  1.1 -D  0 .0 5  - U  1 .0 -M 0 .1  - S - 1 . 0 - C - 1

R ela tion : M ain  Table, arff-weka. fillers, unsupervised, attribute. D isc re tize -B  1 0 -M -1 .0 -R first-la st

Instances: 600  

Attributes: 15

Id, age, se x, trade area,

children,

C a r, save_act, c urren t act,

branch,

Turnover, efficiency

= = =  A ssocia tor m od e l (full training s e t)  = = =

A p rio h  - R u n  o n  1/07/2009 at 1 5 :1 2 :3 7

M inim um  su p p o rt: 0 .4 5  (2 7 0  in sta n ces)

M in im um  m etric <lift>: 1.1 

N u m b e r of c yc le s  perform ed: 11

G e n e ra te d  se ts  o f large item sets:

S iz e  of se t o f large item sets L (1 ):  12 

S iz e  of set o f  large itemsets L (2 ): 8  

S iz e  of se t o f  large itemsets L (3 ): 1

B e s t rules fou n d :

1. turnover=h igh  3 5 9  ==> efficiency=high 3 5 9  c o n f:(1 ) <  lift:(1 .6 7 )>  le v :(0 .2 4 ) [1 4 4 ]

2. efficiency=high 3 5 9  = = >  turnover=h igh  3 5 9  c o n f:(1 ) <  lift:(1 .6 7 )>  le v :(0 .2 4 ) [1 4 4 ]

3. turn ove r= h igh  3 5 9  = = >  c u rre n t_ a c t= Y E S  efficiency=high 2 7 7  conf:(0 .7 7 ) <  lift:(1 .67)>

le v :(0 .19) [1 1 1 ]

4. current a c t= Y E S  turnover=high 2 7 7  = = >  efficiency=high 2 7 7  conf:(1 ) <  lift:(1.67)> le v :(0 .19) 

[ 111]

5. efficiency=high 3 5 9  = = >  c u rre n t_ a c t= Y E S  turnover=high 2 7 7  c onf:(0 .7 7 )  <  lift:(1 .67)>

le v :(0 .1 9 ) [1 1 1 ]

incom e, m arried,

m ortgage, pep,
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3.3 A P rio ri Run 3

= = =  R u n  inform ation  = = =

S c h e m e : w eka.associations.A priori -N  10 - T  1 - C  1.1 -D  0 .0 5  - U  1.0 -M  0.1 - S - 1 . 0 - C - 1
R elation : B a n k  Data.arft-weka. filters.unsupervised.attribute. D is c re tiz e -B 10 -M -1.0 -R first-la st
Instances: 6 0 0
Attributes: 12

id age se x  region in c o m e m arried
children c a r s a v e a c t  current__act m ortga ge

= = =  A sso cia to r m od e l (full training s e t)  —

A priori ■ R u n  o n  30/06/2009 at 12 :5 6 :0 4 p m  C A R  - Tru e

M inim um  su p p ort: 0 .2 5  (1 5 0  in sta n ces) 
M inim um  m etric  <lift>: 1.1 
N u m b e r o f c yc le s  perform ed : 15

G e n e ra te d  sets o f large item sets:

S iz e  of set o f large  item sets L (1 ) :  16

S iz e  of set o f large  item sets L (2 ):  4 7

S iz e  of set o f la rge  item sets L (3 ):  16

B e s t rules fou n d :

1. m a rr ie d = Y E S  3 9 6  = = >  m o rtg a g e = N O  p e p = N O  171 c o n f:(0 .4 3 ) <  lift:(1.24)> le v :(0 .0 6 ) [3 3 ]  
c o n v :(1 .1 4 )

2. m o rtg a g e = N O  p e p = N O  2 0 9  = = >  m a rrie d =  Y E S  171 c o n f:(0 .8 2 ) <  !ift:( 1.2 4 )>  lev :(0 .0 6 ) [3 3 ]  
c o n v :(1 .8 2 )
3. m a rr ie d = Y E S  m ortga ge = N O  261  = = >  p e p = N O  171 c o n f:(0 .6 6 ) <  lift:(1 .21)>  le v :(0 .0 5 ) [2 9 ]  

c o n v :(1 .3 1 )
4. p e p = N O  3 2 6  = = >  m a rrie d = Y E S  m o rtg a g e = N O  171 c o n f:(0 .5 2 ) <  lift:(1 .21)>  le v :(0 .0 5 ) [2 9 ]  

c o n v :(1 .18)
5. c h ild re n = '(-in f-0 .3 ]'2 63  = = >  p e p = N O  167 c o n f:(0 .6 3 ) < lift:(1 .1 7 )>  le v :(0 .0 4 ) [2 4 ] c o n v :(1 .2 4 )
6. p e p = N O  3 2 6  = = >  child re n= '(-in f-0 .3 ]' 167 c o n f:(0 .5 1 ) < lift:(1 .17)>  le v :(0 .0 4 ) [2 4 ] c o n v :(1 .14)
7. m a rr ie d = Y E S  s a v e _ a c t= Y E S  2 7 7  = = >  p e p = N O  175 c o n f:(0 .6 3 ) <  lift:(1.16)> le v :(0 .0 4 ) [2 4 ]

c o n v :(1 .2 3 )
8. p e p = N O  3 2 6  = = >  m a rrie d = Y E S  s a v e _ a c t= Y E S  175 c o n f:(0 .5 4 ) <  lift:(1.16)> le v :(0 .0 4 ) [2 4 ] 

c o n v :(1 .15)
9. m a rr ie d = Y E S  3 9 6  = = >  s a v e _ a c t= Y E S  p e p = N O  175 c o n f:(0 .4 4 ) <  lift:(1.13)> le v :(0 .0 3 ) [1 9 ]

c o n v :(1 .0 9 )
10. s a v e _ a c t= Y E S  p e p = N O  2 3 5  = = >  m a rr ie d = Y E S  175 c o n f:(0 .74) <  lift:(1.13)> le v :(0 .0 3 ) [1 9 ]  
c o n v :(1 .3 1 )  _______________________________
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3.4 A P rio ri Run 4

= = =  R u n  inform ation  = = =

S c h e m e : w eka.associations.A priori -N  1 0 - T 3  - C  1.1 -D  0 .0 5  - U  1.0 -M  0.1 - S - 1 . 0  -c  -1
R elation: B a n k  D a ta .arff-w eka.filters.unsupervised.attribute .D iscretize -B IO -M - 1 .0-R first-last
Instances: 6 0 0  
Attributes: 12

id age se x region in c o m e m arried
children

c a r sa ve ^a ct current_act m o rtg a g e p e p

=== A sso cia to r m odel (full training s e t)  » « »

A priori  -  R u n  o n  30/06/2009 at 12 :5 9 :3 4 p m  C A R  ■ Tru e
= === =

M inim um  support: 0 .25 (1 5 0  in sta n ces)
M inim um  m etric <conviction>: 1.1 
N u m b e r o f c yc le s  p e rform ed : 15

G e n e ra te d  se ts  of large item sets:

S iz e  of set o f large item sets L ( 1 ) :  16

S iz e  of set o f large  item sets L (2 ): 4 7

S ize  of set o f  large  item sets L (3 ): 16

B e s t rules fou n d :

1. m o rtg a g e = N O  p e p = N O  2 0 9  = = >  m a rr ie d = Y E S  171 c o n f:(0 .8 2 ) lift:(1.24) le v :(0 .0 6 ) [3 3 ]  <  
c o n v :(1 .8 2 )>
2. s a v e ^ a c t= Y E S p e p = N O  2 3 5  = => m a rr ie d = Y E S  175 c o n f:(0 .7 4 ) lift:(1.13) le v :(0 .0 3 ) [1 9 ]  <  

c o n v :(1 .3 1 )>
3. m arried= Y E S  m o rtg a g e = N O  261 = = >  p e p = N O  171 c o n f:(0 .6 6 ) lift:(1.21) le v :(0 .0 5 ) [2 9 ]  <  

c o n v :(1 .3 1 )>
4. p e p = N O  3 2 6  = = >  m a rrie d = Y E S  2 4 2  conf:(0 .7 4 ) Hft:(1.12) le v :(0 .0 4 ) [2 6 ] <  c o n v :(1 .3 )>
5. c h ild re n = '(-in f-0 .3 ]'263 = = >  p e p = N O  167 co n f:(0 .6 3 ) lift:(1 .17) le v :(0 .0 4 ) [2 4 ] <  c o n v :(1 .2 4 )>
6. m a rr ie d = Y E S  s a v e _ a c t= Y E S 2 7 7  = = >  p e p = N O  175 c o n f:(0 .6 3 ) Hft:(1.16) le v :(0 .0 4 ) [2 4 ]  < 

c o n v :(1 .2 3 )>
7. current a c t= Y E S  p e p = N O  244  = = >  m a rrie d = Y E S  177 c o n f:(0 .7 3 ) lift:(1 .1) le v :(0 .0 3 ) [1 5 ]  <  

c o n v :(1 .2 2 )>
8. c a r= N O  m o rtg a g e = N O  197  = = >  c u rre n t_ a c t= Y E S  158 c o n f:(0 .8 ) lift:(1.06) le v :(0 .0 1 ) [8 ]  <  

c o n v :(1 .1 9 )>
9. p e p = N O  3 2 6  = = >  m arried= Y E S  m o rtg a g e = N O  171 c o n f:(0 .5 2 ) lift:(1.21) le v :(0 .0 5 ) [2 9 ]  <  

c o n v :(1 .1 8 )>
10. m arried= Y E S  p e p = N O  2 4 2  = = >  m o rtg a g e = N O  171 c o n f:(0 .71) lift:(1.08) le v :(0 .0 2 ) [1 3 ]  <  

c o n v :(1 .1 7 )>
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3.5 A P rio ri Run 5

- = -  Run in fo rm a tion  * * *

S chem e: w eka .assoc ia tions .A p rio ri -N  1 0 - T 0 -C  0.9  -D  0 .0 5  -U  1.0 -M  0.1 - S -1.0  -c  -1
R e la tion : Bank_ Data, arff-weka. filte rs, unsupervised, attribute. D iscre tize -B 1 0 -M -1 .0 -R firs t-last
Instances: 600  
Attributes: 12 

id
ch ild ren

age sex region incom e married

car save^act current_act m ortgage p e p

= = =  Assoc ia to r m ode! (fu ll tra in ing s e t)  —

A p rio ri ■ Run o n  30/06 /2009 a t 13:02:46pm  CAR - Fa lse

M in im um  suppo rt: 0.1 (60 instances)
M in im um  m e tric  <confidence> : 0.9  
N um ber o f cyc le s  p e rfo rm ed : 18

G ene ra ted  se ts  o f large item sets:

S ize  o f se t o f  la rge  item sets L (1 ): 33

S ize  o f se t o f  la rge  item sets L (2 ): 161

S ize  o f se t o f la rge  item sets L (3 ): 2 86

S ize  o f se t o f  la rge  item sets L (4 ): 171

S ize  o f se t o f la rge  item sets L(5 ): 26

B e s t ru les found :

1. c h ild re n * ‘(- in f-0 .3 j‘ save a c t*  YES m o rtg a g e *N O  p e p *N O  74 * * >  m arried=Y E S  73
con f:(0 .99 )
2. se x= F E M A L E  chHdren='(-inf-0.3)' m o rtgage =N O  p e p *N O  64 * * >  m a rried * YES 63 

con f:(0 .98 )
3. ch ild re n * '(- in f-0 .3 ]' cu rren t_act=YE S  m o rtg a g e *N O  pep=N O  8 2  = = >  m arried=Y ES 80  

con f:(0 .98 )
4. ch ild ren= '(-in f-0 .3J ' m o rtgage *N O  p e p * N O  107 = = >  m arried= YES 104 conf:(0.97)
5. ch ild re n * '(- in f-0 .3 ] ' car=N O  m o rtg a g e *N O  pep=N O  62  = *>  m arried= Y E S  60  conf:(0 .97 )
6. m a rrie d = Y E S  ch ild ren= '(-in f-0 .3 ]' save_act=Y E S  cu rren t_a ct= Y E S  8 7  * * >  p e p *N O  80

con f:(0 .92 )
7. m a rr ie d *Y E S  ch ild ren= '(-in f-0 .3 ]' save_ac t= Y E S  m ortgage=N O  8 0  * *> p e p = N O  73 

con f:(0 .91 )
8. m a rrie d = Y E S  ch ild re n * '(- in f-0 .3 ]' cu rren t_act= Y E S  m ortgage=N O  8 8  *= >  p ep= N O  80  

co n  f: (0 .91)
9. se x= F E M A L E  m a rrie d *Y E S  ch ild ren= '(-in f-0 .3 ]‘ m o rtg a g e *N O  70 = *>  p e p *N O  63 co n f:(0 .9 )
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3.6 A Priori Run 6

= = =  Run in fo rm a tion  = = =

S chem e: w eka .associa tions.Aprio ri - I -N  1 0 -T O  -C  0.9 -D  0 .0 5  -U  1.0 -M  0.1 - S -1 .0  -c  -1
R ela tion: B a nk  D a ta a rff-w e ka .filte rsu n su p e rv ise d .a ttr ib u te .D isc re tize -B W -M -1.0 -R firs t-las t
Instances: 600  
Attributes: 12

id age sex region income marhed
children

car s a v e a c t current_act mortgage pep

= = =  Assoc ia to r m ode l (fu ll tra in ing se t)  —

A p rio h  - R un o n  30/06 /2009 CAR a t 1 4 :0 2 :1 1pm C AR  - False (W ith  item  sets)

M in im um  suppo rt: 0.1 (60 instances) 
M in im um  m e tric  <confidence>: 0.9  
N um ber o f cyc le s  pe rfo rm ed: 18

G enera ted  se ts  o f large item sets:

S ize  o f se t o f la rg e  item sets L(1): 33

L a rge  Item sets L (1 ): 
ag e = '(- in f-2 2 .9 ]' 60  
a g e = '(2 2 .9 -2 7 .8 ]' 66  
age=  '(32 .7 -37 .6 ]' 62  
a g e = '(3 7 .6 -4 2 .5 ]' 66  
a g e = '(4 2 .5 -4 7 .4 ]' 71 
a g e = '(62 .1 -in f) ' 68  
sex= F E M A LE  3 00  
sex= M A LE  3 0 0  
reg io n = IN N E R _ C IT Y  269  
reg io n = T O W N  173 
reg ion=R U R A L 96  
re g ion= S U B U R B A N  62  
in co m e = '(1 0 8 2 5 .799-16637.388]' 106 
in co m e = '(16637.388-22448.977]' 110 
incom e=  (22448 .977-28260.566]' 108 
in co m e= '(2 8260 .566-34072.155]' 76 
in co m e = '(3 4 0 7 2 .155-39883.744]' 62  
m arried=N O  2 04  
m arried= Y E S  3 9 6  
ch ild re n = '(- in f-0 .3 ]’ 263  
c h ild re n ^ (0 .9 -1 .2 ]' 135 
c h i ld r e n ^  1 .8 -2 .1 ]' 134 
ch ild re n = '(2 .7 -in f) ' 68  
ca r= N O  304  
car=Y E S  2 96  
save_act=N O  186 
save_ac t= Y E S  414  
cu rren t_a ct= N O  145__________________
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c u r re n ta c t* Y E S  455  
m ortgage =N O  391 
m ortgage = Y E S  2 0 9  
p e p  = YES 2 7 4  
p e p= N O  3 2 6

S ize  o f se t o f  la rge  item sets L(2): 161

Large  Item sets L (2 ): 
a g e = '(6 2 .1- in f) 's a v e  act=Y ES  61 
sex=F E M A LE  re g io n * IN N E  R C IT Y  131 
se x *F E M A L E  re g io n *T O W N  92  
s e x *F E M A L E  m a rr ie d *N 0  105 
s e x *F E M A L E  m a m e d -Y E S  195 
se x *F E M A L E  c h ild re n - ‘(-in f-0 .3 ]' 132 
sex=F E M A LE  ch ild re n * (0 .9 -1 .2 )' 66  
sex=FE M A LE  ch itd re n * '(1 .8 -2 .1 ]' 64 
se x *F E M A L E  c a r-N O  153 
se x *F E M A L E  c a r*Y E S  147 
sex=FE M ALE  sa v e _ a c t-N O  94 
se x -F E M A L E  s a ve  a c t*  YES 206  
sex=F E M A LE  c u rre n t a c t= N O  70 
sex=F E M A LE  c u r re n ta c t* Y E S  230  
sex=F E M A LE  m ortgage =N O  2 05  
sex=F E M A LE  m ortgage =Y E S  95  
sex= F E M A LE  p e p *Y E S  130 
sex=F E M A LE  p e p = N O  170 
s e x *M A L E  re g io n * IN N E R  C IT Y  138 
se x *M A L E  re g io n *T O W N  81 
sex= M A LE  m arried= N O  99  
se x *M A L E  m arried= Y E S  201  
s e x *M A L E  ch ild ren= '(-in f-0 .3 ) ' 131 
s e x *M A L E  c h ild ren= '(0 .9 -1 .2 ]' 69  
s e x *M A L E  c h ild re n *  (1 .8 -2 .1 ]' 70 
sex= M A LE  ca r= N O  151 
s e x *M A L E  ca r= Y E S  149 
sex= M A LE  save_act=N O  92  
s e x *M A L E  save_act=Y E S  2 08  
sex= M A LE  cu rren t_act= N O  75 
s e x *M A L E  cu rre n t_ a c t*Y E S  225  
sex= M A LE  m ortgage=N O  186 
sex= M A LE  m o rtg a g e *Y E S  114 
s e x *M A L E  p e p = Y E S  144 
sex= M A LE  p e p = N O  156 
reg io n = IN N E R _ C IT Y  m a rrie d *N O  91 
reg io n = IN N E R _ C IT Y  m a rried *Y E S  178 
reg io n = IN N E R _ C IT Y  ch ild re n = '(- in f-0 .3 f 121 
reg io n = IN N E R _ C IT Y  ch ild ren= '(0 .9 -1 .2 )' 65  
reg io n = IN N E R _ C IT Y  c a r*N O  139 
re g io n * IN N E R _ C IT Y  car=Y ES  130 
re g io n * IN N E R _ C IT Y s a v e _ a c t*N O  96  
reg io n = IN N E R _ C IT Y  save_act=Y ES  173 
re g io n * IN N E R _ C IT Y  curren t_act=N O  64  
re g io n = IN N E R _ C IT Y  curren t_act=YE S  2 0 5  
re g io n * IN N E R _ C IT Y  m ortgage *N O  175  
re g io n *IN N E R _ C IT Y m o rtg a g e = Y E S  94
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re g io n *IN N E R _  C IT Y  p e p *  YES 123
re g io n * IN N E R  C IT Y  pep=N O  146
re g ion= T O W N  m arried*  YES 115
reg ion  = T O W N ch ild re n  * ] - in f -0 .3 ]' 76
reg ton =T O W N  c a r*N O  82
re g ion= T O W N  c a r*  YES 91
re g io n -T O W N  s a v e a c t*Y E S  128
re g io n = T O W N cu rre n t a c t*Y E S  128
reg ion= T O W N  m ortgage=N O  108
reg ion=T O W N  m ortgage=YE S 65
re g io n -  TO W N  pep=  YES 71
reg ion=T O W N  pep=N O  102
re g io n -R U R A L  m arried * YES 61
re g io n -R U R A L  save  a c t-Y E S  70
re g io n -R U R A L  current a c t-Y E S  72
reg ion=R U R A L m ortgage=N O  68
incom e^ (10825 .799-16637.388]1 m a rr ie d  =  YES 73
in com e= '(10825.799-16637.388]' save  a c t = YES 71
incom e= / 10825.799-16637.388]' cu rre n t_ a c t=  YES 81
in c o m e * ’(10825 .799-16637.388]' m o rtg a g e = N O  74
in c o m e - ]  10825.799-16637 .388 ]'p e p * N O  74
in c o m e - ]  16637.388-22448.977]' m a rr ie d -Y E S  77
in c o m e * ]16637.388-22448.977]' c a r= N O  6 2
in c o m e * ]  16637.388-22448.977]' sa ve _ac t= Y E S  65
in c o m e * ]  16637.388-22448.977]' cu rren t_a ct= Y E S  83
in c o m e * ]16637.388-22448.977]' m o rtgage = N O  73
in c o m e * '(2 2448.977-28260.566]' m a rr ie d *Y E S  70
incom e= '(22448 .977-28260 .566 ]' s a v e _ a c t*Y E S  61
in c o m e * '(2 2 4 4 8 .977 -28 260 .566 ]'cu rre n t a c t*Y E S  75
in c o m e * '(22448.977-28260.566]' m o rtg a g e *N O  6 5
in c o m e * '(22448.977-28260.566]' p e p *N O  61
m a rrie d *N O  ch ild re n *'(-in f-0 .3 ] '  83
m a rrie d *N O  ca r= N O  102
m arried=N O  c a r*Y E S  102
m a rrie d *N O  save_act=N O  6 7
m arried=N O  save_act=Y E S  137
m arried=N O  current_ a c t*Y E S  162
m a rrie d *N O  m ortgage=N O  130
m arried=N O  m o rtg a g e *Y E S  74
m a rrie d *N O  p e p *Y E S  120
m arried=N O  p e p *N O  84
m a rrie d *Y E S  c h ild re n = ]- in f-0 .3 ]' 180
m a rrie d *Y E S  c h ild re n * ]0 .9 -1 .2 ]'8 9
m a rrie d *Y E S  ch ild ren= '(1 .8 -2 .1 ]‘ 84
m arried=Y E S  c a r*N O  202
m arried=Y E S  c a r*Y E S  194
m a rrie d *Y E S  s a ve_ac l= N O  119
m arried=Y E S  s a v e a c t= Y E S  2 7 7
m arried=Y E S  cu rren t_a ct= N O  103
m a rrie d * YES cu rren t_a c l=  YES 293
m arried=Y E S  m o rtg a g e *N O  261
m arried=Y E S  m ortgage=Y E S  135
m arried=Y E S  p e p = Y E S  154
m a rrie d * YES p e p = N O  242
ch ild ren= '(-in f-0 .3 ]' car=N O  139
ch ild re n = ]- in f-0 .3 ]' ca r=Y E S  124________________________
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ch ild re n = '(-in f-0 .3 ]' s a v e a c t= N O  8 9  
ch ild re n = '(- in f-0 .3 ]‘ save a c t*Y E S  174 
c h ild re n * '(- in f-0 .3 ] ' c u rre n ta c t= N O  64  
ch ild re n * '(- in f-0 .3 ]' c u r re n ta c t*  YES 199 
ch ild re n * '(- in f-0 .3 ]' m ortgage=N O  164 
ch ild re n * (- in f-0 .3 ]' m o rtg a g e * YES 99  
c h ild re n * (- in f-0 .3 ] 'p e p *Y E S  96 
ch ild re n * '(- in f-0 .3 ]' pep=N O  167 
c h ild re n * '(0 .9 -1.2]' ca r*N O  68  
c h ild re n * '(0 .9 -1.2]' ca r*  YES 67  
c h ild re n * ’(0 .9 -1.2]' save _ a c t* YES 95  
c h ild re n * (0 .9 -1 .2 ]' current a c t*Y E S  101 
c h ild re n *"(0.9-1.2]' m ortgage *N O  84  
c h ild re n * '(0 .9 -1.2]' pep= Y E S  110 
c h ild re n * '(1 .8 -2 .1]' ca r*N O  63  
c h ild re n * '] 1 .8-2 .1 ]' c a r*  YES 71 
c h ild re n * '] 1 .8 -2 .1 ]' save _ a c t*Y E S  99  
c h ild re n * (1 .8 -2 .1 ] 'cu rren t a c t*Y E S  104 
ch ild re n * (1 .8 -2 .1 ]' m o rtgage *N O  95  
c h ild re n * '] 1 .8-2 .1 ]' p e p *N O  79 
car=N O  s a v e _ a c t*N O  99  
car=N O  save  a c t* Y E S 2 05  
c a r*N O  cu rre n t_ a c t*N O  69  
car=N O  cu rre n t_ a c t*Y E S  2 35  
car=N O  m o rtg a g e *N O  197 
c a r*N O  m o rtg a g e *Y E S  107 
car=N O  p e p *Y E S  136 
c a r*N O  p e p *  N O  168 
c a r*Y E S  s a ve_ac t= N O  8 7  
c a r*  YES s a v e _ a c t*  YES 209  
c a r*  YES c u rre n t_ a c t*N O  76 
ca r= Y E S  cu rren t_act= Y E S  2 20  
car=Y E S  m ortgage =N O  194 
c a r*Y E S  m ortgage=Y E S  102 
c a r*  YES p e p *  YES 138 
c a r*  YES p e p *  N O  158 
save_act=N O  curren t_act= Y E S  136 
save  _act=NO m o rtg a g e *N O  121 
save  _act=NO m o rtg a g e * YES 65  
s a v e _ a c t*N O  p e p *  YES 95 
save_act=N O  p e p *N O  91 
save  a c t*  YES curren t_act= N O  95  
save  _ac t*Y E S  cu rre n t_ a c t*Y E S  319  
s a ve _ a c t*Y E S  m o rtg a g e *N O  270  
save  _act=YES m o rtg a g e *Y E S  144 
save  a c t*  YES p e p= Y E S  179 
save  _act* YES p e p *N O  235  
cu rren t_a ct= N O  m o rtg a g e *N O  90 
curren t_a ct= N O  p e p *  YES 63  
curren t_a ct= N O  p e p= N O  82  
cu rre n t a c t= Y E S  m ortgage=N O  301 
cu rren t_a ct= Y E S  m o rtg a g e *Y E S  154 
curren t_act=  YE S  p e p *  YES 211  
c u r re n ta c t* Y E S  pep= N O  244  
m ortgage=N O  p e p *Y E S  182 
m o rtg a g e *N O  p e p * N O  209________________
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m ortgage= YE S  pep=  YES 9 2  
m ortgage-  YE S  pep= N O  117

S ize  o f se t o f  la rge  item sets L(3): 2 86

Large  Item se ts  L (3 ):
s e x -F E M A L E  reg ion= IN N E R _C ITY  m a rr ie d  = YES 84 
s e x -F E M A L E  re g io n -IN N E R  C IT Y  c h ild re n - '(- in f-0 .3 ]' 61 
s e x -F E M A L E  re g io n - IN N E R C IT Y  c a r -N O  63  
s e x -F E M A L E  re g io n -IN N E R  C IT Y  c a r-  YES 68 
s e x -F E M A L E  re g io n -IN N E R _ C IT Y  sa ve  a c t-Y E S  8 6  
s e x -F E M A L E  re g io n -IN N E R  C ITY  cu rre n t a c t-Y E S  105 
s e x -F E M A L E  re g io n -IN N E R  C ITY  m ortgage=N O  88  
se x -F E M A L E  re g io n -IN N E R  C IT Y p e p -N O  77  
se x -F E M A L E  re g io n -T O W N  m a rr ie d -Y E S  6 7  
se x -F E M A L E  re g io n -T O W N  save a c t-Y E S  67  
se x -F E M A L E  re g io n -T O W N  curren t a c t-Y E S  63 
se x -F E M A L E  re g io n -T O W N  m o rtg a g e -N O  60  
se x -F E M A L E  m a rr ie d -N O  save  a c t-Y E S  69  
se x -F E M A L E  m a rr ie d -N O  cu rren t a c t-Y E S  84 
se x -F E M A L E  m a rr ie d -N O  m o rtg a g e -N O  6 7  
se x -F E M A L E  m a rr ie d -N O  p e p -Y E S  6 2  
se x -F E M A L E  m a rr ie d -Y E S  ch ild re n = '(-in f-0 .3 ]' 94 
se x -F E M A L E  m a rr ie d -Y E S  c a r-N O  9 9  
se x -F E M A L E  m a rr ie d -Y E S  c a r-Y E S  9 6  
se x -F E M A L E  m a rr ie d -Y E S  save  a c t-Y E S  137 
se x -F E M A L E  m a rr ie d -Y E S  c u rre n t_ a c t-Y E S  146 
s e x -F E M A L E  m a rr ie d -Y E S  m o rtg a g e -N O  138 
s e x -F E M A L E  m a rr ie d -Y E S  p e p -Y E S  68  
s e x -F E M A L E  m a rr ie d -Y E S  pep=N O  127  
s e x -F E M A L E  c h ild re n - '(- in f-0 .3 ]' c a r -N O  68  
s e x -F E M A L E  c h ild re n - '(- in f-0 .3 ]' c a r -Y E S  64  
s e x -F E M A L E  c h ild re n - '( - in f-0 .3 ]' save  a c t -  YES 88  
s e x -F E M A L E  c h ild re n - '(- in f-0 .3 ]' cu rre n t_ a c t-Y E S  102 
s e x -F E M A L E  c h ild re n -'(- in f-0 .3 ]' m o rtg a g e -N O  91 
s e x -F E M A L E  ch ild re n = '(- in f-0 .3 ]'p e p = N O  90  
s e x -F E M A L E  c a r -N O  save_act=Y ES  106 
s e x -F E M A L E  c a r -N O  cu rre n t_ a c t-Y E S  120 
s e x -F E M A L E  c a r -N O  m o rtg a g e -N O  110 
s e x -F E M A L E  c a r -N O  p e p -Y E S  67  
s e x -F E M A L E  c a r -N O  pep=N O  86  
s e x -F E M A L E  c a r -Y E S  save_act=Y ES  100 
s e x -F E M A L E  c a r -Y E S  cu rren t_act= Y E S  110 
s e x -F E M A L E  c a r -Y E S  m o rtg a g e -N O  9 5  
s e x -F E M A L E  c a r -Y E S  p e p -Y E S  63  
s e x -F E M A L E  c a r -Y E S  pep=N O  84 
s e x -F E M A L E  s a v e _ a c t-N O  cu rren t_a ct= Y E S  70 
s e x -F E M A L E  s a v e _ a c t-N O  m o rtg a g e -N O  6 7  
s e x -F E M A L E  save_act=Y E S  cu rren t_act= Y E S  160 
s e x -F E M A L E  save_ act=Y ES  m o rtg a g e -N O  138 
s e x -F E M A L E  save_ac t= Y E S  m o rtg a g e -Y E S  68  
s e x -F E M A L E  s a v e _ a c t-Y E S  p e p -Y E S  84  
s e x -F E M A L E  s ave_ac t= Y E S  pep=N O  122  
s e x -F E M A L E  c u rren t_a ct= Y E S  m o rtg a g e -N O  159 
s e x -F E M A L E  c u rren t_a ct= Y E S  m o rtg a g e -Y E S  71 
s e x -F E M A L E  c u rren t_a ct= Y E S  p e p -Y E S  102_____________
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s e x -F E M A L E  c u r re n ta c t-Y E S  p e p = N O  128 
sex= F E M A LE  m o rtg a g e -N O  p e p - YES 90  
s e x -F E M A L E  m ortgage=N O  pep=N O  115 
sex= M A LE  re g io n -IN N E R  C IT Y  m arried=  YES 94 
sex= M A LE  re g io n -IN N E R _ C IT Y  c h ild re n -  '(-int-0.3 ] ' 60  
s e x -M A L E  re g io n -IN N E R _ C IT Y c a r-N O  76 
s e x -M A L E  reg ion -IN N E R _  C IT Y  ca r-  YES 62  
s e x -M A L E  re g io n - INNER C IT Y s a v e a c t-Y E S  8 7  
s e x -M A L E  re g io n -IN N E R  C IT Y  c u rre n t_ a c t-Y E S  100 
s e x -M A L E  re g io n -IN N E R  C IT Y  m o rtg a g e -N O  8 7  
s e x -M A L E  re g io n -IN N E R  C IT Y  p e p -  YES 69  
s e x -M A L E  re g io n -IN N E R __ C IT Y  p e p -N O  69  
s e x -M A L E  re g io n -T O W N  save  ac t-  YES 61 
sex-MALE re g io n -T O W N  curren t a c t-Y E S  65  
s e x -M A L E  m a m e d -N O  s ave  act-  YES 6 8  
s e x -M A L E  m a m e d -N O  cu rren t a c t-Y E S  78 
s e x -M A L E  m a rr ie d -N O  m o rtg a g e -N O  6 3  
s e x -M A L E  m a rr ie d -Y E S  c h ild re n - '(- in f-0 .3 ]' 86  
s e x -M A L E  m a rr ie d -Y E S  c a r-N O  103 
s e x -M A L E  m a rn e d -Y E S  c a r-Y E S  98  
s e x -M A L E  m a rr ie d -Y E S  save  ac t=N O  61 
s e x -M A L E  m a rr ie d -Y E S  save  a c t-Y E S  140 
s e x -M A L E  m a rn e d -Y E S  c u rre n t_ a c t-Y E S  147 
s e x -M A L E  m a rr ie d -Y E S  m o rtg a g e -N O  123 
s e x -M A L E  m a rr ie d -Y E S  m o rtg a g e -Y E S  78 
s e x -M A L E  m a rr ie d -Y E S  p e p -Y E S  86  
s e x -M A L E  m a rr ie d -Y E S  p e p -N O  115 
s e x -M A L E  c h ild re n - '(- in f-0 .3 ]' c a r-N O  71 
s e x -M A L E  c h ild re n - '(- in f-0 .3 ]' c a r-Y E S  60  
s e x -M A L E  c h ild re n - '(- in f-0 .3 ]' s a v e _ a c t-Y E S  86  
s e x -M A L E  c h ild re n - '(- in f-0 .3 ]'c u rre n t a c t-Y E S  97  
s e x -M A L E  c h ild re n -(- in f-0 .3 ] ' m o rtg a g e -N O  73 
s e x -M A L E  ch ild ren= '(-in f-0 .3 ]' p e p -N O  7 7  
s e x -M A L E  c a r -N O  save_act=Y E S  99  
s e x -M A L E  c a r -N O  cu rre n t_ a c t-Y E S  115  
s e x -M A L E  c a r -N O  m o rtg a g e -N O  8 7  
s e x -M A L E  c a r -N O  m o rtg a g e -Y E S  64 
s e x -M A L E  c a r -N O  p e p -Y E S  69  
s e x -M A L E  c a r -N O  p e p -N O  8 2  
s e x -M A L E  c a r -Y E S  sa ve _ a c t-Y E S  109 
s e x -M A L E  c a r -Y E S  curren t a c t-Y E S  110 
s e x -M A L E  c a r-Y E S  m o rtg a g e -N O  99  
s e x -M A L E  c a r -Y E S  p e p -Y E S  75 
s e x -M A L E  c a r -Y E S  p e p -N O  74 
s e x -M A L E  s a v e _ a c t-N O  cu rren t_a ct= Y E S  66  
s e x -M A L E  save_act=Y E S  cu rren t a c t-Y E S  159 
s e x -M A L E  s a v e _ a c t-Y E S  m o rtg a g e -N O  132 
s e x -M A L E s a v e _ a c t= Y E S  m o rtg a g e -Y E S  76 
s e x -M A L E s a v e _ a c t= Y E S p e p -Y E S  95  
s e x -M A L E  save_ac t= Y E S  p e p -N O  113 
s e x -M A L E  cu rren t_a ct= Y E S  m o rtg a g e -N O  142 
s e x -M A L E  cu rren t_a ct= Y E S  m o rtg a g e -Y E S  83  
s e x -M A L E  c u rre n t_ a c t-Y E S  p e p -Y E S  109 
s e x -M A L E  cu rren t_a ct= Y E S  p e p -N O  116 
s e x -M A L E  m o rtg a g e -N O  p e p -Y E S  92  
s e x -M A L E  m o rtg a g e -N O  p e p -N O  94____________________
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sex=M A LE  m o rtg a g e * YES p e p -N O  6 2  
re g io n = IN N E R _ C IT Y m a rrie d -N O  c u rre n t a c t-Y E S  69  
re g io n -IN N E R  C IT Y  m arried-  YES ch ild ren -'(- in l-0 .3J * 85  
reg io n = IN N E R _ C IT Y  m a rried * YES c a r -N O  94 
re g io n -IN N E R _  C IT Y  m arried= YES c a r -  YES 84 
reg io n = IN N E R _ C IT Y  m a rried * YES s a v e _ a c t-Y E S  120 
reg ion= IN N E R _ C IT Y  m arned*Y E S  c u r re n ta c t -Y E S  136 
reg io n = IN N E R _ C IT Y  m arried*Y E S  m o rtg a g e *N O  116 
re g io n = IN N E R _ C IT Y m a rrie d *Y E S  m o rtg a g e *Y E S  6 2  
re g io n * IN N E R  C IT Y  m a rrie d - YES p e p *  YES 66  
reg ion= IN N ER _ C IT Y  m arried*  YES p e p *N O  112 
re g io n -IN N E R  C IT Y  ch ik jre n * '(- in l-0 .3 ]' c a r-N O  66  
re g io n = IN N E R _ C IT Y ch ild re n * (-in f-0 .3 ]' sa v e _ a c t-Y E S  74 
reg ion *IN N E R _  C IT Y  childrenm '(-in l-0.3]' cu rren t a c t*  YES 94 
re g io n -IN N E R  C IT Y  ch ild re n - '}  in f 0 .3 ] ' m o rtg a g e *N O  79 
reg ion -IN N E R L  C IT Y  ch ild ren *'(-in t-0 .3 ]' p e p *N O  73 
re g io n -IN N E R  C IT Y  ca r*N O  sa v e _ a c t-Y E S  88  
re g io n *IN N E R _ C IT Y  ca r*N O  c u rre n t_ a c t-Y E S  105 
re g io n -IN N E R  C IT Y  c a r-N O  m o rtg a g e -N O  91 
re g io n -IN N E R _ C IT Y c a r-N O  p e p -Y E S  64  
re g io n -IN N E R _  C IT Y  c a r-N O  p e p -N O  75  
re g io n * IN N E R _ C IT Y c a r-Y E S  save_act=Y E S  85 
re g io n * IN N E R _ C IT Y c a r-Y E S  c u r re n ta c t-Y E S  100 
reg ion=IN N ER _ C IT Y  c a r-Y E S  m ortgage=N O  84 
re g io n -IN N E R _ C IT Y c a r-Y E S  p e p= N O  71 
re g ion= IN N E R _C IT Y  save_act=N O  cu rre n t a c t-Y E S  69  
re g ion= IN N E R _C IT Y  save_act=N O  m o rtg a g e -N O  63  
re g io n= IN N E R _C IT Y save_ac t= Y E S  c u rre n t^a c t*Y E S  136 
re g io n -IN N E R _ C IT Y  save_act=YES m o rtg a g e -N O  112 
reg io n = IN N E R _ C IT Y  save a c t-Y E S  m o rtg a g e -Y E S  61 
re g io n = IN N E R _ C IT Y s a v e _ a c t= Y E S p e p -Y E S  73 
reg io n = IN N E R _ C IT Y  save_act=Y ES  p e p -N O  100 
re g io n = IN N E R _ C IT Y cu rre n t a c t-Y E S  m o rtg a g e -N O  136 
re g io n= IN N E R _C IT Y  current_act=YE S  m o rtg a g e -Y E S  69  
re g io n= IN N E R _C IT Y  current a c t-Y E S  p e p -Y E S  90  
re g io n = IN N E R _ C IT Y cu rre n t a c t-Y E S  p e p = N O  115 
reg io n = IN N E R _ C IT Y  m ortg a g e -N O  p e p -  YES 79 
reg io n = IN N E R _ C IT Y  m ortg a g e -N O  p e p -N O  96  
re g io n -T O W N  m a rr ie d - YES save  a c t -  YES 8 6  
re g io n -T O W N  m a rrie d -Y E S  cu rren t_act= Y E S  80  
re g io n -T O W N  m a rrie d -Y E S  m o rtg a g e -N O  71 
re g io n -T O W N  m a rrie d -Y E S  p e p -N O  75  
re g io n -T O W N  c a r-Y E S  save a c t-Y E S  70  
re g io n -T O W N  c a r-Y E S  cu rren t a c t-Y E S  69 
re g io n -T O W N  save_act=Y E S  cu rren t_act= Y E S  94 
re g io n -T O W N  save_act=Y E S  m o rtg a g e -N O  79 
re g io n -T O W N  save_act=Y E S  p e p -N O  76 
re g io n -T O W N  curren t_act= Y E S  m o rtg a g e -N O  79 
re g io n -T O W N  curren t_act= Y E S  p e p -N O  74 
m arried=N O  ch ild ren= '(-in f-0 .3 ]' cu rren t a c t-Y E S  66 
m arried=N O  c a r -N O  save_act=Y ES  72  
m a rrie d -N O  c a r -N O  curren t a c t-Y E S  84  
m a rrie d -N O  c a r -N O  m o rtg a g e -N O  64  
m a rrie d -N O  c a r -N O  p e p -Y E S  60  
m a rrie d -N O  c a r -Y E S  save_act=Y ES  6 5  
m a rrie d -N O  c a r -Y E S  curren t a c t-Y E S  78____________________
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m arried=N O  c a r*Y E S  m ortgage=N O  6 6  
m arried=N O  c a r *  YES pep= YES 60  
m am ed=N O  save_ac t= Y E S  curren t_ a c t*  YES 113 
m a rrie d *N O  sa ve  a c t = YES m ortgage =N O  86  
m a rrie d *N O  sa  ve a c t*  YES p e p *  YES 7 7  
m arried=N O  s a v e a c t= Y E S  pep=N O  6 0  
m arried=N O  c u rre n t ac t=Y E S  m o rtg a g e -N O  102 
m arried=N O  cu rre n t a c t*  YES m o rtg a g e *Y E S  60  
m arried=N O  cu rre n t act *  YES p e p *  YES 95  
m arried=N O  cu rre n t a c t*  YES pep=N O  6 7  
m arried=N O  m o rtgage  *N O  p e p *Y E S  9 2  
m arried=Y E S  c h ild re n * '(- in f-0 .3 ]' c a r*N O  100 
m arried=Y E S  c h ild re n * '( - in l-0 .3 ]'c a r*Y E S  80  
m a rrie d *Y E S ch ild re n m (-in f-0 .3 ]'sa ve  a c t * N O 61 
m arried=Y E S  c h ild re n - '(- in f-0 .3 ]'s a v e  a c t-Y E S  119 
m a rrie d = Y E S c h ild re n ~ (- in l-0 .3 ]'cu rre n t a c t-Y E S  133 
m a rrie d * YES c h ild re n *  (-in f-0 .3 ]' m o rtgage =N O  116 
m a rrie d *Y E S  c h ild re n * ‘(-in /-0 .3 ]' m o rtg a g e *Y E S  64 
m a rrie d *Y E S  c h ild re n - '(- in f-0 .3 ]' p e p *N O  141 
m a rrie d *Y E S  c h ild re n * :(0 .9-1 .2 ]' save  _act=Y ES 65  
m a rrie d *Y E S  c h ild re n *  (0 .9 -1 .2 ]'cu rren t_act= Y E S  65 
m a rrie d * YES ch ild re n •  '(0 .9-1.2]' p e p *  YES 74 
m a rrie d * YES c h ild re n * '(1 .8 -2 .1 ]  s a v e a c t *  YES 60  
m a rrie d *Y E S  c h ild re n * '(1 .8 -2 .1 ]' cu rre n t_ a c t*Y E S  62  
m a rrie d *Y E S  ca r= N O  save_act=N O  69  
m a rrie d *Y E S  c a r*N O  s a v e a c t= Y E S  133 
m arried=Y E S  c a r= N O  curren t_act=Y E S  151 
m a rrie d *Y E S  c a r= N O  m ortgage=N O  133 
m arried=Y E S  c a r= N O  m ortgage=YE S 6 9  
m arried=Y E S  ca r= N O  p e p *Y E S  76 
m arried=Y E S  c a r= N O  p e p *N O  126 
m arried=Y E S  ca r= Y E S  save_act=Y ES  144 
m a rrie d = YES c a r *  YES cu rren t a c t*  YES 142 
m a rrie d *Y E S  ca r= Y E S  m ortgage=N O  128 
m a rrie d *Y E S  c a r= Y E S  m ortgage=YE S 6 6  
m a rrie d *Y E S  ca r= Y E S  p ep=Y E S  78 
m arried=Y E S  c a r= Y E S  p e p *N O  116 
m arried=Y E S  save_ac t= N O  c u rren t a c t*Y E S  8 7  
m arried=Y E S  s a v e _ a c t*N O  m ortgage =N O  77  
m arried=Y E S  s a v e _ a c t= N O p e p *N O  6 7  
m a rrie d = Y E S s a v e  act=Y E S  cu rren t_act= N O  71 
m a rrie d *  YES s a v e _ a c t*  YES cu rren t_act=  YES 206  
m a rrie d *Y E S  s ave_ac t= Y E S  m o rtg a g e *N O  184 
m arried=Y E S  save_a c t= Y E S  m ortgage = Y E S  93  
m a rrie d *  YES s a v e  a c t*  YES p e p *  YES 102 
m a rrie d *Y E S  save_ac t= Y E S  pep= N O  175 
m a rrie d *Y E S  cu rren t_a ct= N O  m o rtg a g e *N O  6 2  
m a rrie d * YES cu rren t_a ct= N O  pep=N O  6 5  
m arried=Y E S  c u rre n t_ a c t*Y E S  m ortgage =N O  199 
m a rrie d *Y E S  c u rre n t_ a c t*Y E S  m o rtg a g e *Y E S  94 
m a rrie d * YES c u rren t_a ct=  YES p e p *  YES 116 
m a rrie d * YES c u rre n t_ a ct=  YES pep=N O  177  
m arried=Y E S  m o rtgage = N O  p e p *  YES 90  
m a rrie d *Y E S  m o rtg a g e = N O  pep=N O  171 
m arried=Y ES m o rtg a g e *Y E S  p e p *Y E S  64  
m arried=Y ES m o rtg a g e = Y E S p e p *N O  71_______________
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ch ild re n - '(- in f-0 .3 ]‘ c a r-N O  s a v e a c t - Y E S  8 9  
ch ild re n - '(- in f-0 .3 ]' c a r-N O  cu rren t_a ct= Y E S  107 
chHdrenm'(-inf-0.3J' c a r-N O  m o rtg a g e -N O  92  
chHdrenm '(-inf-0.3]' c a r-N O  pep=N O  91 
c h ild re n - '( - in f-0 .3 ]‘ ca r*Y E S  s a v e a c t - Y E S  8 5  
c h ild re n - '(- in f-0 .3 ] ' car= YES cu rren t a c t-  YES 92  
ch ild re n - '(- in f-0 .3 ] ' car=  YES m ortgage=N O  72  
ch ild re n - '(- in f-0 .3 ] ' ca r-  YES p e p -N O  76  
c h ild re n * ’(-in1-0.3]' save  a c t-N O  current_ a c t -  YES 66  
ch ild re n - '(- in f-0 .3 ]' save a c t-  YES c u rre n t^ a c t-Y E S  133 
ch ild re n - '(- in f-0 .3 ]' sa ve _ a c t-Y E S  m o rtg a g e -N O  112 
c h ild re n - ’(- in f-0 .3 ]' s a v e a c t -  YES m o rtg a g e = YES 62  
ch ild renm '(.in f-0 .3 ]' save act = YES p e p = N O  131 
ch ild re n * '(- in f-0 .3 ]' cu rren t act=Y E S  m o rtgage = N O  125 
ch ild re n -'(- in f-0 .3 J ' current act=  YES m ortg a g e =  YES 74 
childrenm '(-in1-0.3]' current a c t -  YES p e p -  YES 72 
ch ild re n - '(- in f-0 .3 ]' c u r re n ta c t-Y E S  p e p -N O  127 
c h ild re n - '(- in t-0 .3 ]' m ortgage=N O  p e p = N O  107  
c h ild re n - ‘(-in f-0 .3 ]' m ortgage= YES p e p = N O  6 0  
c h ild re n - '(0 .9 -1.2]' save  act-  YES c u rre n t a c t=  YES 73 
ch ild re n - '(0 .9 -1 .2 ] ' save  a c t-  YES p e p -  YES 8 0  
ch i!d re n -'(0 .9 -1 .2 ] ' cu rren t a c t-Y E S  m o rtg a g e -N O  68  
ch ild re n - '(0 .9 -1 .2 ]' current a c t-Y E S  p e p -  YES 84 
c h ild re n - (0 .9 -1 .2 ] 'm o rtg a g e -N O  p e p -Y E S  71 
c h ild re n - '(1 .8 -2 .1 ] 'sa ve _ a c t-Y E S  cu rren t_act= Y E S  78 
c h ild re n - (1 .8 -2 .1) save„ a c t-Y E S  m o rtg a g e -N O  69  
c h i ld re n - (1 .8 -2 .1 ]’ cu rren t a c t-Y E S  m o rtg a g e -N O  73 
ca r= N O  save_act=N O  curren t a c t-Y E S  76  
c a r -N O  s a v e _ a c t-N O  m o rtg a g e -N O  68  
c a r -N O  save_act=Y E S  cu rren t_act= Y E S  159 
c a r -N O  save_ac t= Y E S  m o rtg a g e -N O  129  
c a r -N O  save_act=Y E S  m o rtg a g e -Y E S  76  
c a r -N O  save a c t-Y E S  p e p -Y E S  88  
c a r -N O  s a v e _ a c t-  YES p e p -N O  117 
c a r -N O  curren t_act= Y E S  m o rtg a g e -N O  158 
c a r -N O  c u rre n t_ a c t-Y E S  m o rtg a g e -Y E S  77  
c a r -N O  curren t_a ct= Y E S  p e p -Y E S  110 
c a r -N O  c u rre n t_ a c t= Y E S p e p -N O  125 
c a r -N O  m o rtg a g e -N O  p e p -Y E S  89  
c a r -N O  m o rtg a g e -N O  p e p -N O  108 
c a r -N O  m o rtg a g e -Y E S  p e p -N O  60  
c a r -Y E S  save_ a c t= N O  curren t_act=Y E S  60  
c a r -Y E S  save_a c t= Y E S  curren t_act=Y E S  160 
c a r -Y E S  s ave_ac t= Y E S  m o rtg a g e -N O  141 
c a r -Y E S  sa ve _ac t= Y E S  m o rtg a g e -Y E S  6 8  
c a r -Y E S  sa ve _ac t= Y E S  p e p -Y E S  91 
c a r-Y E S  s a v e _ a c t-Y E S  p e p -N O  118 
c a r-Y E S  cu rren t_a ct= Y E S  m o rtg a g e -N O  143 
c a r-Y E S  cu rren t_a ct= Y E S  m o rtg a g e -Y E S  77  
c a r-Y E S  cu rren t a c t-Y E S  p e p -Y E S  101 
c a r-Y E S  current^ a c t-Y E S  p e p -N O  119 
c a r-Y E S  m o rtg a g e -N O  p e p -Y E S  93  
c a r-Y E S  m o rtg a g e -N O  p e p -N O  101 
save_act=N O  cu rren t_a ct= Y E S  m o rtg a g e -N O  8 9  
save_act=N O  cu rren t_a ct= Y E S  p e p -Y E S  71 
save_act=N O  cu rren t_a ct= Y E S  p e p -N O  6 5______________
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sex=F E M A LE  s a v e a c t - Y E S  c u rre n t_ a c t-Y E S  m ortgage=N O  107
s e x -F E M A L E  s a v e _ a c t-Y E S  c u r r e n ta c t -  YES pep= YES 68
se x -F E M A L E  save_ac t= Y E S  curren t a c t=  Y E S p e p = N O  92
sex=F E M A LE  sa ve  act=Y ES  m o rtg a g e -N O  p e p -Y E S  61
s e x -F E M A L E  s a v e _ a c t-Y E S  m o rtg a g e -N O  pep=N O  77
s e x -F E M A L E c u r re n ta c t-Y E S m o r tg a g e -N O p e p -Y E S  73
s e x -F E M A L E  c u r re n ta c t -Y E S  m o rtg a g e = N O p e p -N O  86
s e x -M A L E  reg ion=IN N ER _ C IT Y  m a rried= Y E S  s a v e a c t-Y E S  6 0
s e x -M A L E  reg ion= IN N E R _C IT Y  m a rr ie d -Y E S  c u r re n ta c t-Y E S  6 7
s e x -M A L E  reg io n = IN N E R _ C IT Y sa ve  a c t*Y E S  c u rren t a c t-Y E S  65
s e x -M A L E  re g io n = IN N E R _ C IT Y c u rre n ta c t-Y E S  m o rtg a g e -N O  65
sex=M A LE  m a rr ie d *Y E S  c h ild re n - '!- in f-0 .3 j '  c u r re n ta c t-Y E S  6 2
s e x -M A L E  m a rr ie d -Y E S  ch ild re n * '(- in f-0 .3 ]' p e p -N O  63
s e x *M A L E  m a rr ie d -Y E S  c a r*N O  save a c t*Y E S  65
sex=M A LE  m a rr ie d *Y E S  c a r*N O  cu rren t act=Y ES  75
sex=M A LE  m a rr ie d *  YES c a r-N O  p e p = N O  60
s e x *M A L E  m a rr ie d -Y E S  c a r*Y E S  save  a c t-Y E S  75
s e x *M A L E  m a rr ie d -Y E S  c a r*Y E S  cu rre n t a c t*Y E S  72
se x *M A L E  m a rr ie d -Y E S  c a r-Y E S  m o rtg a g e *N O  66
s e x -M A L E  m a rr ie d -Y E S  save_act=Y E S  c u r re n ta c t-Y E S  103
sex=M A LE  m a rr ie d -Y E S  save_act=Y E S  m ortgage=N O  89
sex=M ALE  m a rr ie d -Y E S  save  a c t-Y E S  p e p *N O  84
sex=M A LE  m a rr ie d -Y E S  cu rren t_a ct= Y E S  m ortgage=N O  93
s e x -M A L E  m a rr ie d -Y E S  cu rren t_a ct= Y E S  p e p -Y E S  63
s e x -M A L E  m a rr ie d -Y E S  cu rren t_act= Y E S  pep=N O  84
s e x -M A L E  m a rr ie d -Y E S  m o rtg a g e -N O  p e p = N O  78
s e x -M A L E  ch ild re n * '(- in f-0 .3 ]' save_ac t= Y E S  current_act=YE S  6 5
s e x -M A L E c h ild re n = '(- in f-0 .3 ]'s a v e _ a c t= Y E S p e p = N O  62
s e x -M A L E  c a r -N O  save_act=Y E S  cu rren t_act= Y E S  7 7
s e x -M A L E  c a r -N O  curren t_act=YE S  m o rtg a g e -N O  71
s e x -M A L E  c a r -N O  curren t_act=YE S  p e p -N O  61
s e x -M A L E  c a r -Y E S  save_act=Y E S  c u rre n t a c t-Y E S  8 2
s e x -M A L E  c a r -Y E S  save_act=Y ES  m o rtg a g e -N O  78
s e x -M A L E  c a r -Y E S  save_act=Y E S  p e p -N O  60
s e x -M A L E  c a r -Y E S  curren t a c t-Y E S  m o rtg a g e -N O  71
s e x -M A L E  save_ac t= Y E S  cu rren t a c t-Y E S  m o rtg a g e -N O  105
s e x -M A L E  save_ac t= Y E S  cu rre n t a c t-Y E S  p e p -Y E S  72
s e x -M A L E  save_ac t= Y E S  c u r re n ta c t -Y E S  p e p -N O  8 7
s e x -M A L E  save_ac t= Y E S  m o rtg a g e -N O  p e p -Y E S  6 7
s e x -M A L E  s a v e a c t -Y E S  m o rtg a g e -N O  p e p -N O  65
s e x -M A L E  cu rren t_a ct= Y E S  m o rtg a g e -N O  p e p -Y E S  70
s e x -M A L E  cu rren t_a ct= Y E S  m o rtg a g e -N O  p e p -N O  72
re g io n= IN N E R _C IT Y  m a rrie d -Y E S  ch ild ren= '(-in f-0 .3 ]' cu rren t a c t-Y E S  68
re g io n -IN N E R _ C IT Y m a rrie d -Y E S  ch ild ren= '(-in f-0 .3 ]' p e p -N O  64
reg ion= IN N E R _C IT Y  m a rrie d -Y E S  c a r -N O  save_act=Y E S  60
re g io n -IN N E R  C IT Y m a rr ie d -Y E S  c a r -N O  curren t_act=YE S  69
re g io n = IN N E R _ C IT Y m a rrie d -Y E S  c a r -N O  m o rtg a g e -N O  62
re g io n - IN N E R C IT Y  m a rr ie d -Y E S  c a r -Y E S  s a ve _ a c t-Y E S  60
re g io n = IN N E R _ C IT Y m a rrie d -Y E S  c a r -Y E S  curren t_act=YE S  6 7
re g io n -IN N E R _ C IT Y m a rr ie d -Y E S  save  a c t-Y E S  cu rren t_a ct= Y E S  94
re g io n = IN N E R _ C IT Y m a rrie d -Y E S  save  a c t-Y E S  m o rtg a g e -N O  78
re g io n -IN N E R  C IT Y  m a rr ie d - YES save_ac t= Y E S  p e p -N O  80
re g io n = IN N E R _ C IT Y m a rrie d -Y E S  cu rren t_act= Y E S  m o rtg a g e -N O  92
re g io n - IN N E R C IT Y  m a rr ie d -Y E S  cu rren t_act= Y E S  p e p -N O  8 9
reg ion= IN N E R _C IT Y  m a rr ie d -Y E S  m o rtg a g e -N O  p e p -N O  80
re g io n -IN N E R _ C IT Y  ch ild ren= '(-in f-0 .3 ]' s a ve  a c t-Y E S  cu rren t_a ct= Y E S  61
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re g io n = IN N E R C IT Y c h ild re n = ‘(- in f-0 .3 ]'cu rre n t_ a c t= Y E S  m o rtg a g e -N O  61 
reg ion=IN N ER _ C IT Y  c h ild re n * (-in f-0 .3 ]' c u rre n t a c t*  YES p e p *N O  61 
re g io n * IN N E R _ C IT Y c a r= N O  save_ a c t*Y E S  curren t ac t=Y E S  6 9  
re g io n * IN N E R _ C IT Y c a r= N O  cu rren t_a ct= Y E S  m o rtg a g e *N O  73  
re g io n = IN N E R _ C IT Y  ca r*Y E S  s a v e _ a c t*Y E S  cu rre n t_ a c t*Y E S  6 7  
re g io n = IN N E R _ C IT Y c a r*Y E S  cu rren t_a ct= Y E S  m ortgage=N O  6 3  
re g io n * IN N E R  C IT Y s a v e _ a c t*Y E S  c u rre n t ac t=Y E S  m ortgage =N O  90  
re g io n * IN N E R _ C IT Y  save_ac t*Y E S  cu rre n t_ a c t*Y E S  p ep=N O  8 0  
re g io n * IN N E R _ C IT Y  save a c t*Y E S  m ortgage =N O  p e p *N O  61 
re g io n * IN N E R _ C IT Y c u rre n t act=Y E S  m ortgage=N O  p ep= N O  78  
m arried=N O  c a r*N O  save_ac t*Y E S  cu rre n t_ a c t*Y E S  60  
m arried=N O  sa ve  a c t*  YES curren t a c t*  YES m ortgage=N O  70 
m a rrie d = N 0  sa ve a c t*  YES curren t a c t*  YES p e p *  YES 64 
m a rrie d = N 0  sa ve  a c t*Y E S  m o n g a g e *N O  p e p *  YES 64  
m arried=N O  cu rre n t a c t-Y E S  m o n g a g e -N O  p e p -Y E S  73 
m a rrie d *Y E S  c h ild re n *  (- in f-0 .3 ]'c a r*N O  s a ve _ a c t*Y E S  64 
m a rr ie d *  YES c h ild re n * '(- in f-0 .3 ]' c a r*N O  cu rre n t a c t*  YES 74 
m arried= Y E S  c h i!d re n * '(- in f-0 .3 ]'c a r*N O  m o n g a g e *N O  6 7  
m a rrie d *Y E S  c h ild re n *  (• in l-0 .3 ]' ca r=N O  p e p= N O  80  
m a rr ie d *  YES c h ild re n * '(- in l-0 .3 ]' c a r*  YE S  p e p *N O  61 
m a rrie d *Y E S  ch ild re n * '(- in f-0 .3 ]' sa v e _ a c t*Y E S  curren t_act=Y E S  8 7  
m arried= Y E S  c h ild re n * '( - in l-0 .3 ]'s a v e ^ a c t*Y E S  m ongage=N O  8 0  
m a rrie d *Y E S  c h ild re n * '(- in f-0 .3 ]' save_ac t= Y E S  pep=N O  107 
m a rr ie d *  YES c h ild re n * '(- in f-0 .3 ]' cu rre n t_ a c t*  YES m o d g a g e *N O  88  
m a rr ie d *  YES c h ild re n * '(- in l-0 .3 ]' cu rren t_act=  YES p e p *N O  105 
m a rrie d *Y E S  ch ild ren= '(-in f-0 .3 ]’ m o n g a g e = N O  p e p *  N O  104 
m arried= Y E S  c a r*N O  save_act=Y ES  cu rre n t act=Y E S  99  
m a rr ie d *  YES ca r= N O  save_act=  YES m ongage= N O  84  
m a rr ie d *  YES c a r*N O  save_act= YES p e p * N O  8 7  
m arried= Y E S  c a r= N O  current_act=YE S  m ongage= N O  104 
m a rrie d *Y E S  c a r= N O  cu rren t_a ct*Y E S  p e p *N O  92 
m a rried= Y E S  c a r= N O  m ongage=N O  p e p = N O  89  
m a rried= Y E S  c a r= Y E S  save _ a c t*Y E S  c u rren t_a ct= Y E S  107 
m a rrie d *Y E S  ca r= Y E S  save_act=Y ES  m ongage= N O  100 
m a rrie d = Y E S  c a r*Y E S  s a v e _ a c t*Y E S p e p = N O  88 
m a rried= Y E S  c a r= Y E S  curren t ac t=Y E S  m odgage= N O  95  
m a rrie d *Y E S  ca r= Y E S  curren t_act=YE S  p e p = N O  85  
m a rried= Y E S  c a r= Y E S  m ongage=N O  p e p = N O  82  
m a rrie d *Y E S  save_ac t= Y E S  c u rren t_a ct= Y E S  m ongage= N O  142 
m a rrie d = Y E S  save_ac t= Y E S  cu rren t_a ct= Y E S  m o n g a g e *Y E S  64  
m a rr ie d *  YES sa ve  a c t*  YES cu rren t a c t*  YES p e p *  YES 76 
m a rried= Y E S  save_ac t= Y E S  cu rren t_a ct= Y E S  p e p *N O  130 
m a rrie d *Y E S  save_ac t= Y E S  m on g a g e = N O  pep=Y E S  64  
m a rried= Y E S  save_ac t= Y E S  m on g a g e = N O  pep=N O  120 
m a rrie d *Y E S  cu rren t_a ct= Y E S  m o n g a g e *N O  p e p *Y E S  70 
m a rrie d *Y E S  cu rren t_a ct= Y E S  m o n g a g e *N O  pep=N O  129 
ch ild re n = '(- in f-0 .3 ]' c a r*N O  save  a c t*Y E S  cu rre n t_ a c t*Y E S  70 
c h ild re n * (- in f-0 .3 ] ' c a r*N O  sa v e _ a c t*Y E S p e p = N O  6 7  
ch ild re n = '(- in f-0 .3 ]' c a r*N O  curren t a c t= Y E S  m o n g a g e *N O  72 
c h ild re n *  (- in f-0 .3 ]' ca r=N O  c u rre n t_ a c t*Y E S  pep=N O  69  
c h ild re n *  (- in f-0 .3 ]' c a r*N O  m ongage= N O  p e p *N O  62  
ch ild re n = '(- in f-0 .3 ]' ca r=Y E S  s ave_ac t= Y E S  cu rren t ac t=Y E S  63  
c h ild re n * (- in f-0 .3 ] ' c a r*Y E S  s a v e _ a c t*Y E S p e p = N O  64  
c h ild re n * (- in f-0 .3 ] 's a v e _ a c t*Y E S  cu rren t ac t=Y E S  m o n g a g e *N O  8 7  
c h ild re n * ’(-in f-0 .3 ]' s a v e _ a c t*Y E S  cu rren t_a ct= Y E S  p e p *N O  101 
c h ild re n * '(- in f-0 .3 ]' save_ac t= Y E S  m o n g a g e *N O p e p = N O  74_________________
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ch ild ren= '(-in f-0 .3 ]' cu rren t_act=Y E S  m o rtg a g e *N O  p e p *N O  82  
ch ild ren= '(0 .9 -1 .2 ] ' save_act=Y E S  cu rren t_act= Y E S  p ep=Y E S  6 3  
car=N O  s a v e a c t= Y E S  cu rren t_act= Y E S  m ortgage =N O  104 
car=N O  s a v e a c t= Y E S  cu rren t_ac l=Y E S  p e p= Y E S  72  
car=N O  s a v e a c t= Y E S  cu rren t_act= Y E S  p e p = N O  8 7  
car=N O  s a v e _ a c t*Y E S  m o d g a g e -N O  p e p = Y E S  61 
car=N O  save  a c t -  YES m orlgage=N O  p e p * N O  68  
c a r*N O  c u r re n ta c t= Y E S  m ortgage *N O  p e p = Y E S  77  
ca r= N O  c u r r e n ta c t *  YES m ortgage=N O  p e p = N O  81 
ca r= Y E S  s a v e a c t= Y E S  cu rre n t_ a c t*Y E S  m ortgage=N O  108 
ca r= Y E S  s a v e _ a c t*Y E S  curren t a c t*Y E S  pep= Y E S  68  
ca r = YES save a c t*Y E S  curren t ac t=Y E S  p e p *  NO 92  
c a r*Y E S  save  a c t*Y E S  m ortgage=N O  p e p = Y E S  67  
ca r= Y E S  s a v e a c t* Y E S  m ortgage *N O  p e p = N O  74 
ca r= Y E S  cu rre n t_ a c t*Y E S  m ortgage=N O  p e p *Y E S  66  
ca r= Y E S  curren t a c t*Y E S  m ortgage=N O  p e p = N O  77  
save_act=Y E S  c u rre n t act=YES m ortgage=N O  p ep= Y E S  104 
save_act=Y E S  cu rre n t_ a c t*Y E S  m ortgage=N O  pep= N O  108 
save a c t*Y E S  cu rre n t_ a c t*Y E S  m ortgage =Y E S  pep= N O  71

S ize o f  se t o f la rg e  item sets L(5 ): 26

Large Item sets L (5 ):
se x *F E M A L E  m arried=Y E S  ch ild ren= '(-in f-0 .3 ]' current_act=YE S  p e p = N O  60 
sex=F E M A LE  m a rr ie d *  YES ch ild re n * (- in f-0 .3 ]' m o rtg a g e = N 0  p e p * N O  63  
s e x *F E M A L E  m arried=Y E S  car=N O  cu rren t_act= Y E S  m ortgage=N O  60  
sex=F E M A LE  m a rr ie d *Y E S  save_act=Y E S  current_act=YE S  m ortgage =N O  72 
sex=F E M A LE  m arried= Y E S  save_act=Y E S  cu rren t a c t= Y E S p e p = N O  6 7  
se x= F E M A L E m a rrie d = Y E S  save_ac t= Y E S  m o rtg a g e = N O p e p *N O  64  
sex= F E M A LE  m a rr ie d *  YES cu rren t_act= Y E S  m ortgage *N O  p e p *N O  70 
s e x *M A L E  m a rried= Y E S  save_act=Y ES  cu rren t_a ct= Y E S  m ortgage=N O  70 
sex= M A L E  m a rried= Y E S  save_act=Y ES  cu rre n t_ a c t*Y E S p e p = N O  63  
reg ion= IN N E R  C IT Y m a rrie d = Y E S  sa ve _ac t= Y E S  cu rre n t a c t= Y E S  m ortgage=N O  63  
reg ion= IN N E R  C IT Y m a rr ie d *Y E S  save_ac t= Y E S  c u rre n t a c t= Y E S  p e p *N O  65  
re g io n = IN N E R _ C IT Y m a rrie d *Y E S  cu rren t_a ct= Y E S  m ortgage=N O  p e p *N O  66  
m arried= Y E S  ch ild re n * '(- in f-0 .3 ]' ca r=N O  cu rre n t_ a c t= Y E S p e p = N O  60  
m a rr ie d *  YES ch ild ren= '(-in f-0 .3 ]' car=N O  m ortgage =N O  p e p *N O  6 0  
m a rrie d *Y E S  c h ild re n = ‘(-in f-0 .3 ]' s a v e _ a c t*Y E S  cu rre n t_ a c t*Y E S  m o rtg a g e *N O  61 
m a rrie d *Y E S  c h ild re n *  (-in f-0 .3 ]' save__act=YES curren t_act=YE S  p e p *N O  80  
m a rried= Y E S  c h ild re n * '(- in f-0 .3 ]'s a v e _ a c t= Y E S  m ortgage=N O  p e p *N O  73 
m a rrie d *Y E S  ch ild re n = '(-in f-0 .3 ]' cu rre n t_ a c t*Y E S  m ortgage *N O  p e p = N O  80  
m arried= Y E S  c a r= N O  sa ve _ a c t*Y E S  c u rre n t_ a c t*Y E S  m o rtg a g e *N O  66  
m arried= Y E S  ca r= N O  save  act=Y E S  c u rre n t_ a c t= Y E S p e p *N O  64  
m arried= Y E S  c a r= N O  cu rren t_a ct*Y E S  m o rtg a g e *N O  p e p *N O  6 6  
m a rrie d = Y E S c a r= Y E S  save_act=Y E S  c u rren t_a ct= Y E S  m o rtg a g e *N O  76 
m arried= Y E S  c a r= Y E S  sa ve _ a c t*Y E S  cu rren t_a ct= Y E S  pep=N O  6 6  
m a rrie d *Y E S  c a r*Y E S  save  ac t=Y E S  m ortgage =N O  p e p *N O  63  
m a rrie d *Y E S  c a r*Y E S  curren t ac t=Y E S  m ortgage = N O  pep=N O  6 3  
m a rrie d * YES save_ a c t*  YES cu rre n t_ a c t* YES m o rtg a g e *N O  p e p = N O  91

B est ru les  found:

1. ch ild re n = ’(- in f-0 .3 ]'sa ve _ a c t= Y E S  m o rtg a g e = N O p e p *N O  74 = = >  m arried=Y E S  73 
conf:(0 .99 )
2. sex= F E M A LE  ch ild re n = '(-in f-0 .3 ]' m o rtg a g e *N O  p e p *N O  64 = = >  m arried=Y E S  63

conf:(0 .98 )_____________________________________________________________________________________
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3. ch ild re n = '(-in f-0 .3 ]' cu rren t_act=Y E S  m o rig a g e = N O  p e p = N O  8 2  = = >  m arried= YES 80  
con f:(0 .98 )
4. ch ild re n = '(- in f-0 .3 ]'m o rtg a g e = N O p e p = N O  107  = = >  m a rrie d = Y E S  104 conf:(0.97)
5. ch ild re n = '(- in f-0 .3 ]' ca r=N O  m o rtg a g e = N O p e p = N O  6 2  ==> m a rried= Y E S  60 con f:(0 .97 )
6. m a rried=Y E S  ch ild re n = '(- in f-0 .3 ]'sa ve _ a c t= Y E S  c u rren t_a ct= Y E S  8 7  = = >  pep= N O  8 0  

c o n  f: (0 .92 )
7. m a rried=Y E S  c h ild re n = ’(-in f-0 .3 ]' save_ac t= Y E S  m ortgage = N O  8 0  = » >  pep=N O  73 

c o n f:(0 .9 1 )
8. m a rried= Y E S  children=*'(-inf-0.3 ] 'cu rre n t a c t = YES m ortgage = N O  8 8  = = >  pep=N O  80  

co n f:(0 .9 1 )
9. sex= F E M A L E  m arried=Y E S  c h ild re n * '(- in f-0 .3 ]' m ortgage=N O  70  ==> pep=N O  63 co n f:(0 .9 )
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4 .0  S o urce  C ode -  A p rio ri  Algorithm

u s in g  S y s te m ; 
u s in g  S y s te m .D ra w in g ; 
u s in g  S y s te m .C o lle c tio n s ; 
u s in g  S y s te m .C o m p o n e n tM o d e l;  
u s in g  S y s te m .W in d o w s . F o rm s ; 
u s in g  S y s te m .D a ta ;
u s in g  V IS U A L _ B A S IC _ D A T A _ M IN IN G _ N E T ;
u s in g  VISUAl_BASIC_DATA_M INIIM G_NET.Custom Events;
u s in g  V IS U A L _ B A S IC _ D A T A _ M IN IN G _ N E T .D a ta T ra n s fo rm a tio n S e rv ic e s ;

n a m e s p a c e  A P r io r iW in d o w s
{

III  < s u m m a ry >
III S u m m a ry  d e s c r ip t io n  fo r  M a rk e tB a s e d A n a ly s is .
Ill < /s u m m a ry >
p u b lic  c la s s  M a rk e tB a s e d A n a ly s is  : S ys  te rn . W in d o w s . F o rm s .’ ’ o rm

p n v a te  S y s te m .W in d o w s . F o rm s .G ro u p B o x  g ro u p B o x I ; 
p r iv a te  S y s te m .W in d o w s .F o rm s .D a ta G n d  d a ta G rid  V ie w  A n a lys is  R e s u lt, 
p r iv a te  S y s te m .W in d o w s .F o rm s .G ro u p B o i g ro u p B o x C o m m a n d s , 
p r iv a te  S y s te m .W in d o w s .F o rm s .B u tto n  b u tto n D a ta C o n n e c tio n ,
//
//
p n v a te  C o n n e c tio n D ia lo g B o x  c o n n e c tio n D ia lo g B o x ; 
p r iv a te  S y s te m .W in d o w s .F o rm s .B u tto n  b u tto n O K ;
II

__________________ p n v a te  S y s te m .W in d o w s .F o rm s .G ro u p B o x  g ro u p B o x S e ttin g s ,__________
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p r iv a te  S y s te m .W in d o w s .F o rm s .L a b e l Ib IS u p p o rtC o u n t; 
p r iv a te  S y s te m .W in d o w s .F o rm s .L a b e l Ib IM in im u m C o n fid e n c e ; 
p r iv a te  S y s te m .W in d o w s .F o rm s .T e x tB o x  tx tM in im u m S u p p o rt ; 
p r iv a te  S y s te m .W in d o w s .F o rm s .T e x tB o x  tx tM in im u m C o n fid e n c e ;
II
II
p r iv a te  D a ta M in in g  D M S; 
p r iv a te  V ie w D a ta  d a ta V ie w ; 
p r iv a te  D a ta  d a ta A n a ly s is ; 
p r iv a te  N o r th w in d D T S  d ts ; 
p r iv a te  D a ta  o rd e rs ; 
p r iv a te  s tr in g  m in im u m C o n fid e n c e ; 
p r iv a te  s tr in g  m in im u m S u p p o rt ; 
p r iv a te  in t m in im u m C o n fid e n c e L e n g th ; 
p r iv a te  in t m in im u m S u p p o rtL e n g th ;
p r iv a te  S y s te m .W in d o w s .F o rm s .G ro u p B o x  g ro u p B o x P ro g re s s M o n ito r ; 
p r iv a te  S y s te m .W in d o w s .F o rm s .G ro u p B o x  g ro u p B o x 2 ; 
p r iv a te  S y s te m .W in d o w s .F o rm s .L a b e l Ib IP ro g re ss B a r; 
p r iv a te  S y s te m .W in d o w s .F o rm s .G ro u p B o x  g ro u p B o x V ie w T a b le s ; 
p r iv a te  S y s te m .W in d o w s .F o rm s .P ro g re s s B a r  p ro g re s s B a rM o n ito r;
II
II
II
I I I  < s u m m a ry >
I I I  T h e  p u b l ic  O n P ro g re s s M o n ito rE v e n t ra is e s  the  P ro g re s s M o n ito rE v e n t e v e n t by in v o k in g  
I I I  th e  d e le g a te s . T h e  s e n d e r  is a lw a y s  th is , th e  c u rre n t in s ta n c e  o f th e  c lass .
I l l  < /s u m m a ry >
I I I  < p a ra m  n a m e = "e ”>
I I I  A  C u s to m E v e n ts .P ro g re s s M o n ito rE v e n tA rg s  ob ject.
I l l  < /p a ra m >
I I I  < re m a rk s >
III  T h is  m e th o d  is  used  to  in v o k e  a d a le g a te  th a t n o tif ie s  c lie n ts  a b o u t  th e  p ro g re ss  o f a n

e x e c u t in g  c o d e .
I l l  < /re m a rk s >
p u b lic  v o ic  O n P ro g re s s M o n ito rE v e n t(o b je c t se n d e r, P ro g re s s M o n ito rE v e n tA rg s  e)

/ /S e ts  th e  in fo rm a tio n  to  b e  d is p la y e d  on th e  p ro g re s s  b a r  
th is .p ro g re s s B a rM o n ito r .M in im u m  =  e .M in im u m V a lu e ;

th is .p ro g re s s B a rM o n ito r .M a x im u m  =  e .M a x im u m V a lu e ;

th is .p ro g re s s B a rM o n ito r . V a lu e  =  e .C u rre n tV a lu e ;

th is .p ro g re s s B a rM o n ito r . R e fre s h !) ;

th is . lb IP ro g re s s B a r.T e x t =  e .E v e n tM e s s a g e ;

th is . lb lP ro g re s s B a r .R e fre s h ( ) ;
}

III  < s u m m a ry >
III A  c u s to m  e v e n t th a t n o tif ie s  c lie n ts  a b o u t th e  p ro g re s s  o f th e  e x e c u tin g  code .
I ll  < /s u m m a ry >
p u b lic  e v e n t  P ro g re s s M o n ito rE v e n tH a n d le r  P ro g re s s M o n ito rE v e n t;

//
III < s u m m a ry >
III R e q u ire d  d e s ig n e r v a r ia b le .
Ill < /s u m m a ry >
p r iv a te  S y s te m .C o m p o n e n tM o d e l.C o n ta in e r  c o m p o n e n ts  = n u ll;
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p u b lic  M a rk e tB a s e d  A n a ly s is !)

/ /  R e q u ire d  fo r W in d o w s  F o rm  D e s ig n e r  s u p p o rt
II
In it ia liz e C o m p o n e n tO ;

//
/ /  T O D O : A d d  a n y  c o n s tru c to r  c o d e  a fte r  In it ia liz e C o m p o n e n t c a ll

}
III  < s u m m a ry >
III  C le a n  u p  a n y  re s o u rc e s  b e in g  used .
I ll  < /s u m m a ry >
p ro te c te d  o v e r r id e  v o id  D is p o s e ! b o o l d is p o s in g  )
{

if( d is p o s in g )
{

}

if fc o m p o n e n ts  !=  n u ll)

c o m p o n e n ts . D is p o s e !);

}
b a s e .D is p o s e (  d is p o s in g );

# re g io n  W in d o w s  F o rm  D e s ig n e r g e n e ra te d  c o d e
I I I  < s u m m a ry >
III  R e q u ire d  m e th o d  fo r D e s ig n e r s u p p o r t  - d o  n o t m o d ify  
I II  th e  c o n te n ts  o f th is  m e th o d  w ith  th e  c o d e  ed ito r.
I ll  < /s u m m a ry >
p r iv a te  v o id  In it ia liz e C o m p o n e n t! )
{

th is .g ro u p B o x I  =  n e w  S y s te m .W in d o w s .F o rm s .G ro u p B o x () ; 
th is .g ro u p B o x C o m m a n d s  =  n e w  S y s te m .W in d o w s .F o rm s .G ro u p B o x () ; 
th is .g ro u p B o x S e tt in g s  =  n e w  S y s te m .W in d o w s .F o rm s .G ro u p B o < () ; 
th is . lb IM in im u m C o n fid e n c e  =  n e w  S y s te m .W in d o w s .F o rm s .L a b e l( ) ; 
th is . tx tM in im u m C o n fid e n c e  =  n e w  S y s te m .W in d o w s .F o rm s .T e x tB o x 0 ; 
th is . lb IS u p p o r tC o u n t =  n e w  S y s te m .W in d o w s .F o rm s .L a b e l( ) ; 
th is . tx tM in im u m S u p p o r t  =  n e w  S y s te m .W in d o w s .F o rm s . 'e x tB o x ( ) ;  
th is .b u t to n D a ta C o n n e c t io n  =  n e w  S y s te m .W in d o w s . F o rm s. B u n o n () ; 
th is .d a ta G r id V ie w A n a ly s is R e s u lt  =  n e w  S y s te m .W in d o w s .F o rm s .D a ta G i (); 
th is .g ro u p B o x P ro g re s s M o n ito r  =  n e w  S y s te m .W in d o w s .F o rm s .G ro u p B o  'O ; 
th is .g ro u p B o x 2  =  n e w  S y s te m .W in d o w s .F o rm s .G ro u p B o x () ; 
th is . lb IP ro g re s s B a r  =  n e w  S y s te m .W in d o w s .F o rm s .L a b e l( ) ; 
th is .p ro g re s s B a rM o n ito r  =  n e w  S y s te m .W in d o w s .F o rm s .P ro g re s s G  .'( ) ; 
th is .b u t to n O K  =  n e w  S y s te m .W in d o w s .F o rm s .B u tto n () ; 
th is .g ro u p B o x V ie w T a b le s  =  n e w  S y s te m .W in d o w s .F o rm s .G ro u p B o x () ; 
th is .g ro u p B o x I  S u s p e n d L a y o u tO ; 
th is .g ro u p B o x C o m m a n d s .S u s p e n d L a y o u t( ) ; 
th is .g ro u p B o x S e tt in g s .S u s p e n d  L a y o u t!) ;

( (S y s te m .C o m p o n e n tM o d e l. lS u p p o r t ln ita liz e ) ( th is .d a ta G r id V ie w A n a ly s is R e s u lt) ) .B e g in ln it ( ) ;  
th is .g ro u p B o x P ro g re s s M o n ito r .S u s p e n d L a y o u t( ) ; 
th is .g ro u p B o x 2 .S u s p e n d L a y o u t( ) ;  
th is .S u s p e n d L a y o u t( ) ;
//
/ /  g ro u p B o x I
//
th is .g ro u p B o x I.C o n tro ls .  A d d R a n g e (n e w  S y s te m . W in d o w s .F o rm s .C ; D (

______________________________________________________________ _______________ ;h  s .g ro u p B o x C o m m a n d s ,
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th is .d a ta G r id V ie w A n a ly s is R e s u lt } ) ;
th is .g ro u p B o x 1 .F o n t =  n e w  S y s te m .D ra w in g .F o n t(T a h o m a " , 8 .2 5 F . 

System .D ra w in g .F o n tS ty le .B o ld , S y s te m .D ra w in g .G ra p h ic s U m : P o in t, ( (S y s te m .B y  ) (0 ))) ;
th s .g r o u p B o x I  .L o c a tio n  »  n e w  S y s te m .D ra w in g .P o m t(1 6 ,8); 
th is .g ro u p B o x 1 .N a m e  =  "g ro u p B o x T ; 
th is .g ro u p B o x 1 .S iz e  «  n e w  S y s te m .D ra w in g .S  z e ( 9 7 6 ,52 8 ); 
th  s .g ro u p B o x l.T a b ln d e x  = 0 ; 
th is .g ro u p B o x I  T a b S to p  » fa ls e ;
th  s .g ro u p B o x I  .T e x t =  "C # .N E T  M a rk e t B ased  D a ta  M in ing  A n a ly s is '
II
/ /  g ro u p B o x C o m m a n d s
II
th is .g ro u p B o x C o m m a n d s .C o n tro ls .A d d R a n g e (n e w

System.W indows.Forms.ControlQ {

th i s  .g ro u p B o x V ie w T a b le s ,

t h is . g r o u p B o x S e t t in g s ,

t h is . b u t t o n D a ta C o n n e c t io n ) ) ;
th is .g ro u p B o x C o m m a n d s .L o c a tio n  =  n e w  S y s te m .D ra w in g  o  n .(7 9 2 ,1 6 ) ,  
th is .g ro u p B o x C o m m a n d s .N a m e  =  "g ro u p B o x C o m m a n d s "; 
th is .g ro u p B o x C o m m a n d s .S iz e  =  n e w  S y s te m .D ra w in g .S i z e ( 1 7 6 ,  5 0 4 ), 
th is .g ro u p B o x C o m m a n d s .T a b ln d e x  = 2 ; 
th is .g ro u p B o x C o m m a n d s .T a b S to p  =  fa ls e ;
II
II g ro u p B o x S e tt in g s

th is .g ro u p B o x S e tt in g s .C o n tro ls .A d d R a n g e ( ne w  S y s te m .W in d o w s .F o rm s .C o n tro iO

t h  i s  . Ib lM in im u m C o n f id e n c e ,

t h i s  . tx tM in im u m C o n f id e n c e ,

t h is . lb I S u p p o r t C o u n t ,

th is . t x t M im m u m S u p p o r t } ) ,  th j£  g ro u p B o x S e tt jn g s  L o ca tjo n  ,  n e w  S y s te m .D ra w m g .° o  n !(8. 3 6 0 );
th is.groupBoxSettings.N a m e  = "g ro u p B o x S e tt in g s  ;
th is .g ro u p B o x S e tt in g s .S iz e  =  n e w  S y s te m .D ra w m g .S iz e (1 6 0 ,1 3 6 ), 
th is .g ro u p B o x S e tt in g s .T a b ln d e x  =  1; 
th is .g ro u p B o x S e tt in g s .T a b S to p  =  fa ls e ;
II
/ /  Ib lM in im u m C o n fid e n c e

th is . Ib lM in im u m C o n fid e n c e .F o n t =  n e w  S y s te m .D ra w in g .F o n t("T a h o m a ". 8 .2 5 F ,
System.D ra w in g .F o n tS ty li .B o ld , S y s te m .D ra w in g .G ra p h ic s U m t.P o in t, (<S y stj ; m  .

V  th is . Ib lM in im u m C o n fid e n c e . F o re C o lo r  = S ys te m . D ra w n g .C o lo r.D a rt< B tu e ,
th is . Ib lM in im u m C o n fid e n c e .L o c a tio n  =  n e w  S y s te m .D ra w m g .P o in ,(8 ,8 0 ), 
th is . lb IM in im u m C o n fid e n c e .N a m e  =  " Ib lM in im u m C o n fid e n c e  ,
th is.lbIM inim um Confidence.S ize = n e w  System.Drawing. .^ e (1 4 4 , 6).
th is.lb lM in im um Confidence.Tablndex = 3;

__________________________ th is . lb IM in im u m C o n fid e n c e .T e x t = "M in im u m  C o n fid e n ce  %  . -------------- -----------------
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/ /  tx tM in im u m C o n f id e n c e
//
th is  .tx tM in im u m C o n fid e n c e . L o c a t io n  -  n e w  S y s te m .D ra w tn g .P o in t(8. 104); 
th is . tx tM in im u m C o n fid e n c e .N a m e  ■ ’ tx tM in im u m C o n fid e n c e '; 
th is . tx tM in im u m C o n fid e n c e .S iz e  -  n e w  S y s te m .D ra w in g .s  z e { 1 4 4 .2 1 ); 
th is . tx tM in im u m C o n fid e n c e .T a b ln d e x  -  2 ; 
th is . tx tM in im u m C o n fid e n c e .T e x t -  “ ;

i £ th is . tx tM in im u m C o n fid e n c e . V a lid a t in g  + «  n e w
^ f s t e m . C o m  p o rte n t M o d e l.C a n c e lE v e n tH a n d le r ( th is .tx tM in im u m C o n fid e n c e _ V a lid a tin g ) ;

//
/ /  Ib IS u p p o rtC o u n t

th is . IW S u p p o ftC o u n t.F o n t -  n e w  S y s te m .D ra w in g .F o n tfT a h o m a " . 8 .25F , 
S y s te m .D r a w in g .F o n tS ty le .B o ld ,  S y s te m .D ra w in g .G ra p h ic s U n it .P o in t, ( (S y s te m .B y te )(0 ))) ;

th is . lW S u p p o r tC o u n t.F o re C o lo r»  S y s te m .D ra w in g .C o lo r.D a ritB lu e ; 
th is . lW S u p p o r tC o u n t.L o c a tio n  -  n e w  S y s te m .D ra w in g .P o in t(8 ,16 ); 
th is . IW S u p p o rtC o u n t.N a m e  -  " Ib IS u p p o rtC o u n t" ; 
th is . IW S u p p o rtC o u n t.S iz e  »  n e w  S y s te m .D ra w in g .S z e (1 3 6 ,16 ); 
th is . lb lS u p p o r tC o u n t.T a b ln d e x  - 1 ; 
th is . IW S u p p o rtC o u n t.T e x t -  "M in im u m  S u p p o rt % ";
//
/ /  tx tM in im u m S u p p o r tft
th is . tx tM in im u m S u p p o r tL o c a t io n  »  n e w  S y s te m  D ra w in g .P o in t(8 .4 0 ); 
th is . tx tM in im u m S u p p o r t .N a m e  -  " tx tM in im u m S u p p o rt" ; 
th is . tx tM in im u m S u p p o r t .S iz e  -  n e w  S y s te m .D ra w in g .S iz e {1 4 4 .2 1 ); 
th is . tx tM in im u m S u p p o ft .T a b ln d e x  -  0 ; 
th is . tx tM in im u m S u p p o r t .T e x t - " " ;  
th is . tx tM in im u m S u p p o r t  V a lid a t in g  +=  ne w

S y s te m .C o m p o n e n tM o d e l.C a n c e lE v e n tH a n d le r ( th is . tx tM in im u m S u p p o ft_ V a lid a t in g ) ;
th is . tx tM in im u m S u p p o r tT e x tC h a n g e d  + -  n e w  

S y s t e m .  E v e n tH a n d  le r( th is  .tx tM in im u m S u p p o r t_ T  e x tC h a n g e d ) ;
//
/ /  b u tto n D a ta C o n n e c tio n
//
th is .b u t to n D a ta C o n n e c t io n .F o n t =  n e w  S y s te m .D ra w in g .F o n tfT a h o m a " , 8 .2 5 F , 

S y s te m .D ra w in g .F o n tS ty le .B o ld ,  S y s te m .D ra w in g .G ra p h ic s U n it .P o in t, ( (S y s te m .B y te )(0 ))) ;
th is .b u t to n D a ta C o n n e c t io n .F o re C o lo r  =  S y s te m .D ra w in g .C o lo r.D a rk B lu e ; 
th is .b u t to n D a ta C o n n e c t io n .L o c a t io n  «= new  S y s te m .D ra w in g .P v n t(2 4 .40 ); 
th is .b u t to n D a ta C o n n e c t io n .N a m e  -  "b u tto n D a ta C o n n e c tio n "; 
th is .b u t to n D a ta C o n n e c t io n .S iz e  «= n e w  S y s te m .D ra w in g .S iz e (1 2 8 ,24); 
th is .b u t to n D a ta C o n n e c t io n .T a b ln d e x  »  0; 
th is .b u t to n D a ta C o n n e c t io n .T e x t =  "& D a ta  C o n n e c tio n " ; 
th is .b u t to n D a ta C o n n e c t io n .C lic k  + -  new  

S y s te m .E v e n tH a n d le r ( th is .b u t to n D a ta C o n n e c t io n _ C lic k ) ;
//
/ /  d a ta G r id V ie w A n a ly s is R e s u lt
//
th is .d a ta G r id V ie w A n a ly s is R e s u lt .A lte m a tin g B a c k C o lo f *  

S y s te m .D ra w in g .C o lo r .G a in s b o ro ;
th is .d a ta G r id V ie w A n a ly s is R e s u lt .D a ta M e m b e r  -  “ ;
th is .d a ta G r id V ie w A n a ly s is R e s u lt .F o n t«  n e w  S y s te m .D ra w in g .F o n tfT a h o m a " , 

8 . 2 5 F ,  S y s te m .D ra w in g .F  o n tS ty le .B o ld , S y s te m .D ra w in g .G ra p h ic s U n it .P o in t, ( (S y s te m .B y te )(0 )) ) ;
th is .d a ta G r id V ie w A n a ly s is R e s u lt .H e a d e rF o re C o lo r« 

S y s te m .D ra w in g .S /s te m C o lo rs .C o n tro lT e x t ;
th is .d a ta G r id V ie w A n a ly s is R e s u lt .L o c a t io n  -  n e w  S y s te m .D ra w in g .P o in t(1 6 ,2 4 ) ; 
th is .d a ta G r id  V ie w  A n a ly s is R e s u  It.N a m e  » "d a ta G r id V ie w A n a ly s is R e s u ir ;  
th is .d a ta G r id V ie w A n a ly s is R e s u lt .R e a d O n ly  « true ;
th is .d a ta G r id V ie w A n a ly s is R e s u lt .S iz e  -  n e w  S y s te m .D ra w in g .S iz e (7 6 8 .4 9 6 ) ;
th is .d a ta G r id V ie w  A n a ly s is  R e s u lt .T a b ln d e x  .  1;
th is .d a ta G r id V ie w A n a ly s is R e s u lt .N a v ig a te  + »  new

S y s te m .W in d o w s .F o rm s .N a v ig a te E v e n tH a n d le r ( th is .d a ta G r id V ie w A n a ly s s R e s u lt  N a v ig a te ) ;_______________

//
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/ /  g ro u p B o x P ro g re s s M o n ito r
//

______  th is  g ro u p B o x P ro g re s s M o n ito r.C o n tro te .A d d R a n g e < n e w
W in d o w s .F o rm s .C o n tro lQ  {

th is .g ro u p6o x 2 .

^ ' S i i u t t o n O K ) ) ;
th is  g ro u p B o x P ro g re s s M o n r to r .L o c a t io n  -  n e w  S y s te m .D ra w in g .P o m tf1 6 ,5 3 6 ) ; 
th is .g ro u p B o x P ro g re s s M o n ito r .N a m e  -  "g ro u p B o x P ro g re s s M o n ito r ';  
th is  .g ro u p B o x P ro g re s s M o n ito r .S iz e  -  new  S y s te m .D ra w in g .S  z e ( 9 7 6 ,88); 
th is .g ro u p B o x P ro g re s s M o n ito r .T a b ln d e x  - 1 ; 
th is .g ro u p B o x P ro g re s s M o n ito r .T a b S to p  -  fa ls e ;
II
/ /  g ro u p B o x 2
//
th is .g ro u p B o x 2 .C o n tro ls .A d d R a n g e (n e w S y s te m .W in d o w s .F o rm s .C o n tro i □ {

th is .W P ro g re s s B a r. 

th is .p ro g re s s  B a rM o n ito r}).
th is .g ro u p B o x 2 .L o c a t io n  -  n e w  S y s te m .D ra w in g .P o in t(8, 8); 
th is .g ro u p B o x 2 .N a m e  -  "g ro u p B o x 2*; 
th is .g ro u p B o x 2 .S iz e  »  n e w  S y s te m .D ra w m g .S iz e (8 8 0 ,7 2 ); 
th is .g ro u p B o x 2 .T a b ln d e x  =  2 ; 
th is .g ro u p B o x 2 .T a b S to p  -  fa ls e ;
II
II Ib IP ro g re s s B a r

th is . lb IP ro g re s s B a r .L o c a t io n  »  n e w  S y s te m .D ra w in g .P o n t (1 6 ,4 8 ); 
th is . lb IP ro g re s s B a r .N a m e  -  “ Ib IP ro g re ss B a r” ; 
th is . lb IP ro g re s s B a r .S iz e  -  n e w  S y s te m .D ra w in g .S iz e (8 5 6 ,1 6 ); 
th is . lb lP ro g re s s B a r .T a b ln d e x  - 1 ;

/ /  p ro g re s s B a rM o n ito r
//
th is p ro g re s s B a rM o n ito r .L o c a t io n  -  new  S y s te m .D ra w in g .P o in t(8 ,16 ); 
th is .p ro g re s s  B a rM o n ito r .N a m e  =  "p ro g re s s  B a rM o n ito r"; 
th is .p ro g re s s B a rM o n ito r .S iz e  «  n e w  S y s te m .D ra w in g .S  z e ( 8 6 4 ,2 4 ); 
th is .p ro g re s s B a rM o n tto r .T a b ln d e x  *  0 ;
//
/ /  b u tto n O K
//
th is .b u t to n O K .F o n t»  n e w  S y s te m .D ra w in g .F o n tfT a h o m a " , 9 .7 5 F . 

S y s te m .D r a w in g .F o n tS ty le .B o ld ,  S y s te m .D ra w in g .G ra p h ic s U n  t.P o in t, ( (S y s te m .B y te )(0 )) ) ;
th is .b u t to n O K .F o re C o lo r  =  S y s te m .D ra w in g .C o lc r .D a rk B lu e ; 
th is .b u t to n O K .L o c a t io n  »  n e w  S y s te m .D ra w in g .P o im (8 9 3 , 3 7 ) ; 
th is .b u t to n O K .N a m e  -  "b u t to n O K " ; 
th is .b u t to n O K .T a b ln d e x  - 1 ;  
th is . b u t to n O K .T e x t» “& A n a ly z e " ;
th is .b u t to n O K .C I ic k  + =  n e w  S y s te m .E v e n tH a n d le r( th is .b u tto n O K _ C lic k ) ;
//
/ /  g ro u p B o x V ie w T a b le s
//
th is .g ro u p B o x V ie w T a b le s .L o c a t io n  =  new  S y s te m .D ra w in g .P o in t(8 .80 ); 
th is .g ro u p B o x V te w T a b le s .N a m e  -  "g ro u p B o x V ie w T a b le s " ; 
th is .g ro u p B o x V ie w T a b le s .S iz e  =  n e w  S y s te m .D ra w in g .S iz e (1 6 0 ,2 6 4 ); 
th is .g ro u p B o x V ie w T a b le s .T a b in d e x  -  2 ; 
th is .g ro u p B o x V ie w T a b fe s .T a b S to p  = fa lse ;
//

___________ ____________________ / /  M a rk e tB a s e d A n a ly s is _____________________________________________________________

//
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th is .A u to S c a J e B a s e S iz e  -  n e w  S y s te m . D ra w in g / > e (5 ,1 4 ); 
th is .C l ie n tS iz e  -  n e w  S y s te m .D ra w in g .S iz e (1 0 0 0 .629); 
th is .C o n tro ts .A d d R a n g e (n e w  S y s te m W in d o w s F o rm s G o n tro iG  {

th s .g ro u p B o x P ro g re s s M o n ito r .

th is .g ro u p 6o x 1});
th is .F o n t  -  n e w  S y s te m .D ra w in g . r o n t fT a h o m a " .  8 .2 5 F , 

.D ra w in g .F o n tS ty le .R e g u la r ,  S y s te m .D ra w in g .G ra p h ic s U n  .P o in t, ((S ys te m .B y ie X O ))); 
th is .M a x im iz e B o x  -  fa ls e ; 
th is .M in im iz e B o x  -  fa ls e ;
th is .N a m e  « "M a rk e tB a s e d  A n a ly s is " ;  
th is .T e x t  -  "M a rk e t B a s e d  A n a ly s is " ;  
th is .T o p M o s t -  t ru e ;
th is .L o a d  + -  ne w  S y s te m .E v e n tH a n d le r( th is .M a rk e tB a s e d A n a )y s « s _ L o a d ); 
th is .g ro u p B o x I  .R e s u m e L a y o u t(fa ls e ) ; 
th is .g ro u p B o x C o m m a n d s .R e s u m e L a y o u t( fa ls e ) ; 
th is .g ro u p B o x S e tt in g s .R e s u m e L a y o u t( fa ls e ) ;

( (S y s te m .C o m p o n e n tM o d e l. lS u p p o r t ln it ia liz e ) ( th is .d a ta G r id V ie w A n a ly s is R e s u U )) .E n d ln it( ) ;
th is .g ro u p B o x P ro g re s s M o n ito r .R e s u m e L a y o u t( fa ls e ) ;
th is .g ro u p B o x 2 .R e s u m e L a y o u t( fa ls e ) ;
th is .R e s u m e L a y o u t( fa ls e ) ;

}
# e n d re g io n

III  < s u m m a ry >
I II  T h e  m a in  e n tr y  p o in t fo r  th is  a p p lic a tio n .
I ll  < /s u m m a ry >
[S T A T h re a d ]  
s ta t ic  v o id  M a in ( )
{

A p p lic a t io n .R u n (n e w  M a rk e tB a s e d A n a ly s is O );
}
p r iv a te  v o id  M a rk e tB a s e d A n a ly s is _ L o a d (o b je c t s e n d e r, S y s te m .E v e n tA rg s  e )
{

}
p r iv a te  v o id  b u tto n D a ta C o n n e c tio n _ C lic k (o b je c t s e n d e r, S y s te m .E v e n tA rg s  e )

II

{
c o n n e c t io n D ia lo g B o x  -  n e w  C o n n e c tio n D ia lo g B o x O ; 

c o n r» e c tio n D ia lo g B o x .S h o w D ia lo g ( th is ) ;

p r iv a te  v o id  b u tto n O K _ C lic k (o b je c t s e n d e r ,  S y s te m .E v e n tA rg s  e )
{

th is .D M S  -  n e w  D a ta M in in g () ;

th is .D M S .P ro g re s s M o n ito rE  v e n t  + =  new  
I P ro g re s s M o n ito rE v e n tH a n d le r ( th is .O n P ro g re s s M o n ito rE v e n t) ;

i f ( (C la s s ln io .D atastorage —  C la s s In fo -D a ta S to ra g e L o c a tio n . Database) && 
(C la s s In fo .D a ta S to ra g e M o d e l = =  ClassInfo.DataM odel.TransactionsTabte))

{
__________________________ th is .d a ta A n a ly s is  - ______________________________________________
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D M S .M a rk e tB a s e d A n a ly s is (C la s s ln fc .M in im u m S u p p o r t ,  C la s s In fo .M in im u m C o n fid e n c e ,C la s s ln fo .

C o n n e c t io n s t r in g ,  "T ra n s a c tio n s T a b le ” ,C o m m a n d T y p e .T a b te D ire c t) ;
}
e ls e  if (C la s s ln fo .D a ta s to ra g e  —  C la s s In fo .D a ta S to ra g e L o c a t io n .X M L F ile )  

th is .d a ta A n a ly s is  =
D M S .M a rk e tB a s e d A n a ly s is (C la s s ln fo .M in im u m S u p p o r t ,  C la s s ln fo .M in im u m C o n fic J e n c e .C la s s In to .

X M L F ile P a th ) ;
}

e ls e  if ( (C la s s ln fc .D a ta s to ra g e  - « C la s s ln fo .D a ta S to ra g e L o c a t io r  .D a ta b a s e ) & &  
(C la s s ln fo .D a ta S to ra g e M o d e l = =  C la s s  In fo .D a ta M o d e C N o r th w in d D a ta b a s e ))

{
d ts  -  n e w  N o rth w in d D T S O ;

d ts .L o a d N o r th w in d w in d P ro d u c ts (G la s s ln fo .C o n n e c t io n s tr in g ) ;  

d ts .L o a d N o r th w in d w in d O rd e rs (C la s s ln fo .C o n n e c t io n S tr in g ) ; 

d ts . L o a d N o r th w in d w in d O rd e rD e ta ils f C a s s  I n f o  .C o n n e c t io n s tr in g ) ; 

o rd e rs  =  d ts .G e tO rd e rs ( ) ;  

th is .d a ta A n a ly s is  =
D M S .M a rk e tB a s e d A n a ly s is (C la s s ln fo .M in im u m S u p p o r t ,C la s s ln fo .M in im u m C o n fid e n c e ,o rd e rs ) ;

}

if ( th is .d a ta A n a ly s is  !■ n u ll)
{

th is .d a ta  V ie w  =  n e w  V ie w D a ta O ;

th is .d a ta A n a ly s is .T a b le s .A d d ( th is .d a ta V ie w .C re a te V ie w R u le s T a b le (C la s s ln fo .M in im u m C o n fid e n c e .
th is .d a ta A n a ly s is ) .C o p y ( ) ) ;

th is .d a ta A n a ly s is .T a b (e s .A d d ( th is .d a ta V ie w .C re a te V ie w S u b s e tT a b le ( th is .d a ta A n a ly s is ) .C o p y ( ) ) ;

th is .d a ta G r id V ie w A n a ly s is R e s u lt .D a ta S o u rc e  -
D M S .V ie w D a ta M in in g A n a ly s is O 'V ie w R u le s T a b le Y C o n fid e n c e  d e s c ') ;

}

}

p r iv a te  v o id  d a ta G r id V ie w A n a ly s is R e s u lt_ N a v ig a te (o b je c t s e n d e r,
S y s te m .W in d o w s .F o rm s .N a v ig a te E v e n tA rg s  n e )

{
}

___________________ p r iv a te  v o id  tx tM ln im u m S u p p o r t .T e it tC h a n g e d (o b ie c f s e n d e r .  S y s te m X v c n ;A rg s  e )
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{
}

p r iv a te  v o id  tx tM in im u m S u p p o r t_ V a lid a t in g (o b je c t s e n d e r.
S y s te m . C o m p o n e n tM o d e l.C a n c e lE v e n tA rg s  e )

{
if ( tx tM in im u m S u p p o r t .T e x t.L e n g th  = =  0 )
{

M e s s a g e B o x .S h o w ( th is ,"P le a s e  e n te r a  m in im u m  s u p p o rt b e tw e e n  0 %  
a n d  10 0 % " ,C la s s ln fo .A p p C a p tk )n ,M e s s a g e B o x B u t to n s .

O K  .M e s s a g e B o x Ic o n .In fo rm a tio n ) ;
}
e ls e  if ( tx tM m im u m S u p p o r tT e x t .L e n g th  >  0 )
{

m in im u m S u p p o rt  =  tx tM in im u m S u p p o rt .T e x t.T r im () ;

m in im u m S u p p o rtL e n g th  =  m in im u m S u p p o rt . L e n g th ;

if (m in im u m S u p p o r t . E n d s W ith {"% "))
{

C la s s lm  j.M in im u m S u p p o rt =  
C o n v e rt .T o D o u b le (m in im u m S u p p o r t .S u b s tr in g (0 ,

m in im u m S u p p o rtL e n g th -1 ) ) ;
}
e ls e
{

C la s s In fc .M in im u m S u p p o r t»  
C o n v e rt .T o D o u b le (m in im u m S u p p o r t .S u b s tr in g (0 ,

m in im u m S u p p o rtL e n g th ) ) ;
}

}
}

p r iv a te  v o id  tx tM in im u m C o n f id e n c e _ V a lid a t in g (o b je c t s e n d e r , 
S y s te m .C o m p o n e n tM o d e l.C a n c e lE v e n tA rg s  e )

if ( tx tM in im u m C o n f id e n c e .T e x t.L e n g th  « =  0)

 ̂ M e s s a g e B o x  ,S h o w (th is ,"P le a s e  e n te r a  m in im u m  c o n f id e n c e  b e tw e e n
0 % a n d  1 0 0 % ",C la s s ln fo .A p p C a p tio n ,

M e s s a g e B o x B u tto n s .O K  .M e s s a g e B o x Ic o n . In fo rm a tio n ) ;
}
e lse  if ( tx tM in im u m C o n f id e n c e .T e x t.L e n g th  > 0 )

m in im u m C o n f id e n c e  = tx tM in im u m C o n f id e n c e .T e x t .T r im () ;

m in im u m C o n f id e n c e L e n g th  =  m in im u m C o n fid e n c e .L e n g th ;

if  (m in im u m C o n fid e n c e .E n d s W ith (  ° ," ) )
{

C la s s In fo .M in im u m C o n f id e n c e  =• 
C o n v e rt .T o 0 o u b le (m in im u m C o n fid e n c e .S u b s tr in g (0 ,

_______________________________________ m in im u m C o n f id e n c e L e n g th -1));_________________________________________
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}
e ls e
{

ClassInfo.MinimumConfidence -  
C onve rt ToDouble(minimumConfkJenc8.Substring(0,

minimumConfidenceLength));
}

}
}

}
}
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