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Abstract

Prostate cancer is among the most common types of cancers in men in Kenya and world-
wide. The exact cause of the prostate cancer is unclear. However, previous research has
indicated that there are risk factors likely to be associated with prostate cancer such as:
old age, race where black people are at more risk, family history, obesity among other
risk factors. In the year 2018 among men, it was the second most diagnosed cancer (1.3
million, 14.5%) after lung cancer (1.4 million, 15.5%) worldwide

This study aims to compare survival between clinical stages and treatment categories.
The study further aims to investigate the impact age on survival among prostate cancer
patients in Kenya. The study used secondary population-based prostate cancer data ob-
tained from the KEMRI National Cancer Registry. Kaplan-Meier estimation method was
used to compare survival function for clinical stage and treatment. Cox proportional haz-
ards regression model was used to model age against survival time.

The Cox proportional hazards regression results checking for association between sur-
vival time and age were as follows: HR = 1.032 (CI: 1.004 – 1.061). Thus for each additional
year an individual diagnosed with prostate cancer is 3.2% more likely to die per unit time
(in days). However, the Kaplan-Meier results showed no signi�cant di�erences in survival
for clinical stage and treatment type categories.
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1 Chapter 1: Introduction

1.1 Background

Cancer is characterized by an uncontrollable cell division and growth in an organ or a
specific part of the body that results in destruction of the body tissue. It emerges from
alteration of normal body cells into tumor cells through a multistage process starting
from pre-tumor to a malignant tumor. In some instances, this abnormal growth of cells
shows a tendency to proliferate and metastasize (spread from original organ to other
body parts). Cancers are o�en named according the body part/organ where they first
appear.

Prostate cancer is one of the most common types of cancer in men. It a�ects the prostate
gland in men. The cause of the prostate cancer is unclear. However, previous research
has indicated that there are risk factors that are associated with prostate cancer such as:
old age, race where black people are at more risk, family history, obesity among other
risk factors.

In the year 2018, the most diagnosed cancers across the world were lung cancer (2.09
million, 12.3%), breast cancer (2.09 million, 12.3%), colorectal cancer (1.8 million, 10.6%),
and prostate cancer (1.3 million, 7.5%). Among men, prostate cancer was the second most
diagnosed cancer (1.3 million, 14.5%) a�er lung cancer (1.4 million, 15.5%).

Cancer is the third leading cause of deaths a�er infectious diseases and cardiovascular
diseases. Prostate cancer is one of the cancers with incidences that have been on the rise
in most regions of the world. Even though prostate cancer cases remain high in developed
countries, there are relatively more deaths in low- and middle-income countries as a result
of late diagnosis and lack of treatment facilities.

For some undetermined reasons, prostate cancer has the highest incident rate among
men of African descent. For instance, the number of prostate cancer cases diagnosed
among men of African descent is close to 60% higher than Caucasian American men,
with a mortality rate of between two and three times more.

1.2 Problem Statement

Worldwide, with exception of non-melanoma skin cancer, the most common cancer among
males is lung cancer, accounting for about 15.5% of all cancer cases detected during 2018,
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followed by prostate cancer which accounted for about 14.5%. Cancer incidence burden
has been predicted to rise to over 85% by 2030 thereby resulting to an increase in cancer-
related deaths. Of all cancer cases documented in the Nairobi Cancer Registry between
2004 and 2008, prostate cancer was the most diagnosed type of cancer among males with
age standardized incidence rate of 40.6 per every 100,000. As a result there were more
deaths due to prostate cancer among males than any other cancer type. Statistical mod-
elling of cancer survival have not been explored adequately by previous research in the
Kenyan se�ing. The present study will be an important source of information for the
factors significantly associated with survival time among prostate cancer in Kenya.

1.3 Objectives

1.3.1 General Objective

The general objective of this study is to investigate factors associated with survival time
among prostate cancer patients in Kenya.

1.3.2 Specific Objectives

The following are the specific objectives:

1. To compare survival among prostate cancer patients between clinical stages at diag-
nosis in Kenya.

2. To compare survival among prostate cancer patients treated with a single treatment
and those treated with a combination of two or more treatment types in Kenya.

3. To find out the impact of age on survival among prostate cancer patients in Kenya.

1.4 Significance of the Study

This study intends to identify factors significantly associated with survival among prostate
cancer patients for consumption by the Government of Kenya (GoK) and the general
public. Through deeper understanding of these factors the government can put in place
strategies and formulate policies directed towards thwarting prostate cancer mortality,
for example, by se�ing up cancer centers, public awareness, and so on.
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2 Chapter 2: Literature Review

A number of studies have been carried out to model association between various factors
and survival among prostate cancer patients. This chapter provides a summary of some
of research done before.

Bechis et al., 2011 studied the impact of age at diagnosis on treatment of prostate cancer
and overall survival in the United States. The study used data of men in the Cancer of
the Prostate Strategic Urologic Research Endeavor (CaPSURE) database. The study used
only data with complete information on risk, treatment and follow-up. Logistic regression
was used to model the likelihood of receiving local treatment (that is, Radical Prostate-
ctomy (RP), External Beam Radiation Therapy (EBRT), Brachytherapy, or Cryotherapy)
versus Primary Androgen Deprivation Therapy (PADT) by age at diagnosis controlling
for validated Cancer of the Prostate Risk Assessment (CAPRA) score, and the treatment
year. They found that older men were more likely to be treated with PADT compared
to younger men. Overall survival was modelled using proportional hazards model with
survival as the response variable and age as the univariate predictor. The results showed
decreased survival with increasing age (P<.01).

In another U.S study Ho�man et al., 2001 studied racial and ethnic di�erences in out-
comes of advanced stage prostate cancer. 3,173 men diagnosed with prostate cancer be-
tween 1994 and 1995 were enrolled into a population-based cohort. Data on age, race,
ethnicity, education level, income, employment status, comorbidity, urinary tract infec-
tion (UTI), PSA level, grade and stage was collected. Weighted logistic regression analy-
sis was used to obtain odds ratios for advanced stage prostate cancer. Adjusting for all
other covariates, there was statistically significant risk of advanced stage prostate cancer
among African-American men compared to non-Hispanic white men (aOR = 2.26; CI =
1.43 to 3.58) as opposed to Hispanic men compared to non-Hispanic white men (aOR =
1.23; CI = 0.73 to 2.08).

Schröder et al., 2012 conducted an 11 years follow-up of 182,160 men from eight European
countries to study mortality due to prostate cancer among men between 50 and 74 years
of age randomized into either prostate-specific antigen (PSA) based screening or control
group (without PSA-based screening). The primary outcome of interest was death from
prostate cancer. Nelson–Aalen method was used for calculating the cumulative hazard.
Poisson regression was used for calculating rate ratios adjusted per study site. The re-
sults showed 21% reduction in deaths due to prostate cancer in the PSA-based screening
group compared to the control group. The overall rate ratio was 0.79 (P=0.001). A�er
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further adjusting for noncompliance and selection bias, they obtained a rate ratio of 0.71
(P=0.001).

Farris et al., 2018 carried out case-control study on the e�ect of post-diagnosis of prostate
cancer alcohol consumption on survival among prostate cancer patients in Alberta, Canada
between years 1997 – 2000. 829 men diagnosed with prostate cancer were enrolled and
followed for a period of up to 19 years to study survival outcomes. Cox proportional
hazards regression model was used to model survival time. Survival time was the re-
sponse while the covariate was post-diagnosis alcohol consumption, adjusting for other
factors.The results showed a significant association between alcohol consumption and
overall survival with adjusted hazard ratio of drinkers to those not drinking being 1.82
(CI: 1.07–3.10). However, the study recommended future research to confirm burden of
disease.

Ardakani et al., 2017 conducted a retrospective study on survival outcomes in men with
a prostate cancer diagnosis in Iran. The study used secondary data collected from 100
men in two hospitals in Iran from 2001 to 2012. Kaplan-Meier estimation method was
employed to determine survival over time whereas Cox proportional hazards regression
analysis was carried out to estimate the hazard ratios with survival time as the response
and with age (in years), grade (gleason score), stage, treatment, and residence as the
independent variables. The results showed a mean survival age of 70 ± 4.94 month. 1-
year’s survival rate was 97%, 3-year’s survival rate was 73%, and 5-year’s survival rate
was 54%. Further results from Cox regression analysis showed a significant correlation
between grade, stage, age, treatment and survival of men (P< .05). The worst survival was
seen among men with Gleason score of between 8 and 10 and clinical stage IV. However,
there was no significant association between area of residence and survival time (P >

.05). The study recommended further research to keep track of survival of patients.

In another study conducted in Sweden, Epstein et al., 2011 investigated the impact dietary
zinc on survival among men with a prostate cancer diagnosis. This study consisted of 525
men aged below 80 years and with a diagnosis from 1989 to 1994 in Orebro, Sweden. Data
on food frequency, and dietary zinc was collected. Cox proportional hazards regression
model analysis was used with time to mortality as the depend variable and dietary zinc as
the independent variable, adjusting for disease clinical stage at the time of diagnosis (that
is, localized or advanced), age, history of prostate cancer, smoking status, year diagnosed
(1989–1991 or 1992–1994), grading, and body mass index (BMI). The results showed a
reduced risk with high dietary zinc intake (HR was 0.64; with a CI: 0.44–0.94). The results
further showed a stronger association among men with localized disease (HR: 0.24; CI:
0.09–0.66).

Bonn et al., 2015 researched on the association between physical exercise and prostate
cancer. The study used data that included 4,623 men who had a localized prostate cancer
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diagnosis between 1997 and 2002. They were followed up until the year 2012. Cox pro-
portional hazards regression method was used to model the association between phys-
ical activity (recreational metabolic equivalent of task (MET hours/day), time spent cy-
cling/walking, on household activities/exercising) and time to death due to prostate can-
cer and any cause. The model was adjusted for any possible confounder(s). In the follow-
up period, there were 561 deaths from any cause whereas there were 194 deaths result-
ing from prostate cancer. The results further showed a reduced rate of overall mortality
among men with ≥ 5 recreational MET-hours/day (HR was 0.63, with a CI: 0.52–0.77), ≥
20 minutes/day cycling/walking (HR was 0.70, with a CI: 0.57–0.86),≥ 1 hour/day engag-
ing in household activities (HR was 0.71, with a CI: 0.59–0.86), or≥ 1 hour/week exercising
(HR was 0.74; with a CI: 0.61–0.90) in comparison with less active men for each category.
They further observed a reduced death rate from prostate cancer among men with ≥ 20
minutes/day cycling/walking (HR was 0.61; with a CI: 0.43–0.87), or ≥ 1 hour/week ex-
ercising (HR was 0.68; with a CI: 0.48–0.94) in comparison with less active men for each
category.

Pascale et al., 2013 studied the association between the human papillomavirus (HPV) and
the risk of prostate cancer. They recruited 150 (out of whom 112 were HPV-positive) to
find out the e�ect of HPV on survival among men with prostate cancer. Kaplan-Meier
survival probability estimation method was used in estimating the survival time. The
results showed that the prostate cancer patients positive to HPV had reduced overall
survival (median was 4.59 years) in comparison with those negative to HPV (median was
8.24 years, with P < 0.05). However, they suggested that there is need for further research
to clarify probable role of papillomavirus in prostate cancer.

In summary, most studies have explored association of various factors with prostate can-
cer using a number of methods such as Kaplan-Meier, Cox proportional hazards regres-
sion, logistic regression and so on. However, there has been inadequate statistical mod-
elling of prostate cancer in the Kenyan se�ing. In the current work, log-rank tests, Kaplan-
Meier survival probability estimation method, and Cox proportional hazards regression
methods are used to investigate the impact of age, clinical cancer stage, and treatment
method on mortality from prostate cancer.
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3 Chapter 3: Methodology

3.1 Data Source

The study used population-based prostate cancer data obtained from from the Kenya
Medical Research Institute (KEMRI) National Cancer Registry.

3.2 Data Management and Analysis

Data management and statistical analysis has been done with Microso� Excel, SAS ver-
sion 9.4 and R. Only complete cases were included in the analysis. The statistical infer-
ences were done using the 95% confidence interval.

3.3 Survival Analysis

3.3.1 Introduction

Unlike Ordinary Least Squares regression that model factors associated with a normally
distributed response, survival analysis comes in handy in modelling independent vari-
ables associated with survival time. Survival analysis is also able to handle censoring.
Censoring is defined as failure to experience the death/event of interest within the study
period. Censoring might occur due to any of the following three reasons:

1. A study participant fails to experience the death/event of interest within the study
follow up period.

2. A study participant becomes lost to follow-up before the end of the study period.

3. Due to withdrawal from the study by the participant.

3.3.2 Probability Density Function, PDF

Let T ; | T ≥ 0 be a random variable that denotes survival time. The probability density
function, also denoted as pdf or f (t), refers to the probability of observing the random
variable, T ; T ≥ 0, at time t corresponding to any other survival time. To get the proba-
bility of observing survival time in an interval a and b, the pdf is integrated.
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P(a≤ T ≤ b) =
∫ b

a
f (t) dt (3.1)

Assuming an exponential distribution of survival time T , we have the following equation:

P(a≤ T ≤ b) = λ

∫ b

a
e−λ t dt (3.2)

with λ being the rate parameter and is equivalent to the inverse of the mean of survival
time.

3.3.3 Cumulative Distribution Function, CDF

The cumulative distribution function, also referred to cdf, gives the likelihood of finding
P(T ≤ t). The following equations show how CDF can be expressed.

F(t) = P(T ≤ t) (3.3)

F(t) =
∫ t

0
f (u) du (3.4)

This implies that for a given cdf, pdf is obtained by di�erentiating the cdf as follows:

f (t) =
d
dt

F(t) (3.5)

3.3.4 The Survival Probability Function, S(t)

The survival probability function, also denoted as S(t)), gives the probability of living
beyond a given time t (also denoted by P(T > t)). It is expressed as follows:

S(t) = P(T > t) (3.6)

S(t) = 1−F(t) (3.7)

where F(t) is the cumulative distribution function.

Since t can take any value within the interval [0,∞), the survival probability function S(t)
has the following characteristics:

1. S(t) has non-increasing property.

2. S(t) = 1 at time t = 0. Thus the probability of living beyond time t = 0 is 1.

3. S(t) = 0 at time t = ∞, that is, S(∞) = 0 at time t = ∞. Thus the survival probability
goes to 0 as time t tends to infinity.
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3.3.5 The Hazard Function, h(t)

The main aim of survival analysis is mainly to model the hazard function. The hazard
rate, also denoted by h(t), is defined as the instantaneous rate of occurrence of events at
time t given that the individual has survived until time t . The hazard rate is obtained as
follows:

h(t) = lim
∆t→0

P(t < T ≤ t +∆t|T > t)
∆t

(3.8)

Hazard rate h(t) has the following relationship with the probability density function f (t)
and survival probability function S(t):

h(t) =
f (t)
S(t)

(3.9)

3.3.6 The Cumulative Hazard Function, H(t)

The cumulative hazard function, also denoted by H(t), is defined as the cumulative haz-
ards over time. Cumulative hazard H(t) is obtained by integrating the hazard function,
h(t), over a given time interval.

H(t) =
∫ t

0
h(u) du (3.10)

This implies that

d
dt

H(t) = h(t) (3.11)

Thus the cumulative hazard function provides a description of accumulation of hazard
rates over time.

With the help of the relationships highlighted below

h(t) =
f (t)
S(t)

f (t) =
d
dt

F(t)

f (t) =
d
dt

(−S(t))

the equations below can be obtained to show relationships between other survival func-
tions with cumulative hazard function H(t):
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(i) The following equation shows the relationship between survival probability function
S(t) and cumulative hazard function H(t):

S(t) = e−H(t) (3.12)

(ii) The following equation shows the relationship between cumulative distribution func-
tion F(t) and cumulative hazard function H(t):

F(t) = 1− e−H(t) (3.13)

(iii) The following equation shows the relationship between probability density function
f (t), cumulative hazard function H(t) and hazard function h(t):

f (t) = h(t)e−H(t) (3.14)

From the above relationships, the survival functions S(t) and the cumulative hazard func-
tion H(t) exhibit a relationship that is monotonic. This means that at the instance where
the survival function S(t) is at its highest at the beginning of the observation time, the
cumulative hazard H(t) is at its lowest, and as time moves the survival function tends to
its lowest whilst the cumulative hazard function tends to its highest.

From the above relationships, it is also clear that the probability density function f (t)
will be high at the instance where hazard rate h(t) is high. This happens in most cases
at the start of the study. When the cumulative hazard rate H(t) is low, at the start of the
study. In short, it is expected to find many failures in a specific time interval if:

(i) There are many individuals at risk.

(ii) There is high hazard rate.

3.3.7 Kaplan-Meier Estimator

The Kaplan-Meier (KP) Estimator is a non-parametric survival probability estimator also
referred to as product-limit estimator. It is given by the following equation:

Ŝ(t) = ∏
ti≤t

ni−di

ni
(3.15)

The estimate for the variance for the Kaplan-Meier Estimator is given by the following
equation:

ˆVar
(
Ŝ(t)

)
=
(
Ŝ(ti)

)2
∑
ti≤t

di

ni (ni−di)
(3.16)
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The 100(1−α)% confidence interval for the Kaplan-Meier estimator at time ti is obtained
as follows:

CI = Ŝ(ti)±Z α

2

√(
Ŝ(ti)

)2
∑
ti≤t

di

ni (ni−di)
(3.17)

where

ni denotes the number of individuals at risk at time ti

di denotes the number of individuals experiencing the event of interest at time ti

Therefore each term for the Kaplan-Meier Estimator is obtained by multiplication of the
conditional probability of surviving past time ti given that the individual has lived up to
time ti.

3.3.8 Tests of Hypothesis on Survival Function

Log-Rank and Wilcoxon tests are the common non-parametric tests used for testing of
equality of survival probability functions between groups, for example between males
and females. These tests are most appropriate for survival data that is skewed to the
right and has censoring. The test statistic is obtained as follows :

Q =

{
∑i w j

(
di j− êi j

)}2

∑i w2
j v̂i j

(3.18)

where

di j is the actual number of deaths in group i at time j.

êi j is the expected number of deaths in group i at time j.

v̂i j is the estimated variance of actual deaths di j

w j is weighted di�erence at time j

The above statistics add the di�erences (weighted) between actual number deaths and
the expected number of deaths for each group at each time, with the assumption that
survival probability function is the same for each group. That is, if the survival probability
function is the same for all groups, then proportion of deaths is expected to be the same
in each time interval. In case the proportions are significantly di�erent among groups at
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di�erent times, then Q will have a big value leading to rejection of the null hypothesis of
no di�erence among groups.

The only di�erence between the Log-Rank and the Wilcoxon tests is the weights used.
For the Log-Rank test the weight used is w j = 1 thus equal weighting is done at all
intervals whereas for Wilcoxon test the weight used is w j = n j thus weighting is done by
the number of individuals at risk at all intervals hence more weight is given to di�erences
occurring earlier in the observation time.

3.3.9 Non-parametric Estimation of the Hazard Function

Normal non-parametric methods most of time fail to directly estimate the hazard func-
tion h(t). However, a curve of kernal-smoothed estimate may be used to give an idea
of hazard rate. Since the hazard function h(t) can be obtained by di�erentiating the
cumulative hazard function H(t), it is possible to obtain a rough estimate of change in
cumulative hazard via ge�ing di�erences within adjacent points as follows:

∆Ĥ(t) = Ĥ(ti)− Ĥ(ti−1) (3.19)

3.3.10 Cox Proportional Hazards Regression Model

The Cox proportional hazards regression model (Cox, 1972) is a semi-parametric method
used for determining the association between the survival (time to event) with a set of
predictor variables or a single predictor. The predictor variables can either be continuous
or categorical. The model can be used to model the e�ect of several predictor variables
simultaneously on the survival time.

The model is semi-parametric in that no assumptions about the baseline hazard function
shape is made. However, the model makes some assumptions as we shall see in the next
subsection.

It is possible to express the cox proportional hazards regression model in terms of hazard
function as follows:

h(t) = h0(t)× eβ1x1+β2x2+···+βpxp (3.20)

Equation (3.20) can as well be expressed as follows:

log
(

h(t)
h0(t)

)
= β1x1 +β2x2 + · · ·+βpxp (3.21)

where
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– t denotes the survival time.

– h0(t) denotes the baseline hazard.

– h(t) denotes the hazard due the the e�ects of predictor variables.

– xi i = 1,2, . . . , p are the predictor variables.

– βi i= 1,2, . . . , p are the coe�icients measuring the e�ect size of the predictor variables.

The values eβi are the hazard ratios comparing hazard h(t) due to a given predictor vari-
able at a given time point with baseline hazard h0(t).

If βi is greater than zero then this means that the hazard ratio is greater than one. This
then means that the hazard increases as ith predictor variable increases implying that the
length of the survival time reduces.

If βi is less than zero then this means that the hazard ratio is less than one. This then
means that the hazard decreases as ith predictor variable decreases implying that the
length of the survival time increases.

If value of βi is equal to zero. This means that the hazard ratio is equal to one. This the
means that there is no e�ect on hazard for the ith predictor.

In summary,

– HR > 1: Increased hazard.

– HR < 1: Decreased hazard.

– HR = 1: No e�ect on hazard.

The parameters for the Cox proportional hazards regression model are estimated using
the partial likelihood estimate method.
The equation for the partial likelihood estimation method is expressed as follows:

L(β ) =
n

∏
i=1

{
exiβ

∑ j∈Ri ex jβ

}
(3.22)

where Ri is the number of individuals still at risk at time ti. Equation (3.22) gives the β

values that give the the biggest combined probability.
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Tests of Hypothesis

1. Wald Test

For each predictor, the test of hypothesis can be stated as

H0 : β j = 0⇐⇒ HR j = 1

H1 : β j 6= 0⇐⇒ HR j 6= 1

The test statistic for for the hypothesis stated above is

Z =
β̂ j

s.e(β̂ j)
(3.23)

or

χ
2 =

(
β̂ j

s.e(β̂ j)

)2

(3.24)

For a factor C with c levels then χ2 is constructed with the following test statistic

χ
2
(c−1) = β̂

′
CVar

(
β̂C

)−1
β̂C (3.25)

where β̂C =(β1,β1, . . . ,βc−1)
′ are the (c−1) parameter estimates from the Z1,Z2, . . . ,Zc−1

binary variables from factor C.
We reject H0 if the absolute value of the test statistic is greater than the critical value,
or when p-value is less than the level of significance α .

2. The Likelihood Ratio Test

This test involves comparing the full model with the reduced model. Low p-value
indicates that the model is significant.

Let there be (p+q) covariates

x1,x2, . . . ,xp,xp+1,xp+2, . . . ,xp+q (3.26)

Consider the two models provided below:

• M1: Model containing p predictors

h(t) = h0(t)eβ1x1+β2x2+···+βpxp (3.27)
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• M2: Model containing p+q predictors

h(t) = h0(t)eβ1x1+β2x2+···+βpxp+βp+1xp+1+βp+2xp+2+···++βp+qxp+q (3.28)

H0 : βp+1 = βp+2 = · · ·= βp+q

The test statistic used has an approximately χ2 distribution with q degrees of
freedom.

χ
2 =−2{log L(M1)− log L(M2)} (3.29)

where L(M.) is maximum partial likelihood for each model.

Cox Proportional Hazards Regression Model Assumptions

The Cox proportional hazards regression models makes some assumptions as noted be-
low:

1. One of the main assumptions of the Cox proportional hazards regression model is
that the hazard plots for di�erent categories (or individuals) need to be proportional
and should never cross.

Considering two patients i and i′ with di�erent x values. We can express the corre-
sponding hazard functions for the two patients as noted below:

For the patient i, the hazard function can be wri�en as follows:

hi(t) = h0e∑
n
j=1 β jx j (3.30)

For the patient i′, the hazard function can be wri�en as follows:

hi′(t) = h0e∑
n
j=1 β jx′j (3.31)

We notice that the hazard ratio for these two patients does not depend on time t

hi(t)
hi′(t)

=
h0e∑

n
j=1 β jx j

h0e∑
n
j=1 β jx′j

=
e∑

n
j=1 β jx j

e∑
n
j=1 β jx′j

(3.32)

As a result, Cox model is clearly a proportional hazards model.
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2. Another assumption for the Cox model, as seen above, is that the hazard function and
the predictor variables has a multiplicative relationship (unlike a linear relationship
as is the case with the multiple linear regression model).

HR =
e∑

n
j=1 β jx j

e∑
n
j=1 β jx′j

= e∑
n
j=1{β j(x j−x′j)} (3.33)

Diagnostics for the Cox proportional hazards regression model

A�er fi�ing a Cox proportional hazards regression model, it is important to check for
validity of the of the model since it makes several assumptions. The following methods
are used to check for the model assumptions:

1. Proportional hazards assumption is checked with the help of Schoenfeld residu-
als.
Since the Schoenfeld residuals are not dependent on time, a plot showing a random
pa�ern against time means that the proportional hazard assumption has been met.
Additionally, a non-significant residuals association with time supports the propor-
tional hazards assumption.

2. Non-linearity assumption is usually checked with the help of Martingale residuals.
This is done by plo�ing Martingale residuals against the continuous predictors.
Pa�erns in the plot may indicate a continuous predictor is not fit properly.
Martingale residuals can contain values between −∞ and +1. Values close to +1
denotes subjects that experienced the event very soon. Big negative values denoted
subjects that stayed for too long without experiencing the event.
A plot of continuous predictor against null Cox model’s Martingale residuals may
be useful in choosing the functional form of the continuous predictor. To meet the
proportional hazards regression model assumption, the fi�ed lines with loess fuction
need to be linear.

3. To examine influential observations/outliers, we use the Deviance residual. These
are normalized transformations of the Martingale residuals. They need to be almost
symmetric with a standard normal distribution. Non-negative values denote subjects
that experienced the event very soon. Negative values denote subjects that stayed
for too long without experiencing the event. Too big values or too small values are
influential observations/outliers that have been poorly predicted.

d f beta values are also used to test for influential observations/outliers. d f beta graphs
the approximate change in regression parameter estimates a�er deleting each obser-
vation at a time. Influential observations can be identified by checking the d f beta
values compared with the regression coe�icients.
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4 Chapter 4: Data Analysis and Results

This chapter provides a detailed description of data analysis and the statistical results.

4.1 Descriptive Statistics

The study used data for 413 men who had an average age of 69.0 ± 10.00 (SD) years, a
minimum age of 20.0 years and a maximum age of 96.0 years. Most of men (353; 85%)
had unknown clinical cancer stage at diagnosis, 17 (4%) had stage II cancer at diagnosis,
12 (3%) had stage III cancer at diagnosis and 31 (8%) had stage IV cancer at diagnosis.
Close to half of men (177; 43%) had unknown treatment, 148 (36%) were treated with
only one treatment method (from either surgery, chemotherapy, radiotherapy, hormone-
therapy, or immunotherapy), while 88 (21%) were treated with combination of two or
more treatment methods.

Table 4.1.1. Counts of participants by clinical stage at diagnosis

Clinical Stage n %

Stage II 17 4.1

Stage III 12 2.9

Stage IV 31 7.5

Unknown 353 85.5

Total 413 100.0
n = Number of the study participants. % = Percentages obtained as n

413 ×100.

Table 4.1.2. Counts of participants by treatment type categories

Treatment n %

Single Treatment Type 148 35.8

2 or more Treatment Types 88 21.3

Unknown 177 42.9

Total 413 100.0
n = Number of the study participants. % = Percentages obtained as n

413 ×100.

The least follow up time was 1 day whereas the maximum follow up time was 1820 days.
There were 58 (14.0%) men with the outcome of death while 355 (86.0%) men did not ex-
perience the event of interest (death) and therefore were censored. Among men with clin-
ical stage II prostate cancer at diagnosis, only 1 (0.2%) had death outcome, while 16 (3.6%)
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Table 4.1.3. Summary statistics for age by clinical stage at diagnosis

Clinical Stage n Median Mean Minimum Maximum SD

Stage II 17 67.0 66.5 47 80 10.09

Stage III 12 61.0 60.3 20 74 15.61

Stage IV 31 66.0 67.2 46 90 8.72

Unknown 353 70.0 69.6 46 96 9.74

Total 413 69.0 69.0 20 96 10.00
n = Number of study participants. SD = Standard deviation.

Table 4.1.4. Summary statistics for age by treatment type categories

Treatment type n Median Mean Minimum Maximum SD

Single Treatment Type 148 68.0 68.4 46 92 9.19

2 or more Treatment Types 88 66.0 66.2 20 87 10.36

Unknown 177 71.0 71.0 47 96 10.13

Total 413 69.0 69.0 20 96 10.00
n = Number of study participants. SD = Standard deviation.

were censored. Among those with clinical stage III disease at diagnosis, none had death
outcome, while 12 (3.6%) were censored. Among those with clinical stage IV disease at
diagnosis, 5 (1.2%) had death outcome, while 26 (6.3%) were censored. Among those with
unknown clinical stage, 52 (12.6%) had death outcome, while 301 (72.9%) were censored.
Among men treated with single treatment method, 11 (2.7%) had death outcome, while
137 (33.2%) were censored. Among those who received two or more treatment methods, 6
(1.5%) had death outcome, while 82 (19.9%) were censored. Among those with unknown
treatment method, 41 (9.9%) had death outcome, while 136 (32.9%) were censored.
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Table 4.1.5. Summary statistics for age by treatment type

Treatment sub-type n Median Mean Minimum Maximum SD

Surgery 48 67.0 68.3 51 90 8.74

Radiotherapy 51 68.0 68.0 46 92 8.80

Chemotherapy 36 69.5 69.6 49 90 10.45

Hormonetherapy 13 67.0 66.5 54 78 9.18

Surgery +
Radiotherapy 2 54.5 54.5 54 55 0.71

Surgery +
Chemotherapy 2 66.0 66.0 66 66 0.00

Surgery +
Hormonetherapy 9 64.0 65.8 48 87 12.23

Radiotherapy +
Chemotherapy 29 66.0 64.7 46 81 8.56

Radiotherapy +
Hormonetherapy 18 63.5 62.1 20 78 13.41

Chemotherapy +
Hormonetherapy 13 74.0 73.3 62 86 7.11

Surgery +
Radiotherapy +
Chemotherapy

3 71.0 73.3 65 84 9.71

Surgery +
Radiotherapy +
Hormonetherapy

3 72.0 64.0 46 74 15.62

Surgery +
Chemotherapy +
Hormonetherapy

1 70.0 70.0 70 70 NC

Radiotherapy +
Chemotherapy +
Hormonetherapy

7 69.0 70.0 64 80 4.93

Surgery +
Radiotherapy +
Chemotherapy +
Hormonetherapy

1 71.0 71.0 71 71 NC

Unknown 177 71.0 71.0 47 96 10.13
n = Number of participants. SD = Standard deviation. NC = Not Calculated.
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Table 4.1.6. Summary of outcome status by clinical stage at diagnosis

n %

Stage II

Alive 16 3.9

Dead 1 0.2

Stage III

Alive 12 2.9

Dead 0 0

Stage IV

Alive 26 6.3

Dead 5 1.2

Unknown

Alive 301 72.9

Dead 52 12.6
n = Number of study participants. % = Percentages obtained as n

413 ×100.

Table 4.1.7. Summary of outcome status by treatment type category

n %

Single Treatment Type

Alive 137 33.2

Dead 11 2.7

2 or more Treatment Types

Alive 82 19.9

Dead 6 1.5

Unknown

Alive 136 32.9

Dead 41 9.9
n = Number of study participants. % = Percentages obtained as n

413 ×100.
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Table 4.1.8. Summary of outcome status by specific treatment

n %

Chemotherapy

Alive 43 10.4

Dead 5 1.2

Radiotherapy

Alive 49 11.9

Dead 2 0.5

Chemotherapy

Alive 33 8.0

Dead 3 0.7

Hormonetherapy

Alive 12 2.9

Dead 1 0.2

Surgery + Radiotherapy

Alive 2 0.5

Dead 0 0.0

Surgery + Chemotherapy

Alive 2 0.5

Dead 0 0.0

Surgery + Hormonetherapy

Alive 8 1.9

Dead 1 0.2

Radiotherapy + Chemotherapy

Alive 25 6.1

Dead 4 1.0

Radiotherapy + Hormonetherapy

Alive 18 4.4

Dead 0 0.0

Chemotherapy + Hormonetherapy

Alive 12 2.9

Dead 1 0.2
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Surgery + Radiotherapy + Chemotherapy

Alive 3 0.7

Dead 0 0.0

Surgery + Radiotherapy + Hormonetherapy

Alive 3 0.7

Dead 0 0.0

Surgery + Chemotherapy + Hormonetherapy

Alive 1 0.2

Dead 0 0.0

Radiotherapy + Chemotherapy + Hormonetherapy

Alive 7 1.7

Dead 0 0.0

Surgery + Radiotherapy + Chemotherapy +
Hormonetherapy

Alive 1 0.2

Dead 0 0.0

Unknown

Alive 136 32.9

Dead 41 9.9
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4.2 Comparing survival between clinical stages

Clinical stage III had no events of interest (death) and hence was excluded from the analy-
sis.The “Unknown" category was also excluded when calculating the Kaplan-Meir survival
probability estimates. Comparison of the survival fuction was therefore made between
clinical stage II and IV.

Table 4.2.1. Kaplan-Meier estimates for survival function alongside the 95% CI for stage II and
stage IV

ti ni di Ŝ(t) s.e
(
Ŝ(t)

)
Lower 95% CI Upper 95% CI

Stage II

0 17 0 1 0 1 1

248 6 1 0.833 0.152 0.583 1

Stage II

0 31 0 1 0 1 1

8 30 1 0.967 0.0328 0.905 1

39 26 1 0.929 0.0482 0.840 1

174 20 1 0.883 0.0644 0.765 1

497 10 1 0.795 0.1019 0.618 1

692 6 1 0.662 0.1477 0.428 1
ti = survival time in days. ni = number of patients at risk. di = number of events/deaths.

s.e = standard error. Ŝ(t) = survival probability. CI = con�dence interval.

Figure 4.2.1 shows the Kaplan-Meier curves comparing survival probabilities between
prostate cancer patients with clinical stage II with those with stage IV disease. Both the
Log-rank test (P value = 0.7) and the Wilcoxon test (P value = 0.7) showed that survival
functions between patients with stage II and those with stage IV disease were not signif-
icantly di�erent.
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Figure 4.2.1. Kaplan-Meier survival estimates curves by clinical stage
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4.3 Comparing Survival Between Patients Treated With Single
Treatment Type and Those Treated With 2 or More Treatment
Types

Patients were treated with either of the following treatment types: surgery, chemother-
apy, radiotherapy, hormone-therapy,or immunotherapy; or with a combination of two or
more treatment types listed as listed. This study categorized these treatments into either
“single treatment type" or “2 or more treatment types" categories. The “Unknown" cat-
egory was excluded when calculating the Kaplan-Meier survival functions. Comparison
was therefore made between prostate cancer patients treated with single treatment type
and those treated with two or more treatment types.

Figure 4.3.1. Kaplan-Meier survival estimates curves by treatment type category

Figure 4.3.1 shows the Kaplan-Meier curves comparing survival probabilities between
prostate cancer patients treated with a single treatment with those treated with two or
more treatment types. Both the Log-rank test (P value = 0.5) and the Wilcoxon test (P
value = 0.4) showed that survival functions between patients treated with one treatment
type and those treated with a combination of two or more treatment types were not
significantly di�erent.
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Table 4.3.1. Kaplan-Meier estimates for survival function alongside the 95% CI for 1 treatment
and 2+ treatments

ti ni di Ŝ(t) s.e
(
Ŝ(t)

)
Lower 95% CI Upper 95% CI

1 Treatment

0 148 0 1 0 1 1

1 148 2 0.986 0.009 0.968 1

7 136 1 0.979 0.012 0.956 1

26 122 1 0.971 0.014 0.944 1

39 116 1 0.963 0.016 0.931 0.995

57 104 1 0.954 0.019 0.918 0.991

154 75 1 0.941 0.022 0.898 0.986

174 69 1 0.927 0.026 0.878 0.979

195 63 1 0.913 0.029 0.857 0.972

248 56 1 0.896 0.033 0.834 0.963

574 23 1 0.857 0.049 0.766 0.960

2+ Treatments

0 88 0 1 0 1 1

60 77 1 0.987 0.013 0.962 1

130 70 1 0.973 0.019 0.937 1

218 57 1 0.956 0.025 0.908 1

451 33 1 0.927 0.038 0.856 1

497 27 1 0.893 0.049 0.801 0.995

588 19 1 0.846 0.065 0.727 0.984
ti = survival time in days. ni = number of patients at risk. di = number of events/deaths.

s.e = standard error. Ŝ(t) = survival probability. CI = con�dence interval.
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4.4 E�ect of Age on Survival

Cox proportional hazards regression model with time to death (in days) as the response
and age as a single covariate was used. . A significant model with response survival time
and age as the predictor was found (P value = 0.02).

Likelihood ratio test = 5.19 on 1 df, P value = 0.02

Table 4.4.1. Results of the Cox proportional hazards regression model

Variable β̂ s.e β̂ HR (95% CI) P value

Age 0.03156 0.01392 1.032 (1.004 – 1.061) 0.02
β̂ = coe�cient. s.e = standard error. HR = Hazards ratio. CI = con�dence interval.

Table 4.4.1 shows the results of the Cox proportions hazards regression model model with
survival among prostate cancer patients as the response and age as a single covariate. The
results show that age is a significant predictor of survival time among prostate cancer
patients (P value = 0.02).

4.4.1 Cox Proportional Hazards Model Diagnostics

1. Proportional hazards assumption

Table 4.4.2. Testing for proportional hazards assumption

χ2 d.f P value

Age 0.0858 1 0.77

Global 0.0858 1 0.77

The results from table 4.4.2 show that there is no significance for age. The global test
is also not significant, hence proportional hazards assumption is supported.

From figure 4.4.1, a plot of Schoenfeld residuals against the time (in days), there is no
pa�ern with time futher supporting proportional hazards assumption.

2. Checking for outliers

A d f beta plot was used to check for influential observations.

From figure 4.4.2 there are no outlying observations a�er comparing the regression
coe�icients with magnitudes of the biggest d f beta values.

3. Testing for non-linearity

Figure 4.4.3 is a plot of Martingale residuals of the null model against age. It appears
fi�ed lines are almost linear thus supporting the Cox proportional hazards regression
model assumptions.
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Figure 4.4.1. Schoenfeld residuals against the time (in days)

Figure 4.4.2. d f beta residuals
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Figure 4.4.3. Martingale residuals for testing for non-linearity
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4.4.2 Interpretation of the Results

For each additional year, an individual diagnosed with prostate cancer is 3.1% likely to
die per unit time (in days).
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5 Chapter 5: Conclusion & Recommendations

5.1 Conclusion

The study used used the Kaplan-Meier survival function estimation method to compare
survival between di�erent clinical stages. Kaplan-Meir survival function was further used
to compare survival between patients treated with a single treatment and those treated
with two or more treatments. Both the Log-rank and Wilcoxon tests were used to test
for checking for significant di�erences in survival between either the clinical stage and
treatment categories.

The study used the Cox proportional hazards regression model to determine the associa-
tion between age and survival among prostate cancer patients in Kenya. Including either
the clinical stage and treatment variables resulted to a non-significant model, hence they
were excluded from the model. However, age was a significant predictor.

The results showed that there were no significant di�erences in survival function between
patients with stage II and stage IV disease. Stage I and II alongside the unknown cate-
gories were excluded from analysis since there were no deaths in stage I and III categories,
and to avoid biased results for the unknown clinical stage. Similarly the results showed
there no significant di�erences in survival function between single treatment category
and two or more treatment categories. Unknown treatment category was removed from
the analysis to avoid biased results.

The Cox proportional regression hazards model showed that age was a significantly as-
sociated with survival. The results further showed that the likelihood of experiencing the
event of interest, that is, death increased with increase in age.

5.2 Recommendations

As indicated in the results section of the study, the likelihood of death increases with
increase in age. Previous studies have shown similar results which has been confirmed
by the present study in the Kenyan se�ing. The government is therefore encouraged to
enhance prostate cancer screening among older men. It is also recommended that the
government set up more cancer screening and treatment centers.

The KEMRI National Cancer Registry is encouraged to enhance data collection and doc-
umentation to ensure data completeness.
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5.3 Future Research

This study has mainly focused on age, clinical stage and treatments since they were only
the available variables from the the secondary data. Further research utilizing a bigger
sample is recommended to confirm the findings in the current study. E�ect of more
factors on survival among prostate cancer patients in Kenya need to be explored.
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