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Abstract

The main aim of the research was to identify the risk factors of under-five child mortal-

ity using Kenya Demographic Health Survey (KDHS) 2014 data set. Demographic Health

Surveys are faced with three main challenges, acute class imbalance, high dimensional-

ity and missing data. The KDHS 2014 data set is made up of 1129 variables and 20964

observations. In addition, the mortality class accounted for 4% of the data while the non-

mortality class accounted for the remaining 96%. To determine the risk factors, first we

dealt with the missing data by imputation. The class imbalance was handled using three

balancing methods: both sampling, under-sampling and over-sampling. We then handled

high dimensionality using three filter methods. Random survival forest was used to se-

lect highly predictive variables and parameter estimation was done using Cox-PH model.

The variables that were found to be significant were child is twin, sex of child, births

in the last five years, currently pregnant, wanted pregnancy, living children & current

pregnancy, wanted last child, respondent slept under mosquito bed net, ideal number of

children, disposal of youngest child’s stools when not using toilet, received polio vaccine

and weight for age standard deviation.
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1 Introduction

1.1 Background

Under-five child mortality (U5M) is defined as the likelihood of a child dying between

age zero to 59 months. U5M is a key index of child health and overall development of a

country and depicts the social, economic and environmental conditions in which the

children live in as well as the health care status of the country. The world has

documented significant reduction in under-five child mortality in the past three

decades. Globally, the under-five mortality rate fell to 38 deaths per 1000 live births in

2019 compared to 93 deaths per 1000 live births in 1990, confirming a 59% reduction in

child mortality (Unicef, 2019). In spite of this global advancement, sub-Saharan Africa

carries on to experience the highest under-five child mortality. In 2019, sub-Saharan

Africa accounted for more than half of the under-five mortality. Two-thirds of the

deaths were from avoidable causes such as unsafe water, malnutrition, lack of

education, health care and social service. With the current pa�ern, more efforts are

needed to achieve the Sustainable Development Goals of reducing neonatal and

under-five child mortality and achieving below 25 deaths per 1000 live births

(Unicef-2019).

Demographic Health Surveys (DHS) are nationally representative samples that provide

data on important health indicators. These health indicators include fertility, child

mortality, family planning, health and nutrition. There has been a wide use of DHS

surveys in many health studies by organizations and researchers. Several studies

including Tagoe et al (2020), Zewudie et al (2020), Fikru et al (2019), Gebretsadik &

Gabreyohannes (2016), Dejene (2016), Aheto (2019), Acheampong & Avorgbedor (2017)

and Nasejje & Mwambi (2017) have put to use DHS data to study the risk factors of

under-five child mortality in Sub-Saharan Africa. The risk factors established to be

significant include wealth index, sex of the household head, total number of children

ever born, number of children under five in a household, mother’s birth in the last five

years, mother’s number of children living, family size, sex of the child, weight of the

child, place of residence, religion, level of education of a mother, type of birth, birth

order, family size, preceding birth interval, plurality, source of drinking water and

mother’s income. A number of the studies reviewed did not mention how they handled

the high dimensionality and class imbalance in the data.
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1.2 Survival analysis

Survival analysis are methods of modeling time to event data. The term event can be

used in many ways. For example, an event can mean death, infection, marriage, divorce,

tumor, remission, defective machine. Survival analysis is put to use in many fields

including medicine, biology, economics, social and behavioral sciences and engineering.

Features of survival analysis

Survival time, ti is the time until an event of interest happens.

Censored observation refers to an individual or subject who has not experienced the

event of interest i.e. the survival time is not known. Censoring could be as a

consequence of an individual leaving the study before end of study period, the study

terminates before the subject experiences the event or a person is lost to follow-up. The

above is a case of right censoring. Censoring happens in two ways, when the event of

interest is experienced before the start of study period and when the event occurs a�er

the study period.

Type of right censoring

Fixed type I censoring- This happens when a study is set to end a�er T years of follow up

and each individual who does not have the event of interest during the study period is

censored at time T years.

Random type I censoring- This happens when a study is set to end a�er T years but the

censored individuals have different censored time.

Type II censoring- This happens when study subjects join the study at the same time but

the study ends when a predetermined number of individuals have go�en the event of

interest.

Type III censoring- This happens when subjects join the study at different times but the

study period is fixed.

Survival function

The survival function is represented by S(t) and it is the chance that the random

variable T is greater than a specified time t i.e.

S(t) = Pr(T > t)

It gives the likelihood that a person survives past time t .

Properties of the survival function

1. The time t ranges as t ∈ [0,∞)

2. S(t) is a decreasing function i.e S(t1)≥ S(t2) for t1 ≤ t2

3. At time t = 0, S(t = 0) = 1 i.e. the chance of surviving past time 0 is 1.

The probability density function for S(t) is obtained as follows
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S(t) =
∫ ∞

t f (u)du

We differentiate S(t) to obtain

f (t) =−dS(T )
dt

And the mean life expectation is given by

µ = E[T ] =
∫ ∞

0 t f (t)dt

Kaplan-Meier Estimator

The Kaplan-Meier(KM) estimator for the survival function is obtained as

SKM(T ) = ∏i:ti<t
ni−di

ni
= ∏i:ti<t(1− di

ni
) ∀t > 0

Where ni is the number at risk at time ti and di is the number of events at time ti.

Hazard function

The hazard function also known as hazard rate is an instantaneous rate of an event

occurring and the formula is as below.

h(t) = lim∆t→0
P(t≤T<t+∆t|T≥t)

∆t
= f (t)

S(t)

The cumulative hazard function is the total amount of risk that has been accumulated

to time t and is given by

H(t) =
∫ t

0 h(u)d(u)

Survival regression

Cox proportional hazard model

This is a semi-parametric regression model that allows inclusion of predictors of the

subject. The hazard function is represented as

h(t,X) = h0(t)exp(β1X)

Where h0(t) is the baseline hazard, X is a vector of predictors and β is a vector of

regression coefficients

The hazard function can be generalized for p predictors as

h(t,X) = h0(t)exp{∑
p
i=1 βiXi}

1.3 Statement of problem

Demographic Health Surveys (DHS) are national representative surveys that provide data

on a wide scope of health indicators. DHS has been used in many studies as a source of

information on child mortality. However, just like any real life data set, DHS data has

a challenge of high dimensionality and imbalanced class prevalence. The KDHS 2014

data constitutes 1129 variables and 20964 observations. The data set was found to have

high imbalance with the mortality class constituting 4% and the non-mortality class 96%.

Classification of data is negatively affected by imbalance data and high dimensionality
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in a data set may influence the performance of the classifiers. The study seeks to explore

and analyze the effect of different feature selection methods and re-sampling methods.

Random forest which is a machine learning algorithm shall be used to check the efficacy

of the methods. A�er resampling and feature selection, random survival forest is used

for survival prediction and variable selection.

1.4 Objectives

1.4.1 Overall objective

The main objective of the study is to identify the risk factors of under-five child mortality

using 2014 KDHS data set.

1.4.2 Specific objective

1. To identify determinants of under-five child mortality from a pool of independent

variables.

2. To assess the effect of balancing techniques and feature selection methods in identi-

fication of determinants of under-five child mortality

3. To compare the performance of different balancing techniques and feature selection

methods.

1.5 Significance of the study

Identifying the key determinants of under-five child mortality will help the government

and health stakeholders to put in place measures and policies to reduce child mortality

in the country.
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2 Literature Review

2.1 Introduction

2.2 Risk factors of under-five child mortality

Several studies have been conducted to determine the factors of under-five child

mortality. Tagoe et al (2020) set out to develop a predictive model of determinants of

under-five mortality using 2008 and 2013 Sierra Leone Demographic Health Survey

data. The study used Lasso regression technique, a machine learning algorithm to select

the independent variables. The selected covariates were then used in the single-level

and multi-level logistic regression model. The study showed that under-five child

mortality is dependent on total number of children ever born,number of children under

five in a household, mother’s birth in the last five years, mother’s number of children

living, family size, contraceptive use and intention, number of eligible women in the

household , type of toilet facility, sex of child and weight of the child at birth. However,

the study noted high number of missing data. The study considered only the complete

cases which might have led to loss of information.

According to Zewudie et al (2020), the risk factors of child mortality include place of

residence, religion, level of education of a mother, breast feeding status, type of birth,

sex of a child, birth order and family size. The study utilized 2016 Ethiopia Demographic

Health Survey (EDHS) data and used both bi-variate and multivariate logistic

regression. Similarly, Fikru et al (2019) utilized both bi-variate and multivariate logistic

regression to determine predictors of under-five using EDHS 2016. The significant

predictors were place of residence, preceding birth interval, plurality, size of child at

birth and sex of the child. On the hand Gebretsadik and Gabreyohannes (2016)

conducted a survival analysis to determine factors of under-five mortality using 2011

EDHS. The study used Kaplan Meier, log-rank test and Cox proportional hazard

regression to select the factors. The following were found to be significant

determinants: preceding birth interval, family size, birth type, breast feeding status,

source of drinking water and income of mother. However, the study did not mention

whether the proportional hazard assumption was met. Dejene (2016) assessed the levels,

trend and determinants of under-five mortality in Amhara region, Ethiopia using EDHS

(2000 to 2011). The study used both multivariate analysis and cox proportional hazard

regression. The predictors found to be significant were: mother’s education level,

marital status, contraceptive use or intention and source of drinking water. The study

however, did not highlight proportional hazard assumption and whether it was met.
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Acheampong and Avorgbedor (2017)examined the trend of under-five mortality in

Ghana using Ghana Demographic Health Survey (GDHS)data between 1988 to 2014.

This was made possible by use of a logistic regression model. The study revealed that

maternal age, marital status, breast feeding status, source of drinking water and the

kind of assistance at birth were significant predictors of under-five mortality. Similarly,

Iddrisu et al (2020) examined the relationship between under-five child mortality and

drivers of child mortality using logistic regression under frequentist and Bayesian

framework. The results for frequentist framework and Bayesian framework were in line.

The study identified cesarean section, size of the child at birth and mother’s education

status as significant risk factors of under-five child mortality. Also, the study

highlighted imbalance classification of the mortality class. On the other hand,

Aheto(2019) set to identify a predictive model, assessed the determinants of under-five

child mortality and heterogeneity in the household level using 2014 GDHS. The study

used both single level binary and multilevel logistic regression model. The study showed

no significant unobserved household level variations. Also, the study indicated number

of total children ever born, number of births in the last five years, contraceptive use or

intention, place of residence, multiple birth, maternal education and sex of children as

significant drivers of child mortality.

Nasejje et al (2015) carried out a survival analysis to understand the risk factors of

under-five mortality in Uganda and estimate heterogeneity in the household-level and

community level using Uganda Demographic Health Survey (UDHS) 2011. The study

utilized Cox proportional hazard model with frailty effects and drew inference using

frequentist framework and Bayesian framework. The study results showed significant

heterogeneity at household level and not at community level and the significant

predictors as sex of household head, sex of the child and number of births in the past

one year. All the variables that did not satisfy the proportional hazard assumption were

excluded and this might have led to key risk factors being le� out. Also, the study

mentioned missing data as one of the limitation but did not detail how it was handled.

Similarly, Nasejje and Mwambi (2017) implemented both Cox proportional hazard

regression and Random Survival Forest on UDHS 2011 to identify the risk factors of

under-five mortality and to compare the performance of the two models. Both models

were compared in the presence of covariates that satisfied the proportional hazard

assumption and those that violated the proportional hazard condition. The results

showed Random Survival Forest to have a good predictive performance in presence of

non-proportional hazard. In addition, the two models identified the significant variables

as sex of the household head, sex of child and number of births in the past one year.

Random Survival Forest further showed that the variables that had been eliminated

because they violated the proportional hazard condition were significant predictors.

These included number of children under five in the household, number of births in the

past five years, wealth index, total number of children ever born and child order. The

study noted the high missing data as a limitation and proposed combining multiple

imputation and Random Survival Forest in future studies.
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Waititu et al (2020) sought to identify the risk factors of under-five child mortality using

Kenya Demographic Survey data (KDHS) 2014 by first handling the high imbalance

problem that is notable in the data set. The balancing techniques employed in the study

were re-sampling techniques namely random under-sampling, random over-sampling,

both-sampling and synthetic minority over-sampling technique. This was followed by

variable selection using Random Survival Forest as per the four techniques. The

predictors from the four data sets were then used in the Cox proportional hazard model.

Model diagnostics were then carried out to establish a good model fit. The study results

showed that random under-sampling was a be�er technique and the significant

determinants as number of dead sons, number of dead daughters, number of daughters

living, number of children living, number of deliveries in the last three years, weight for

height standard deviation and interaction between child’s month of birth and number

of dead sons.
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3 Methodology

3.1 Introduction

The chapter outlines the three main aspects, namely, random survival forest modeling,

feature selection methods and balancing techniques.

3.2 Data

The data for the study was extracted from the 2014 Kenya Demographic and Health

Survey (KDHS) data. The data consisted of 1130 variables and 20964 observations. Sum-

maries of the predictors indicated acute class imbalance. KDHS 2014 data is a national

survey that is divided to 8 regions as per the former provinces. Our study focused on

Nyanza region which recorded the highest under-five child mortality in the survey. A

subset of 151 variables were considered in our analyses. The data was found to have high

missing data. The MissForest algorithm was used to impute missing data. The Nyanza

region data set also showed high data imbalance with 5.8% in the mortality class com-

pared to 94.2% in the non-mortality group. Similarly, the predictors had high imbalance

in the mortality class. Table 3.1 illustrate the class distribution on our data.

High class imbalance in the data leads to high accuracy by predicting the majority class

but fail to predict the rare event which is always the aim of modeling. Imbalanced

data has been observed to affect machine learning algorithms including random survival

forests as they are designed to maximize accuracy and reduce errors.

Table 1. Target class distribution on Nyanza region KDHS data 2014

No. of features 151

No. of samples 2926

Target output mortality

Class No-mortality Mortality

Frequency 2757 169

Percentage 94.22% 5.78%

Imbalance ratio (IR) 0.06
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3.3 Class imbalance and its effects

Data is said to be imbalanced if one or some of the classes have more samples than the

others. The most frequent class is referred as the majority class while the infrequent

class as the minority class. Class imbalance is observed in many real-life data sets. These

include mortality data, fraud detection in a transaction data, defects in a so�ware data,

disease screening data, advertising click-through data,natural disasters data among oth-

ers.

Several machine learning algorithms are devised to perform best when the sample size

of the classes are equal. This is because they are devised to maximize accuracy and min-

imize error. When a data set is imbalanced, the machine learning classifiers provide best

classification of the numerous class while the rare classification is perverted. The predic-

tion accuracy is biased to the prevalent class while the minority class remains unknown

in spite of the high precision in the prediction model.

Since the minority class is a rare occurrence, there is high likelihood of it being regarded

as noise by classifiers while the noise may be erroneously regarded as the minority class

as both are rare events. This will result to miss-classification of the model.

3.4 High dimensionality and its effects

Classification involve building models to predict the response variable based on several

predictor variables (features). Many real life data used for classification is usually made

up of redundant, useless or misleading features that may adversely affect the accuracy of

classifiers and therefore, feature selection is a crucial task in solving classification prob-

lems.

The KDHS 2014 data set faces the challenge of high dimensionality which results in high

computational costs and complexity in interpreting data. High class imbalance combined

with high feature dimensionality can cause the models not to detect infrequent cases.

In order to overcome the problem of class imbalance, it is crucial to have equal sample

sizes when working with machine learning techniques. Our focal point in our study is

to develop models that favor the infrequent class but also retain the precision of the

prevalent class.

3.5 Data balancing techniques

Various machine learning techniques have been proposed to solve class imbalance clas-

sification problem. The are categorized into four. These include data preprocessing tech-

niques, algorithm level techniques, cost sensitive learning and ensemble methods. Our

study shall focus on the preprocessing methods.
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3.5.1 Preprocessing techniques

These are executed before building classifiers to achieve be�er data input. These methods

include resampling methods and feature selection methods.

Re-sampling techniques

Re-sampling methods are popular ways of handling class imbalance puzzle. They are

used to re-balance the sample space inequality in the class distribution. The methods are

classified into three.

1. Oversampling methods

The method removes the effect of imbalance by generating new infrequent class sam-

ples. The popular method that is used is random over-sampling. Random over-

sampling methods involve randomly duplicating the infrequent class until they are

equal with the most prevalent class. This method may lead to over-fi�ing as it makes

identical copies of the rare class.

2. Under-sampling methods- it involves removing samples from the frequent class until

equality is achieved in the two classes. The popular method used is random under-

sampling which involve elimination of the prevalent class randomly. This method can

lead to loss of information as useful data can be discarded.

3. Hybridmethods- this is a combination of over-samplingmethods and under-sampling

methods. Our study shall utilize both sampling.

Feature selection

Feature selection involve decreasing the dimensionality of the data by choosing a subset

of k features from the original pool of features that will achieve best performance of the

classifier. The focus of feature selection is to pick out the best subset of input variables

that explain the target variable. The feature selection techniques are divided into filters,

wrappers and embedded methods. These are machine learning techniques. Our study

will focus on the filter methods.
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Filter methods

Themethod checks the importance of features by ranking approach and the features with

low scores are eliminated. The evaluation of features is independent of the classifier. The

following filter methods shall be considered in our study.

(i) Chi-squared statistics

The method evaluates the dependency of two categorical variables. In a data set, the

method calculates the chi-squared statistic between the feature and response variables

and checks for presence of association. The chi-squared statistic is obtained as:

χ2 = ∑
m
i=1 ∑

k
j=1

(Oi j−Ei j)
2

Ei j

Where m is the number of intervals, k is the number of classes, Oi j is the observed value

in the ith interval jth class and Ei j is the expected value in the ith interval jth class. A

high chi-squared value means two features are dependent. A high score indicates that

the feature is highly important.

(ii)Information gain

This is a measure based on information theory of entropy. Entropy measures the amount

of information in a random variable. Information gain measures decrease in entropy be-

fore and a�er adding features (Uguz, 2012). The information gain about random variable

X provided by random variable Y is obtained as:

IG(X |Y ) = H(X)−H(X |Y )
Where

H(X) =−∑
k
i=1 P(xi) log2 P(xi)

is the entropy of a random variable X and

H(X |Y ) =−∑i P(yi)∑i P(xi|yi) log2(P(xi|yi))

is the entropy of X a�er observing Y . Each variable will be ranked based on the informa-

tion gain value and the higher the score, the more the importance of the feature.
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(iii)ReliefF a�ribute evaluation

It is a supervised feature quality estimation which assess an a�ribute by how well its

value identifies samples that are from different groups but are similar to each other. The

ReliefF algorithm selects random samples R and then searches for k of its nearest neigh-

bors from the same class(called nearest hit) and also k nearest neighbor from each of

different class(called nearest miss). Feature x is valued as the sum of weighted differ-

ences in nearest miss and nearest hit. The formula for updating the quality estimation

Wx for each a�ribute x is as follows.

Wx =Wx − di f f (F,R,H)2

m
+ di f f (F,R,M)2

m

Where Wx is the weight for a�ribute x, R is a random sample instance, M is the nearest

miss, H is the nearest hit and m is the number of random sample instance.

3.6 Random Forests

A random forest (RF) is a classifier comprising of a collection of tree-structured classifiers

{g(X ,Θ), i = 1, . . .} where Θi are iid random vectors and each tree casts a unit votes for

the most popular class at input X (Breiman, 2001).

RF consists of many decision trees based on random selection of data and features. The

predictor variables are selected randomly into sets and are used for building a decision

tree. The random decision trees create a forest. The large number of decision trees pro-

vide high prediction accuracy.

3.7 Performance measure

Comparison in performance of classification models is checked using confusion matrix to

find accuracy, specificity and sensitivity. A confusion matrix is a table of predicted class

and actual class.

Confusion matrix

Predicted No Predicted Yes

Actual No True Negative False Positive

Actual Yes False Negative True Positive
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True Positive (TP) are the positive class classified correctly as positive. True Negative

(TN) are the negative class predicted corrected as negative. False Positive (FP) are the

negative class incorrectly predicted as positive. False Negative (FN) are the positive class

incorrectly predicted as negative.

Accuracy, sensitivity and specificity are performance metrics of a classification model.

Accuracy measure the chance that a classifier predicts the positive and negative elements

correctly.

Accuracy = T P+T N
T P+T N+FN+FP

Sensitivity measure the chance of predicting the positive class correctly.

Sensitivity = T P
T P+FN

Specificity measure the chance of predicting the negative class correctly.

Speci f icity = T N
T N+FP

Precision is a measure of positive elements that were actually correct.

Precision = T P
T P+FP

3.8 Random survival forest algorithm

Random Survival Forest (RSF) is an extension of Breiman’s RF techniques to survival

se�ings allowing efficient non-parametric analysis of time to event data (Ishwaran et al.

2008). Its used to analyze right-censored survival data.

The Random Survival Forest algorithm is as outlined below (Ishwaran et al. 2008):

1. The method begins by randomly drawing B bootstrap samples from the original data

of size n. The sample size of the bootstrap is approximately two-third of the original
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data and the remaining sample which is about 37%, called out-of-bag (OOB)data is

excluded from the sample.

2. For each bootstrap sample drawn, grow a full size survival tree depending on the cho-

sen spli�ing criterion without pruning. At each node, randomly selectmtry candidate

predictors out of all P predictors. The node is split using the candidate predictors that

maximize survival difference between the daughter nodes. The default spli�ing rule

is log-rank and the candidate variable size mtry=
√

p.

3. The survival tree is grown to full size under the restraint that the terminal node should

have no less than d0 > 0 unique deaths.

4. Calculate the cumulative hazard function (CHF) for each tree. The CHF for each

terminal node is approximated by Nelson-Aalen Estimator.

Ĥh(t) = ∑
tl ,h≤t

dl,h

Yl,h

Where dl,h and Yl,h are number of deaths and number of individuals at risk at time

tl,h. The CHF for all observations within same node are equal. Calculate the mean of

CHFs for all B trees to obtain the ensemble CHF of the forest.

ĤE(t|x) = 1
B

B

∑
i=1

Ĥi(t|x)

Where Ĥi(t|x) represents the CHF of the tree grown in the i-th bootstrap sample.

5. By using out-of-bag (OOB) data, compute the predictor error for the ensemble CHF.

Node splitting

Binary survival trees are developed by repeated spli�ing of tree nodes. A tree develops at

the root node which is the top of the tree consisting all the original data. Based on the set

survival criterion, the root node splits to two daughter nodes, a le� and right daughter

nodes. Successively, each daughter nodes split into le� and right daughter nodes. The

process is repeated in each successive node.

The best split is one that gives the greatest survival difference between the daughters.

This best split is obtained by searching over all possible p variables and split value c,

and selecting x∗ and c∗ that gives the greatest survival difference. By ensuring the great-
est survival difference, the survival tree moves apart the differing cases. In the end, as

the number of nodes rise, and heterogeneous cases are separated, every node in the tree
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becomes homogeneous and is made up of cases with similar survival. At the end, the

survival tree reaches a saturation point when no new daughter nodes are formed as the

criterion that every node must have no less than d0 > 0 unique deaths has been reached.

The u�ermost nodes in a saturated tree are called terminal nodes.

Let (T1,h,δ1,h),̇ ,(Tn(h),h,δn(h),h) be the survival time and 0−1 censoring status of an indi-

vidual in terminal node h. When δi,h = 0, it signifies that an individual i is right censored

at time Ti,h and δi,h = 1 signifies that an individual i experienced event of interest at time

Ti,h.

Log rank spli�ing rule was used as the spli�ing criterion in this study.

Log rank splitting criterion

The log rank statistics is obtained as below:

|L(x,c)|=
N

∑
i=1

(di,1− di
Yi

Yi,1)
√

N

∑
i=1

Yi,1
Yi

(1−Yi,1
Yi

)(
Yi−di
Yi−1 )di

Thismeasures the extent of separation between two daughter nodes. Themaximum value

of |L(x,c)| gives the best split.

RSF provides a measure of variable importance (VIMP). The highly predictive covariates

are chosen from the balanced data sets. The chosen variables are then fi�ed in a Cox-PH

regression model to determine the effect of each variable.

3.9 Determination of risk factors of under-five child mortality

Cox- PH regression model is o�en used to determine the effect of risk factors on survival

duration. The model is represented as

h(t,X) = h0(t)exp{
p

∑
i=1

βiXi}

This models shows the hazard of an individual at time t given the set of predictors. h0(t) is

the baseline hazard, X is a vector of predictors and B is a vector of regression coefficient.

When X = 0, the risk equals to the baseline hazard i.e. h(t,X) = h0(t)

3.9.1 Checking Cox-PH regression assumptions
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Before fi�ing a Cox-PH regression models, certain assumption have to be met. These

include

• Proportional hazard assumption- use Schoenfeld residuals to test

• Non-linearity relationship between log hazard and predictors- use Martingale resid-

uals to check

• Outliers or influential observations- use dfbeta values to assess
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4 Results

4.1 Balancing techniques

The sample sizes of our study a�er different balancing techniques are shown in table

below.

Balancing method Status Total Percentage

Under-

sampling

Censored 169 50%

Uncensored 169 50%

Total 338 100%

Over-

sampling

Censored 2747 50%

Unsensored 2747 50%

Total 5494 100%

Both

sampling

Censored 1469 50.22%

Unsensored 1456 49.78%

Total 2925 100%

The different balancing techniques resulted in different sample sizes. The under-sampling

method had the smallest sample size of 338 where both the mortality and non-mortality

class had 169 samples. The table illustrate the overall balance in themortality and survival

classes a�er the different balancing methods.

4.2 Feature selection

Three filter methods were implemented in our study: chi-squired, information gain and

ReliefF a�ribute selection to select the best subset of the original data that has 151 covari-

ates. The number of subsets selected were 80, 100, 120 and 130 variables. The imbalanced

class was then balanced using random over-sampling, random under-sampling and both

sampling. Random Forest was used to check the performance of each subset for every

filter methods and resample methods. Table 4.1 shows the results of accuracy, speci-

ficity and sensitivity for the different number of features selected in the imbalance and

balanced classes.
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Table 2. Accuracy, Sensitivity and Specificity in implementing Random forest classification for

three filter methods on different number of subsets comparing the imbalanced class and the

balanced class using under-sampling, over-sampling and both sampling

Accuracy Sensitivity Specificity
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80 Chi-squired 96.93% 90.78% 98.07% 98.52% 40% 97.78% 66.67% 80% 100% 90.41% 99.76% 99.52%

80 Information gain 96.93% 92.83% 97.72% 98.41% 40% 100% 60% 82.22% 100% 92.45% 99.76% 99.28%

80 Relief F 96.59% 87.71% 97.72% 96.93% 35.56% 100% 66.66% 80% 99.88% 87.05% 99.4% 97.84%

100 Chi-squired 96.59% 91.35% 97.27% 98.07% 33.33% 97.78% 51.11% 80% 100% 90.77% 99.76% 99.04%

100 Information gain 96.47% 89.76% 97.61% 98.07% 31.11% 97.78% 57.78% 75.56% 100% 89.33% 99.76% 99.28%

100 Relief F 96.47% 88.96% 97.5% 97.95% 31.11% 100% 62.22% 82.22% 100% 88.37% 99.4% 98.8%

120 Chi-squired 96.02% 91.24% 96.13% 96.93% 22.22% 97.78% 35.56% 62.22% 100% 90.89% 99.4% 98.8%

120 Information gain 96.13% 88.74% 96.36% 97.16% 26.67% 100% 40% 57.78% 99.88% 88.13% 99.4% 99.28%

120 Relief F 96.25% 88.62% 96.7% 97.27% 26.67% 100% 46.67% 71.11% 100% 88.01% 99.4% 98.68%

130 Chi-squired 95.9% 86.92% 96.13% 96.93% 20% 97.78% 35.56% 62.22% 100% 86.33% 99.4% 98.8%

130 Information gain 95.68% 90.33% 96.02% 96.59% 17.78% 100% 33.33% 57.78% 99.88% 89.81% 99.4% 98.68%

130 Relief F 95.68% 89.42% 96.25% 96.47% 15.56% 100% 37.78% 53.33% 100% 88.85% 99.4% 98.81%

Chi-squired and information gain begun with an equal accuracy of 96.93% for the group

with 80 features and reduced to 95.9% and 95.68% respectively for the groups with 130

features. ReliefF on the other hand had an accuracy of 96.59% for the subset with 80

features which was lower compared to the other two methods and reduced at a lower

pace until 95.68% for the subset with 130 features. Balancing techniques applied seemed

to have a significant effect on the accuracy. Over-sampling and both sampling increased

the accuracy while under-sampling decreased the accuracy. This is because resampling

methods increased minority class by over-sampling and decreased the majority group

by under-sampling. Sensitivity on the imbalanced class was very low and decreased as

the variables were added. Under-sampling gave the highest sensitivity and was the same

for every subset. Information gain and ReliefF recorded 100% sensitivity for each sub-

set.Sensitivity in both sampling ranked second. Chi-squired had equal sensitivity of 80%

for the groups with 80 and 100 variables and decreased to 62.22% for both 120 and 130

features. On the other hand, sensitivity for information gain decreased from 82.22% for 80

variables to 75.56% for 100 variables then to 57.78% for both 120 and 130 variables. Over-

sampling gave lower sensitivity and decreased as more variables were added. Specificity

was high for the imbalanced class. Resampling also gave high specificity. Over-sampling

gave the highest followed by both sampling then under-sampling. Specificity in the three

re-sampling methods for each subset decreased for the 80 and 100 variables but was con-

stant for the 120 and 130 variables. The three filter methods returned the best results with
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fewer variables. This was because they repeatedly searched for the best subsets that gave

best performance with less predictors.

4.3 Variable selection using RSF

The filter methods applied in the study had subsets with varying variables. Since the

subset with 80 variables gave the best results, each subset from the three methods were

used in the Random Survival Forest. The results are in the Table 4.2, 4.3, 4.4 and 4.5.

For each RSF model, 1000 trees were grown for every data sets. Bootstrap samples were

drawn for each original data set with the sample sizes as shown in the table. The size

of each bootstrap is the re-sample size shown in the table and varies depending on the

sample size of the original data and the balancing method used.

The 1000 bootstrap sample form the root node of the tree. At each split point, 15 out of

79 variables were selected to grow the tree. The root nodes spit to two daughter nodes

and each daughter node split repeatedly thus maximizing survival difference between

daughter nodes. Node spli�ing progresses until every tree is fully grown and the terminal

nodes have no less than 15 varying events. If a sample size has larger number of events,

the trees will be larger. This implies that the larger the number of events, the higher the

average number of terminal nodes and the smaller the error rate. Over-sampling method

which has the highest sample size records the smallest error rate while under-sampling

which has the smallest number of occurrence has the largest error rate. The sample sizes

for each group varies but the number of variables are equal.

The error rate in all the imbalance data set was smaller compared to the other balanced

data set. It was also noted that the error rate in the imbalanced data set before feature

selection was smaller and increased a�er feature selection. RSF model a�er information

gain feature selection resulted in the highest error rate. Comparison of error rate in the

balanced data set a�er the three feature selectionmethods, chi-squiredmethods recorded

the highest error rates, followed by information gain method. ReliefF method resulted in

the smallest error rates.

Table 4.6, 4.7 and 4.8 give the identified variables and the variable importance a�er fea-

ture selection and balancing methods. The higher the variables importance, the higher

the association between the variable and the target response and the higher the predic-

tive power of the variable. Under-sampling methods identified the highest number of

variables in the three tables. Both sampling and over-sampling which had a higher sam-

ple size resulted in few significant variables. It is notable that the significant variables

identified in both sampling and over-sampling were similar. Over-sampling method fol-

lowing ReliefF feature selection did not yield significant variables.
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Table 3. Application of RSF on balanced data sets

Description Imbalanced dataset Under-sampling Over-sampling Both sampling

Sample size 2047 248 3846 1923

Number of deaths 124 124 1923 946

Number of trees 1000 1000 1000 1000

Forest terminal node size 15 15 15 15

Average no. of terminal nodes 92.315 10.965 162.562 83.972

No. of variables tried at each split 13 13 13 13

Total no. of variables 151 151 151 151

Resample size used to grow trees 1294 157 2431 1215

No. of random split points 10 10 10 10

Error rate 21.77% 42.89% 32.98% 33.37%

Table 4. Application of RSF on balanced data sets a�er chi-squared feature selection

Description Imbalanced dataset Under-sampling Over-sampling Both sampling

Sample size 2047 248 3846 1923

Number of deaths 124 124 1923 946

Number of trees 1000 1000 1000 1000

Forest terminal node size 15 15 15 15

Average no. of terminal nodes 93.848 11.195 159.432 82.538

No. of variables tried at each split 9 9 9 9

Total no. of variables 79 79 79 79

Resample size used to grow trees 1294 157 2431 1215

No. of random split points 10 10 10 10

Error rate 26.88% 50.65% 41.96% 41.33%
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Table 5. Application of RSF on balanced data sets a�er ReliefF feature selection

Description Imbalanced dataset Under-sampling Over-sampling Both sampling

Sample size 2047 248 3846 1923

Number of deaths 124 124 1923 946

Number of trees 1000 1000 1000 1000

Forest terminal node size 15 15 15 15

Average no. of terminal nodes 91.09 10.606 159.556 82.589

No. of variables tried at each split 9 9 9 9

Total no. of variables 79 79 79 79

Resample size used to grow trees 1294 157 2431 1215

No. of random split points 10 10 10 10

Error rate 23.31% 42.16% 35.71% 36.93%

Table 6. Application of RSF on balanced data sets a�er Information gain feature selection

Description Imbalanced dataset Under-sampling Over-sampling Both sampling

Sample size 2047 248 3846 1923

Number of deaths 124 124 1923 946

Number of trees 1000 1000 1000 1000

Forest terminal node size 15 15 15 15

Average no. of terminal nodes 93.528 11.217 158.969 82.54

No. of variables tried at each split 9 9 9 9

Total no. of variables 79 79 79 79

Resample size used to grow trees 1294 157 2431 1215

No. of random split points 10 10 10 10

Error rate 27.19% 50.02% 41.97% 42.42%
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Table 7. Important variables selected a�er different balancing techniques following

chi-squared feature selection (selected variables had variable importance of > 0.002)

Balancing methods

Under-sampling Over-sampling Both sampling

Variable Importance Variable Importance Variable Importance

1 HW70 0.0163 HW70 0.0025 V207 0.0037

2 HW71 0.0094 V206 0.0023 HW70 0.0035

3 V207 0.0251 V207 0.0023 V206 0.0035

4 B1 0.0056 HW71 0.0020 HW71 0.0023

5 V137 0.0050 B4 0.0020 B4 0.0020

6 H33 0.0050

7 V467F 0.0050

8 H4 0.0041

9 H6 0.0034

10 H7 0.0030

11 V467B 0.0028

12 B4 0.0025

13 V219 0.0024

14 M71 0.0022

15 H8 0.0022

16 H2 0.0021

17 V414S 0.0020

18 V151 0.0020

19 V106 0.0020
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Table 8. Important variables selected a�er different balancing techniques following Relief

feature selection (selected variables had variable importance of > 0.002)

Balancing methods

Under-sampling Over-sampling Both sampling

Variable Importance Variable Importance Variable Importance

1 V206 0.0525 V207 0.0032

2 V207 0.0375 B4 0.0029

3 V137 0.0158 V137 0.0027

4 B4 0.0154 V206 0.0022

5 V210 0.0116

6 H7 0.0079

7 M17 0.0078

8 B0 0.0070

9 V461 0.0059

10 V613 0.0056

11 V202 0.0051

12 V413 0.0048

13 V414S 0.0047

14 V414N 0.0043

15 V411 0.0038

16 V467B 0.0035

17 V417 0.0031

18 V463A 0.0024

19 V414L 0.0024

20 V414V 0.0023
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Table 9. Important variables selected a�er different balancing techniques following

Information gain feature selection (selected variables had variable importance of > 0.002)

Balancing methods

Under-sampling Over-sampling Both sampling

Variable Importance Variable Importance Variable Importance

1 V206 0.0417 HW70 0.0030 V207 0.0048

2 V207 0.0372 V206 0.0024 V206 0.0035

3 HW70 0.0124 V207 0.0022 HW70 0.0029

4 V467F 0.0087 HW71 0.0022 B4 0.0023

5 B4 0.0086 HW71 0.0023

6 V137 0.0083

7 H11 0.0080

8 HW71 0.0059

9 V465 0.0049

10 V203 0.0047

11 V233 0.0044

12 B0 0.0043

13 B1 0.0040

14 V213 0.0032

15 H3 0.0029

16 V128 0.0029

17 B15 0.0023

18 M14 0.0022

19 V367 0.0020

20 V208 0.0020
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4.4 Determining the variable effects

To determine the effect of the variables, we fi�ed a Cox-PH regression model. The as-

sumptions of the model were first tested before fi�ing the model.

4.4.1 Test for proportional hazard assumption

Table 4.9 shows the results for proportional hazard test. The global test show the over-

all state of proportional hazard violation. The variables V106, V137, V202, V206, V414S,

H11, H33, V207, V151, V467F, H33 and M14 had a p.value < 0.05. The low p.value indi-

cated significance of the test hence the variables did not meet the proportional hazard

assumption and thus, were omi�ed from the model. The variables in the table satisfy the

proportional hazard assumption as the high p.value > 0.05 support non significance of

the test.

In Fig 4.1, the dashed line represent the ±2 standard error band around the fit while the

continuous line is a smoothing line fit to the plot. There are no systematic pa�ern around

the horizontal line which indicates proportion hazard as there is no pa�ern with time. All

the variables in the table thus supported proportional hazard assumption.

4.4.2 Test for influential observations

Comparing the magnitude of largest dfbeta values in the index plot in Fig 4.2 in relation

to the regression coefficients indicated that none of the variables were highly influential

than others. Nonetheless, the dfbeta values for V465 and V213 were high compared to

the rest.

4.4.3 Parameter estimates

A�er different diagnostics test on Cox-PH regression model, the predictors were fi�ed to

test the effect of each variable all at once on survival time. The results of the fit are shown

on Table 4.10. The column named "Coefficient" give the estimated logarithm of the hazard

ration while the column named "Exp(coefficient)" gives the estimate of the actual hazard

ratio. The column "Exp(coefficients)" is thus important in interpretation. The positive

coefficients increase the risk of death and thus, reduction in the mean survival time while

negative coefficients decrease the risk of death and increases the mean survival time.

The positive coefficients are crucial in determining the risk factors of under-five child

mortality since they are positively related to themortality occurrence and thus determine

the mean survival time. All the predictors in Table 4.10 have positive coefficients. The

Table 4.10 show that 11 predictors increase the risk of death. A HR > 1 increases risk

of death, HR < 1 decreases risk of death while HR = 1 implies that the covariate has

no influence on the survival time. The column named "Pr(> |z|)" shows the value of the
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Table 10. Test for proportional hazard assumption

No. Variable Chi-square P-value No. Variable Chi-square P-value

1 B0 0.0103 0.919 16 B1 1.71 0.190

2 B4 0.0160 0.899 17 B15 0.813 0.367

3 V128 0.241 0.624 18 V130 1.19 0.276

4 V203 0.961 0.327 19 V208 1.60 0.206

5 V213 0.00676 0.934 20 V219 0.00731 0.932

6 V233 1.77 0.183 21 V367 0.330 0.566

7 V411 0.516 0.472 22 V413 0.000753 0.978

8 V414L 2.74 0.098 23 V414N 1.31 0.253

9 V461 0.08 0.777 25 V613 1.01 0.314

10 V465 0.381 0.537 26 V467B 0.498 0.481

11 H2 0.00153 0.969 26 H3 0.306 0.580

12 H4 0.362 0.547 27 H6 0.55 0.459

13 H7 0.174 0.676 28 H8 0.244 0.622

14 M17 0.376 0.540 29 M18 0.00651 0.936

15 HW70 0.152 0.697 30 HW71 0.125 0.724

GLOBAL 0.354 0.229
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Figure 1. Schoenfeld residuals for variables

−20

−10

0

10

20

5.16.5 8 11 1317 22 34

Time

B
e

ta
(t

) 
fo

r 
B

0

Schoenfeld Individual Test p: 0.6068

−10

0

10

20

5.16.5 8 11 1317 22 34

Time

B
e

ta
(t

) 
fo

r 
B

4

Schoenfeld Individual Test p: 0.5009

−10

−5

0

5

10

5.16.5 8 11 1317 22 34

Time

B
e

ta
(t

) 
fo

r 
V

2
0

8

Schoenfeld Individual T

−20

−10

0

10

20

30

5.16.5 8 11 1317 22 34

Time

B
e

ta
(t

) 
fo

r 
V

2
1

3

Schoenfeld Individual Test p: 0.8448

−6

−3

0

3

5.16.5 8 11 1317 22 34

Time

B
e

ta
(t

) 
fo

r 
V

2
1

9

Schoenfeld Individual Test p: 0.9106

−20

−10

0

10

5.16.5 8 11 1317 22 34

Time

B
e

ta
(t

) 
fo

r 
V

3
6

7

Schoenfeld Individual T

−20

−10

0

10

20

5.16.5 8 11 1317 22 34

Time

B
e
ta

(t
) 

fo
r 

V
4
6
1

Schoenfeld Individual Test p: 0.8676

−2.5

0.0

2.5

5.16.5 8 11 1317 22 34

Time

B
e
ta

(t
) 

fo
r 

V
6
1
3

Schoenfeld Individual Test p: 0.4054

−10

−5

0

5

10

5.16.5 8 11 1317 22 34

Time
B

e
ta

(t
) 

fo
r 

V
4
6
5

Schoenfeld Individual T

−10

0

10

5.16.5 8 11 1317 22 34

Time

B
e
ta

(t
) 

fo
r 

H
8

Schoenfeld Individual Test p: 0.5189

−0.03

0.00

0.03

5.16.5 8 11 1317 22 34

Time

B
e
ta

(t
) 

fo
r 

H
W

7
1

Schoenfeld Individual Test p: 0.5658

Global Schoenfeld Test p: 0.8133

Wald statistic. Wald statistic examines whether the predictors in a model are significant.

A p.value < 0.05 implies that a variable is significant.
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Table 11. Results of fi�ing the covariates on Cox-PH regression model

Covariate Coefficient Exp(coefficient) Se(coefficient) Pr(> |z|)
B0 0.9049 2.4717 0.1865 1.22e-06

B1 -0.0422 0.9587 0.0239 0.0772

B4 -0.4778 0.6202 0.1720 0.0055

B15 1.4326 4.1896 1.0888 0.1883

V128 -0.0140 0.9861 0.0207 0.4992

V130 -0.0159 0.9842 0.2161 0.9414

V203 0.0641 1.0662 0.0916 0.4843

V208 0.4395 1.5520 0.1262 0.0005

V213 0.6249 1.8680 0.2602 0.0163

V219 -0.2350 0.7905 0.0591 6.98e-05

V233 0.0377 1.03845 0.1759 0.8300

V367 -0.3430 0.7097 0.1676 0.0408

V411 0.3053 1.3570 0.2110 0.1480

V413 0.1521 1.1643 0.1814 0.4018

V414L -0.0431 0.9578 0.2109 0.8380

V414N 0.4588 1.5821 0.2649 0.0833

V461 -0.5765 0.5618 0.1782 0.0012

V613 0.1036 1.1091 0.0386 0.0072

V465 -0.2384 0.7879 0.1009 0.0181

V467B -0.4232 0.6549 0.3831 0.2693

H2 -0.2553 0.7747 0.3210 0.4264

H3 -0.8146 0.4428 0.5162 0.1146

H4 -0.9328 0.3934 0.5993 0.1196

H6 -0.0382 0.9625 0.5156 0.9409

H7 0.4007 1.4930 0.3367 0.2339

H8 0.6618 1.9382 0.2821 0.0190

M17 0.2511 1.2854 0.3729 0.5007

M18 0.0652 1.0673 0.1327 0.6232

HW70 -0.0008 0.9992 0.0004 0.0890

HW71 0.0014 1.0014 0.0005 0.0045



29

Figure 2. Index plot of dfbeta values
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5 Discussion

The research main aim is to identify the risk factors of under-five child mortality. The

Kenya DHS 2014 data set which is a great resource on health indicators was used in the

study. A subset of 151 variables were selected for study. The key advancement in our

study is the handling of the three main components. Imputation of missing data us-

ing MissForest algorithm, Feature selection to remove redundant variables and reduce

computational cost and removal of class imbalance. Several studies such as Tagoe et

al (2020), Zewudie et al (2020) and Nasejje & Mwambi (2017) among others have made

use of the DHS data set. The study results showed that the significant risk factors for

under-five child mortality were anthropometry of the child(HW70,HW71), reproduction

history(V202, V203, V206, V207, V208, V210, V233, V219), birth history (B0, B1, B4),

mother’s characteristic (V106, V128, V137, V151), maternity and feeding (V411, V413,

V414L, V414N, V414S, V414V, V417, V461, V463A, V467B, V467F), immunization and child

health (H2, H3, H4, H6,H7, H11) and maternal health (M14, m71). The results were con-

sistent with (Waititu et al 2020) where the dependent variables identified were number

of dead sons, number of dead daughters, number of daughters living and number of chil-

dren living.

Besides variable selection using RSF, feature selection methods were explored and the

performance analyzed. The three filter methods considered were chi-squared, ReliefF

and information gain. The three methods gave good results with fewer variables as they

repeatedly searched for the subsets that performed best. This was not in linewith (Khaldy

& Kambhampati 2017) as our study showed that information gain feature selection per-

forms best as more features are added.

The balancing techniques used were under-sampling, over-sampling and both sampling.

Under-sampling method seemed to perform best as it identified more significant vari-

ables compared to over-sampling and both sampling. This was not matching (Waititu

et al 2020) study where over-sampling and both sampling identified the majority of the

significant variables. Given that under-sampling included reduction of the feature space

by decreasing the prevalent class, this did not lead to loss of information in the rare class

which was the focal point.
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6 Conclusion

The study details a framework for determining risk factor of under-five child mortality.

This include feature selection, class balancing methods, variable selection using RSF and

parameter estimation using Cox-PH model. The problems of high dimensionality and

class imbalance were examined along with the feature selection methods and balancing

methods. The factors of under-five child mortality included anthropometry of children

(such as height for age standard deviation), reproduction factors of the mother (such as

number of births in the last five years), birth history (such as child is twin), mother’s

characteristics (such as highest education level of the mother), maternity and feeding

(such as sleeping under a mosquito net), immunization and child health (such as whether

a child received BCG immunization) and maternal health (such as cesarean session).
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Table 12. Variable names of the significant variables

Category Variable Description

Birth

history

B0 Child is twin

B1 Month of birth

B4 Sex of child

B15 Live birth between births

Maternal

health

M14 Number of antenatal visits during pregnancy

M17 Delivery by caesarean section

M71 Time after delivery postnatal check took place

Immunization

H2 Received BCG

H3 Received DPT 1

H4 Received POLIO 1

H6 Received POLIO 2

H7 Received DPT 3

H8 Received POLIO 3

H11 Had diarrhea recently

H33 Received Vitamin A1 (most recent)

Mother’s

history

V106 Highest educational level

V128 Main wall material

V137 Number of children 5 and under in household (de jure)

V151 Sex of household head

Reproduction

history

V202 Sons at home

V203 Daughters at home

V206 Sons who have died

V207 Daughters who have died

V208 Births in last five years

V210 Births in month of interview

V213 Currently pregnant

V233 Months when pregnancy ended

Contraception use V367 Wanted last child

V411 Gave child tinned, powdered or fresh milk

V413 Gave child other liquid

V414L Gave child any other fruits

V414N Gave child fish or shellfish

V414S Gave child other solid-semisolid food
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