
 

 

 

MODELLING STOCK MARKET VOLATILITY USING RANDOM 

FOREST 

 

 

 

 

 

 

BY 

 

TERRY NJUGUNA 

  

 

 

 

A RESEARCH PROJECT SUBMITTED IN PARTIAL FULFILMENT 

OF   THE REQUIREMENT FOR THE AWARD OF MASTER OF 

SCIENCE, FINANCE AT THE SCHOOL OF BUSINESS, THE 

UNIVERSITY OF NAIROBI 

 

NOVEMBER 2021 



ii 

 

DECLARATION 

I, the undersigned declare that this research project is my original work and has not been 

presented in any other University. 

Signed...................................................    Date............................. 

Terry Njuguna 

D63/36314/2020 

This research project has been submitted for examination with my approval as University 

Supervisors. 

Signed: ................................................    Date....................... 

Dan Chirchir 

Department of Finance and Accounting 

Supervisor 

Signed: ................................................    Date....................... 

Dr. Winnie Nyamute 

Department of Finance and Accounting 

Supervisor 

 

 

  

November 25, 2021

25/11/2021

25.11.2021



iii 

 

DEDICATION 

This project is dedicated to my family members who have always believed in my potential and 

encouraged me to pursue my Masters at the University of Nairobi, thanks for your prayers. To 

my parents who always sacrificed, supported, and inculcated relentless virtues in me. It was 

always your desire I be fruitful mentally and in all depths of life. To my supervisor, lecturers, 

and fellow students for their undying support throughout my studies. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



iv 

 

ACKNOWLEDGEMENTS 

I would like to express my sincere and utmost gratitude to my supervisors, Dan Chirchir and 

Dr. Winnie Nyamute for the invaluable guidance, support, patience, and tireless efforts without 

which I would not have completed this study. Their useful comments, remarks, assistance, and 

dedication throughout the process made the execution of this research possible and bearable. I 

thank my family who were always there for me even as I sacrificed their time and happiness 

for this academic work. Further, I thank the University of Nairobi for enrolling me into the 

program and for allowing me to utilize their facilities. Above all, I thank the Almighty God for 

His sustenance and grace and the wisdom He has bestowed upon me in the successful 

completion of this study. 

  



v 

 

ABSTRACT 

In recent years, stock market volatility has had an increasing role in investment decision 

making on what stock to trade in, in order to reap on the returns. Owing to the high 

uncertainty in the stock markets; stock market volatility has become equally helpful in 

many micros as well as macro-economic decision-making. Since stock activity is chaotic 

and volatile, it is risky to invest in stock market. Traders would consider purchasing a share 

whose price is expected to rise in the coming days but avoid a share whose price is likely 

to fall in coming days. To limit the risk of losing money, one needs a lot of knowledge 

about how stock prices will move in the future.  As a result, it is necessary to accurately 

estimate stock market price movements. This research project aimed at modelling stock 

market volatility using random forest over a period of 12 years that is from 1st Sept 2009 to 

31st Aug 2021. Random Forest is an algorithm utilized for classification and regression 

usually derived from a set of classification and regression trees. So many models that have 

been developed to model stock market volatility have focused on statistical methods such 

as time series analysis, regression analysis, and multivariate analysis. However; most 

researchers have learnt that stock prediction performs exemplary when regarded as a 

classification problem instead of as an analytical problem. Accordingly, the study 

considered modelling stock market volatility using machine learning techniques and 

technical indicators. Random forest had the advantage of performing well in big feature 

sizes and efficiently handling complex data. The random forest package in R was used for 

analysis, and the Miss Forest package was used for imputation. On the basis of the model's 

classification accuracy, model diagnostics, and interpretation, conclusions were drawn. 
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CHAPTER ONE 

INTRODUCTION 

1.1 Background of the Study 

Predicting stock market price movements is a difficult undertaking owing to the many 

unknowns involved and the numerous elements that impact market value on a given day, for 

example economic conditions, investor attitude toward a certain business, political events, and 

so on. As a result, stock markets are vulnerable to sudden shifts, resulting in unpredictable 

swings in stock prices. Based on stock market dynamic, non-parametric, chaotic, and noisy 

features, fluctuation is considered a random process with significant variations during short 

time frames. However, certain stocks tend to establish linear patterns in the long run. 

The chaotic and extreme volatility of stock activity poses danger to stock markets. Thus, it is 

essential to offer extensive knowledge on stock price movement in the future as a way of 

minimizing the risks. Traders tend to purchase a stock that is projected to rise in value in the 

future but they are unlikely to purchase a stock whose value is projected to decline in the future. 

Therefore, it is essential to forecast stock market price movement to maximize profit margins 

and minimize loss. Among the primary techniques used to forecast stock price behaviour, the 

following stand out: (1) Technical Analysis and (2) Time Series Prediction (3) Data Mining & 

Machine Learning (Holmstromm & Hellstrom (1998)), and (4) Modelling and predicting stock 

volatility using differential equations (Holmstromm & Hellstrom 1998). 

Modelling volatility has been a huge topic of research in observational funds, with applications 

ranging from resource evaluation, portfolio assignment, subsidiary estimation, all the way up 

to risk management executives. Volatility refers to the degree to which the arrival of a benefit 

or the unconditional variation of returns given by an asset change. Because variance or standard 

deviation is utilized as a risk metric in risk management, volatility may be defined as the degree 

of uncertainty or risk on the return on a certain investment. Higher volatility demonstrates that 

the return on an asset is stretched out over a long period of time, whereas lower volatility 

implies that the return moves across a narrow range or that there are no obvious exceptional 

variations. The cause for volatility in any financial market is simply trading. Financial time 

series data are based on the idea of volatility, which characterizes financial time series data. 

Theoretical and empirical research on modelling and forecasting stock market volatility has 

been extensive. Many volatility applications need the estimate or forecasting of a volatility 

parameter (Brooks, 2014). Stock volatility has sparked intense arguments and discussions 

among economists, stock market experts, government regulators, and policymakers. This 
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interest and discussion stems in part from the implications for market efficiency, stock market 

bubbles, market crashes, and recessions in the economy's financial sectors (Nyong, 2015). 

The majority of conventional time series econometric techniques are concerned with modelling 

a random variable's conditional mean. As a result, volatility modelling, forecasting, and 

correlation are critical variables in risk management and financial market vulnerability 

evaluation. Furthermore, predicting volatility is critical to an investor's capacity to accurately 

anticipate the unpredictability in asset price movements and the connection between assets. 

1.1.1 Stock Market Volatility  

Volatility in the stock market has a risk affecting the entire jurisdiction economy. Stock market 

volatility can be caused by so many phenomena around the world which may include pandemic 

(Corona Virus 2019), political instability among nations and the change in the oil price day in 

day out globally.  

Volatility, as a percentage fluctuation in stock returns, is a key variable in mainstream financial 

economics. In reality, significant empirical research has been conducted in this field. 

Furthermore, stock market volatility is asymmetric, concentrated, persistent, and has a long-

term memory. 

If the distribution or variability of returns is known, it is feasible to anticipate returns more 

accurately. But the question is whether stock market volatility is understood, whether it is 

constant over time or stochastic, and, more significantly, whether daily or monthly stock 

returns are normally distributed. Practitioners in the investing business are extremely smart, 

have a knowledge of the difficult elements of return predictability, and devote a significant 

amount of time and effort to projecting returns. One of the primary conclusions of this sector, 

as well as a consensus within academics, is that stock values are not predictable in the short to 

medium term, and there is a great deal of volatility and uncertainty. 

Many Kenyan investors do not have that knowledge yet and hence making decisions based on 

mob psychology. Few people, if any are willing to share the success knowledge they have 

(Dunne, 2015). According to O'Neil (2009) many investors have made serious losses in the 

stocks market. He explains that it takes a lot of trial and error before you can nail down 

substantial gains in stocks. Many authors acknowledge that trading in the stocks markets is a 

challenging task. According to Bonde and Khaled (2011), prediction of stocks prices has 

always been a challenging task. They go on to say that the stock price of any specific firm does 

not necessarily rely on the country's economic status. It has nothing to do with the economic 
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growth of any one country or region. Indeed, predicting stock prices has grown more 

challenging than in the past. 

1.1.2 Machine Learning 

Machine learning is a type of artificial intelligence that studies how to build computer systems 

that automatically learn, adapt, and improve with experience. Machine learning algorithms 

utilize data to find out how to solve an issue (Saahill, 2015). Machine learning techniques are 

classified into three namely: reinforcement, supervised and unsupervised machine learning. 

Predicting outcome/dependent variables from a given collection of predictor variables is what 

supervised machine learning is all about. The training data in this case is a sequence of labelled 

instances, with each example consisting of a collection of characteristics labelled with the 

proper output corresponding to that feature set. This implies that the algorithm is assigned 

characteristics and output of one dataset (training data) and must use what it learns from that 

dataset to predict the outputs (labels) for another dataset (test data). Support vector machine, 

logistic regression, random forests methods, and KNN are some of the algorithms that are 

employed (k-nearest neighbour). Supervised learning is further subdivided into regression and 

classification issues. 

Unsupervised machine learning is a form of algorithm that lacks an outcome variable, making 

it unsuitable for predicting. It is mostly used to divide the population into many categories. It 

is made up of cases in which the feature set is unlabelled. The algorithms attempt to categorize 

data into separate groups. Finally, reinforcement machine learning is an algorithm that exposes 

the machine to an environment in which it continuously trains itself from previous experience 

and attempts to collect the greatest available information in order to make accurate judgments.  

Although machine learning is a fairly new concept in the market it is becoming go to method 

for researchers and analyst because it is able to build models and analyse bigger and complex 

data, it is able to deliver faster and more accurate results by eliminating human error and it is 

able to identify profitable opportunities more efficiently than other methods like traditional 

time series analysis. In this research project we employed the use of random forest which falls 

under the category of supervised learning in machine learning. 
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1.1.3 Random Forest 

Before delving into random forest, let's first cover the fundamentals of a decision tree. Decision 

trees are a supervised learning approach used for categorization or determining which set of 

categories a given instance belongs to. It is a supervised learning approach since the classifier 

already knows a collection of categorized instances and learns to assign new examples based 

on these examples. The objective is to build a model that predicts the class of a test data set by 

learning basic decision rules based on data characteristics. 

Random forest falls under the umbrella of ensemble classifiers (Leo Breiman, 1996). Ensemble 

classifiers improve prediction performance by combining various machine learning methods. 

Ensemble learning is based on the concept that a single classifier is insufficient for determining 

the class of test data. This is due to the fact that a classifier cannot discriminate between noise 

and pattern based on a single sample of data. This machine learning ensemble was created to 

increase the accuracy and stability of machine learning models used in statistical regression 

and classification. It lowers variance and aids in the avoidance of overfitting in decision trees. 

Gerardnico (Machine Learning - Bootstrap Aggregation). Boosting and bagging are both 

ensemble methods in the sense that rather than learning a single classifier, many are trained, 

and their predictions are merged. While bagging employs an ensemble of separately trained 

classifiers, boosting is an iterative method that seeks to reduce earlier model prediction 

mistakes by predicting them with subsequent models. (H. Grunbusch) (2016, February 20). 

Random forest is a supervised method that can do both regression and classification and is 

widely used in predictive modelling and machine learning. As the ensemble's basic learner, it 

employs several decision trees. Therefore, when the no. of trees in the forest is high the results 

are more accurate. The primary disadvantage of only utilizing decision trees is that trees must 

be grown quite deep to understand highly irregular patterns. This causes the training sets to be 

overfitted, and even little noise in the data might cause the tree to grow in an unanticipated 

way. The argument is based on decision trees' low bias and high variance.  
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Random Forest circumvents this issue by training several decision trees on various subspaces 

of the feature space at the expense of somewhat higher bias (khaidem, saha, Roy dey, L. (2016, 

April 29). Normally, decision trees are usually built using the whole data set while considering 

all features. In random forest, decision trees are created using a subset of the whole data while 

considering a particular number of features which have been selected at random and trained 

upon. Since the method operates by sampling input data with replacements, none of the 

decision trees in the forest will receive the complete training data. Ultimately a number of 

decision trees will be grown to the largest extent possible without pruning and each decision 

tree will result into a final outcome. Random forest will then compile the results of all of the 

decision trees to bring out the final result which is done by taking the average for regression 

and vote for classification. 

 

1.1.4 Stock Market Prediction 

For its importance in most international economies, securities market data is perhaps the most 

researched time series data (Gavrilov et al., 2000). As a result, the industry continues to be a 

significant focus of study. Predicting the stock market, on the other hand, is a difficult 

undertaking. To begin, the trend of stock prices must be modelled, which is nonlinear, and then 

specific aspects of the input data must be extracted in order for it to be useful (Zarandi et al., 

2012). Other scholars like Adebiyi et al. (2012), believe that share price prediction is a critical 

issue in finance and business. They claim that many approaches are ineffective in forecasting 

the market. For example, fundamental, statistical and technical analyses. This conclusion was 

reached because these approaches are incapable of providing the "deeper analysis" required for 

prediction. 
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According to Neuro AI (2013), there exists four stock market forecasting approaches : machine 

learning, technical analysis, time series analysis and fundamental analysis. Technical analysis 

is the application of historical data to forecast future prices, such as price, volume, and price 

movement. Technical indicators in forecasting are meant to identify trends and patterns that 

will subsequently guide the direction of future pricing. Technical analysis uses previous price 

oscillations to forecast a trend for future trading decisions, according to Huang et al. (2011). 

This technique considers a company's activities and financial status when determining the 

company's anticipated future outlook. According to Deng et al. (2011), several prominent and 

effective technical indicators include Moving Average Convergence Divergence (MACD), rate 

of change (ROC), and bias. The difference between the current price and the price a few days 

ago is represented by the ROC, whereas the MACD is a signal and value indicator that predicts 

changes in market trend. Finally, bias examines the gap between moving averages and share 

prices and the moving average. All of these indications must be computed, and utilize their 

values in forecasting. 

Fundamental analysis, a second stock market prediction approach, comprises the examination 

of important statistical features of individual firms, such as future projects, profitability, 

balance sheet and so on. Since both consider a company's intrinsic performance, there is 

minimal difference between Technical and Fundamental analysis. Nonetheless, fundamental 

analysis provides a high-level perspective of the firm and takes into account factors such as the 

organization's political, economic, and business environment. 

Some of the fundamental indications may also appear on the list of technical factors. The 

overarching goal of fundamental analysis is to comprehend the firm and make decisions about 

its future outlook. The balance sheet, profit and loss, strategic plan, competition, return on 

investment, and supply and demand are all examples of financial performance that may be used 

to get an insight. According to Chen et al. (2014), one of the major goals of fundamental 

analysis is to investigate the link between financial info. together with other firm facts such as 

revenue growth or inventory growth. Earnings per share, price to earnings ratio, dividend yield, 

gross sales, and ROE are some more metrics. 

Machine Learning models on the other hand, have been used in many other fields for many 

years. More recently, Chen et al. (2019) exploit machine learning model in the estimation of 

stochastic discount factor, Gu et al. (2020) showed superior performance of machine learning 

models for empirical asset pricing, Jiang et al. (2020) found more accurate stock return 

predictions based on machine learning image analysis methods, and Gu et al. (2021) introduced 
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auto encoder model that priced assets and reported less, out-of-sample errors when compared 

to leading factor models. 

A financial time series is a series of observations on financial data gathered over a set period 

of time. According to Tsay, finance time series data exploration differs from other types of 

time series explorations because empirical time series and financial theory have an aspect of a 

complex dynamic system with high volatility and a lot of noise (Tsay, 2010). According to 

Yonis in Cont (2000), the uncertainty and noise cause the series to display some statistical 

regularity, which is referred to as stylized facts. 

Forecasting techniques that are not based on AI, often use short-term numbers to determine the 

pattern and strive to forecast future movement based on this tiny dataset. Nevertheless, it may 

be feasible to employ AI approaches to provide meaning to the data instead of depending on 

the statistics in short-term. Therefore, it should allow for some purposeful data analysis to 

acquire intelligence from the data, learn from the figures, and then utilize the insight to 

anticipate the movement of the market. Furthermore, if we can develop a system which can 

offer solutions in the short term, such as following day share prices, then trading and 

prospective rewards should be offered within a short period. As a result, the waiting period, 

which is usually long-term, implied by most trading methods, e.g., those proposed by Mizrahi, 

would be minimized (2008). 

1.2 Research Problem 

Share trading is major industry in many countries, including Kenya. However, it carries a 

significant amount of risk owing to the nature of the stock market, which is very volatile. With 

the amount of trade money at stake, inappropriate investing may quickly result in significant 

losses for investors, especially if they continue to make poor judgments. Potential investors 

have been hesitant to join in the market due to a lack of guaranteed profits. As a result, having 

a tool that can guide on future pricing (prediction) as a foundation for making any investment 

choice is useful.  

Presently, stockbrokers who performs trades and provide advice to their clientele choose stocks 

based on the technical research (price patterns), or fundamental analysis or individuals’ 

personal experience. These present techniques are very subjective and, due to their limited 

capabilities, are frequently short-sighted. This is where artificial intelligence (AI) comes in. 

Globally, several machine learning methods, including Naive Bayesian Classifier , SVM, 

Linear Regression, Neural Network, KNN, and Linear Discriminant Analysis, have been 
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employed in stock prediction. For instance, Khaidem, Sudeepa, Dey, and Saha (2016) 

conducted a study on predicting the direction of stock market prices using random forest. The 

study used ensemble learning and technical indicators as inputs to train their model. From the 

dataset, the study achieved accuracy rate oscillating between 85-95% for long term prediction. 

When they compared their findings to the models used by Dai and Zhang (2013), Random 

forest (96.92%) still outperformed the logistic regression (53%), gaussian discriminant analysis 

(56%), quadratic discriminant analysis (78%), and support vector machine (79.3%).  

Nti, Opoku, Adekoya, Adebayo and Benjamin, (2019) investigated Random Forest Based 

Feature Selection of Macroeconomic Variables for Stock Market Prediction. Based on the 

findings, the study concluded that the proposed stock-market prediction with microeconomic 

variables provides an efficient approach to automatic identification and extraction of 

microeconomic variables that affect a wide range of sector stocks, as well as an accurate 

prediction of a stock's future price. The suggested model's low error metrics (R, MAE, RMSE, 

RAE, and RRSE) in table 1.1 compared to the ARIMA model revealed that the proposed model 

had greater prediction accuracy. 

Figure 1.1: Results of LSTMRNN and ARIMA Models 

 

Elagamy, Stanier and Sharp, (2018) did a study on stock market random forest-text mining 

system mining critical indicators of stock market movements. The study showed how text 

mining paired with the Random Forest algorithm may be used to extract crucial indicators and 

classify connected news articles in a novel way. The results of this study demonstrated that 

Random Forest can outperform other classifiers and provide high accuracy, extending the 

present classification of vital indicators from three to eight classes. From the international 

studies, studies show random forest as having higher accuracy in modelling stock market 

volatility. 

Locally, the existing evidence concerning the modelling and forecasting of the volatility of the 

stock market is limited. Kihoro and Okango (2014) did a study on the application of artificial 

neural networks in predicting stock market prices in Kenya. The researchers hypothesized that 

only prior prices have an impact on future prices, then fitted ARIMA models to stock price 

data to find the appropriate input lags for the ANN model. In terms of mean square error, the 



9 

 

3-3-1 network architecture performed best (.00532). Malile, Sheghu, Mwera and Kalekye, 

(2017) did a study on the effect of the day of the week on stock returns and volatility in Kenya. 

The empirical analysis was done using two different models of time varying volatility with the 

student t distribution. Based on our findings, the EGARCH model suggests the existence of the 

day of the week effect on stock returns. According to this model, the day of the week effect is 

present, with Thursday having the highest returns while Monday has the lowest. The results 

demonstrate that the day of the week effect is present on stock returns but not on stock 

volatility. From the global perspective, algorithms such as SVM, random forest, and ANN have 

been studied for their accuracy in predicting securities market and we have seen that random 

forest outperforms other machine learning algorithms. Locally ensemble learning methods 

have remained unexploited as there is very little to none research on the effectiveness of 

Random Forest in predicting stock market volatility. This research aimed to answer the 

question whether random forest could be used as an effective model of predicting stock market 

volatility at NSE? 

1.3 Research Objective  

The objective of the study was to assess the effectiveness of modelling stock market volatility 

using random forest. 

1.4 Value of the Study 

Knowledge and effects of stock market volatility impacts every individual in a given country. 

Decisions - informed or not, made by personnel in financial institutions as a result of volatility 

have always been felt by the very citizens of that country. This project provides an insight on 

the behaviour and nature of stock market which is helpful in understanding and making 

informed decision on stock market on when to purchase a stock and when to sell the stock. 

The findings will be useful to investors, stockbrokers, investment banks, and bankers who wish 

to comprehend, correctly anticipate, and quantify stock market volatility and forecast NSE 

stock market movements. As a result, it will assist investors in developing methods to reduce 

the risks connected with financial markets. 

The study will also be useful to policymakers, such as the Kenyan government, in 

understanding stock market volatility and, as a result, in developing plans for future economic 

development. 

Finally, this study effort will provide the groundwork for future scholarly endeavors in this 

field. Future academics and researchers will use the study findings as a reference source, 
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establishing the study as a foundation for future research. The study's findings will also add to 

our understanding of stock market volatility. 
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CHAPTER TWO 

REVIEW OF LITERATURE 

2.1 Introduction 

This chapter examines the theoretical underpinnings and models that were previously utilized 

in modelling the stock volatility dynamics, constituting the basis of this study. Many 

researchers have investigated the behaviour of the stock market and volatility using financial 

time series models due to the nature of financial market and stock market data having a non-

constant variance. Theories on stock price volatility must be thoroughly discussed from both 

prior researchers' and this study's perspectives. 

2.2 Theoretical Review 

To underpin the influence of share price volatility on stock market performance, the following 

finance theories were used: Efficient Market Hypothesis, Chaos theory, Dow theory, Elliot 

wave theory and time series technique. 

2.2.1 Efficient Market Hypothesis Theory  

Stock prices, according to efficient market theory, reflect all relevant information about the 

stock. As a result, beating the market is impossible (Fama & Malkiel, 1970). Efficient markets 

may be classified into three types. A powerful kind of efficient market is one in which prices 

completely reflect both private and public knowledge. The semi-strong variant of EMH argues 

that prices reflect all publicly available information as well as knowledge about predicted future 

events. In this arrangement, no investor can outperform the market since prices react fast to 

fresh public information. The last type of efficient markets is the weak form, which asserts that 

previous price, volume, or other statistic information cannot be utilized to forecast future stock 

values. 

According to the Efficient Market Hypothesis, the price of Stock Market volatility represents 

all available information regarding its worth. If the Stock Market prices completely reflect the 

relevant available information, the market is considered to be efficient. Fama (1965) 

formulated the efficient market hypothesis argument. In essence, the EMH contends that 

because the market reacts so quickly to new information regarding stock market prices and the 

economy as a whole, no portfolio selection approach, whether fundamental or technical, can 

beat a strategy of just purchasing and maintaining a diversified portfolio. The data collected 

may be modelled using the notion of efficient market hypothesis to evaluate stock market 

volatility and provide forecast information. In addition to the above, efficient markets have 
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assumptions. One of the assumptions states that the stock prices are random. Therefore, it is 

impossible to predict future stock prices as they do not exhibit any trend. However, many 

researchers have gone against this theory and have been able to predict stock prices. They 

actually state that there is a trend that is exhibited by the past stock prices that can be analysed 

to predict future stock prices. Various method has been used to predict stock prices such as 

regression modelling, logistic regression and machine learning. 

2.2.2 Chaos Theory 

Chaos is a positive Lyapunov exponent bounded deterministic system. Chaos, as defined by 

the Royal Society of London in 1986, is random activity that occurs in a deterministic system. 

A repeated experiment in a deterministic system will provide random results in a chaotic 

system. This may seem contradictory considering that, in the absence of random factors, 

knowledge the current state of the system and its development path should allow for forecasts 

of all future states. (Kuchta, 2012). 

One distinguishing feature of chaotic systems is their sensitivity to starting circumstances. Any 

degree of ambiguity in the original data, as is common in measurement, will increase as the 

system evolves (Kuchta, 2012). Furthermore, the mistakes will spread in unforeseen ways, 

rendering predicting difficult. As a result, a chaotic system has both local randomness and 

global determinism, and these systems can be constructed or natural, and they can arise in 

social structures as well as in humans (Cohen, 1997). 

Because of the independence of higher moments, random walk theory has the property that 

price fluctuations will not follow any patterns. The independence of today's knowledge and 

tomorrow's pricing indicates efficient markets in this formulation. If the Efficient Market 

Hypothesis is correct, then gains in asset markets with random characteristics may be seen, and 

tests for chaos and nonlinearity can be performed (Barnett and Apostolos, 1998). 

If there is nonlinearity or chaos, predicting asset values becomes an intriguing prospect. 

However, if we can anticipate pricing for the following period, it must not be independent of 

the present information set, and the previous period's price was not the best estimate. 

Predictability will reject the Efficient Market Hypothesis, which is how the test for chaos was 

created in the first place (Persaran, 1992). 
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2.2.3 Dow Theory 

The Dow Theory states that market fluctuations follow one of three patterns. It is the long-term 

underlying trend that indicates whether the market is going up or down that is known as the 

Primary Tide. Long-term trends are subject to secondary reactions, such as market corrections. 

Only day traders pay attention to ripples, which are the little daily changes in the value of a 

cryptocurrency. Three moves in the Dow Jones Industrial Average establish primary trends, 

each reinforcing the one before it. They build the trend. An upward trend in the Dow Jones 

Transportation Average and the Dow Jones Industrial Average is required to be established. 

Each trend's averages must close higher than the prior high to signal a bull market. For a bear 

market to be established, both moving averages must close lower than the preceding low. 

2.2.4 Elliott Wave Theory 

This hypothesis, which was first put forth by Ralph Elliott in the 1920s, states that the market 

moves in a sequence of waves. There are five waves to every market trend. Every correction 

in a bull market is followed by an impulse wave that does not return to the previous bottom. 

There are three of these waves in a bull market. Even though the trend reverses in a bear market, 

prices continue to fall. It's possible that tiny sub-waves can be found within larger waves, 

causing the overall trend to shift. Finding the main trend lines is difficult due to the large 

number of waves and sub-waves involved. 

2.2.5 Time Series Method 

Statistical approaches such as time series models and multivariate analysis were employed in 

early market forecasting models (Gencay, 1999; Timmermann & Granger, 2004; Bao & Yang, 

2008). The movement of the share price was modelled as a time series function and solved as 

a regression problem. The time series approach forecasts future stock values by analysing 

previous data. Historical data is data from the past that was collected over a certain time period. 

The stock market is a chaotic time series event that can be predicted using chaotic time series 

methods. Other time series forecasting approaches include auto-regression Integrated Moving 

Average (ARIMA), linear regression and auto-regression. The dependency on time is a 

fundamental feature of time series data; hence, a present observation must rely on a previous 

observation in time (Neto et al., 2009). 

2.3 Empirical Review 

Saahil and Madge (2015) conducted a study to forecast stock price direction using Support 

Vector Machines, a machine learning approach (SVM). Their objective was to utilize SVM to 

forecast whether the price of a certain stock will be greater or lower at a given point in the 
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future. They calculated price volatility and momentum using daily closing prices for 34 

technology stocks, which they then utilized as parameters in their SVM model. According to 

the study's findings, their model was able to achieve a 60 percent forecast accuracy in the long 

run while the efficient market hypothesis held true in the short term, reducing prediction 

accuracy significantly. 

Luckyson Khaidem, Snehanshu Saha and Sudeepa Roy Dey, (2016) utilized the random forest 

classier to create their predictive model in forecasting the direction of stock market prices, 

which showed to be quite robust in prediction. The model was tested by calculating metrics 

such as accuracy, precision, recall, and so on, and they obtained long-term prediction accuracy 

in the region of 85-95 percent. They also did a comparison study using their article on different 

publications such as Li, Li, and Yang (2014), Dai and Zhang (2013), Xinjie (2014), Devi, 

Bhaskaran, and Kumar (2015), and the random forest model beat all other models, which was 

ascribed to effective data processing. 

In “A comparison of PNN and SVM for stock market trend prediction,” (Lahmiri, 2017) 

investigated the use of macroeconomic data characteristics as well as technical indicators as 

inputs to his models. Granger causality was utilized in the article to determine the causal link 

between the inputs and outcomes. According to the findings, the SVM works best when 

macroeconomic data is included, but the PNN performs best when just technical indicators are 

employed. When they attempted to incorporate both technical and macroeconomic data, the 

classifiers' classification rate was substantially decreased. 

Gworo (2012) investigated the Nairobi Securities Exchange's market capitalization and price 

volatility. This was a correlational research on the firms that comprised the 20-share index as 

of December 31, 2011. The result was that there was a modest connection between market 

capitalisation and stock price volatility. 

Chege et al. (2014) used monthly and weekly return series to study the changing environment 

of share price return and volatility in Kenya's stock market, or the NSE, between 14 January 

1999 and December 2013. The GARCH-in-mean and E-GARCH models were employed in 

the investigation. The study's findings revealed a strong persistence of equity return shocks. 

The findings also indicated that fresh disturbances have no effect on present conditional 

variance but have an effect on historical variances. The study also discovered that big global 

and domestic economic events appeared to encourage market volatility. 
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At the NSE, Kirui et al. (2014) examined three main macroeconomic factors. Economic 

growth, exchange rates, and inflation rates were investigated to determine how they connect to 

market returns. The relationship between returns and the mentioned macroeconomic variables 

was determined using the Engle-Granger two-step method, and the leverage effects and 

volatility persistence at the Nairobi Securities Exchange were determined using the Threshold 

Generalized Autoregressive Conditional Heteroscedasticity (TGARCH) model. 

To summarize, the financial markets of developing nations in general, and African countries in 

particular, have received less attention in terms of volatility modelling. According to the 

existing literature, the NSE, like other African stock markets, had been understudied, which 

left a gap that needs to be addressed. 

2.4: Conceptual Framework 

A conceptual framework is an analytical tool that may be applied to various situations and can 

be used in multiple fields where a comprehensive view is required. It's utilized to arrange 

thoughts and make conceptual distinctions. Strong conceptual frameworks convey something 

actual in an easy-to-remember and apply format. This conceptual framework was developed to 

demonstrate how random forest could be applied in stock market volatility modelling. 
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2.5 Summary and Conclusion 

From the above discussion, it is clear that researchers, academicians and financial analyst are 

moving away from traditional methods of stock prediction to new and more effective methods 

by combining a number of theories found in the theoretical section of this chapter. We see 

that machine learning is the recent phenomena and it contains various algorithms which tackle 

the problem of prediction in their own way. 
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We may infer from this empirical and academic review that ensemble learning techniques 

have remained underutilized in stock market prediction challenge. To create the prediction 

model, we employed the Random Forest ensemble learning approach. Random forest is a 

collection of decision trees whose output is the mode of the individual trees' outputs. 

Furthermore, we have shown that the final prediction outcome is impacted not just by the 

prediction algorithm utilized, but also by the representation of the input variables. In order to 

enhance the forecast accuracy of our prediction model, we aimed to select just the relevant 

characteristics using technical indicators. 
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CHAPTER THREE 

RESEARCH METHODOLOGY 

3.1 Introduction  

This section outlines the research techniques that were used in this study project. It included 

the research design, the study's population, the data collecting process, and the data analysis 

procedure, which includes the analytical model and the significance test. This project 

employed applied research to develop a specific random forest model and put it to the test on 

a real-world situation. Chapter 2 emphasized on the necessity for such a model that 

stockbrokers may use to advise on stock investing and the existing unavailability of such a 

tool. As a result, this study applied a specific underlying Random Forest Model to a real 

subject, in this case, the Nairobi Securities Exchange. The direct beneficiary of this application 

is the Kenyan stockbrokers. The goal of applied research is to solve a "societal or commercial" 

problem (Kothari, 2004). 

3.2 Research Design  

The descriptive research design was used in this study. The decision was required by the use 

of quantitative data, which was analysed, and conclusions drawn based on the results. The 

descriptive study methodology also provided a thorough picture of the stock market's 

volatility in relation to share price behaviour. 

3.3 Population of the Study  

The term population refers to the complete group of people who are the focus of the study 

within the scope of the investigation (Mugenda and Mugenda, 1999). In statistics, the target 

population is also the population about whom information is sought. The research population 

consisted of an index and a single stock to allow for comparison analysis. Based on the stock 

performance ratings of the listed firms the research population consisted of the top twenty 

trading businesses on the NSE, known as the NSE 20 index, and the Safaricom stock, which 

offered a good representation of the whole stock market. For the objectives of establishing and 

assessing the model, the research required data from a typical stock market, in this instance the 

Nairobi Stock Exchange, from September 1st, 2009 to August 31st, 2021. (www.nse.co.ke, 

Aug, 2021). As a result, the research gathered data on the performance of the NSE 20 index 

and Safaricom stock traded on the NSE. A 12-year record of returns by day of the week using 

the Nairobi Securities Exchange (NSE) 20 Price Index and Safaricom was used for this study. 
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3.4 Data Collection  

Secondary data was used in the study. This information came from a variety of sources, 

including the Nairobi Securities Exchange, NCBA Investment Bank and the Kenya Central 

Bank. The NSE provided data on daily share price and stock market indexes. Between 2009 

and 2021, data was collected. 

3.5 Data Analysis and Preparation 

Data obtained from the secondary data was analysed by using a statistical software package 

R; which is a language for statistical computing and graphics; following the steps which 

are shown below. 

3.5.1 Data Pre-processing 

The stock market data that we got was raw data which could not be used directly to train 

our random forest model. Stock price is an example of non-stationary data which is quite 

random in nature. This is because it can show trends, cycles, random walks or a 

combination of both at any particular time. As a result, using the stock price as an input 

variable is very undesirable and makes forecasting very hard. To overcome this problem 

some type of data pre-process (cleaning, integration, transformation, and reduction) was 

required to make the raw data become stationary and have statistical characteristics.  

3.5.2 Feature Extraction Using Technical Indicators 

Technical indicators are numerical characteristics derived from price and market data in the 

past. Feature extraction is the most important section in Stock Market Volatility. Technical 

indicators are the most commonly used tool by investors for feature extraction as they can be 

easily used to predict the future movement of stocks. These technical indicators were used in 

the random forest algorithm. The following 5 technical indicators were used in our study. 

Price Rate of Change (ROC) 

This technical indicator is a momentum indicator that calculates the percentage difference in 

price between the present price and the price n periods ago. It is classified as a momentum/ 

velocity indicator since the rate of change reflects the intensity of price momentum. The ROC 

is displayed against zero to distinguish between positive and negative values. Positive 

numbers represent purchasing pressure/upward momentum, whereas negative values 

represent selling pressure/downward momentum. Rising numbers on each side indicate rising 

momentum, whereas falling values on either side indicate falling momentum. 

Furthermore, the ROC is utilized as a trend indicator (commonly as a divergence indicator). 

Divergence happens when a stock's price moves in the opposite direction of the ROC. Finally, 
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the ROC reveals a stock's overbought and oversold situations. Overbought circumstances are 

indicated by values larger than positive 30, while oversold conditions are indicated by values 

less than negative 30. 

The Moving Average Convergence Divergence Oscillator (MACD) 

The convergence and divergence of two moving averages are its defining characteristics. 

Convergence happens when two MAs move in the same direction, whereas divergence occurs 

when they move in opposite directions. MACD transforms two trend-following indicators into 

a momentum oscillator by subtracting the longer MA from the shorter MA. MACD oscillates 

above and below the zero line as moving averages converge, intersect, and diverge. 

MACD = 12day EMA – 26 day EMA 

Signal line = 9 day EMA of MACD line. 

MACD histogram = MACD line – signal line. 

 

The MACD line's 9-day EMA is displayed with the indicator to function as a signal line 

and detect turns. The shorter MA is quicker and accounts for the majority of MACD 

changes. The lengthier MA is slower and less responsive to changes in the underlying 

security's price. As the shorter EMA diverges more from the longer EMA, positive values 

grow. This indicates that the upward momentum is rising. As the shorter EMA diverges 

further below the longer EMA, negative values grow, indicating that downward 

momentum is increasing. 

Relative Strength Index (RSI) 

It is calculated using the speed and direction of a stock's price change. The RSI is commonly 

used to identify overbuying and overselling circumstances. Values more than positive 70 

indicate that a stock is overbought, implying that it is likely to be sold, whilst values less than 

positive 30 suggest that a stock is oversold, implying that it is likely to be purchased. It is 

computed in two stages. The first step is to determine the average losses and gains for the time 

period in question. The second step is to calculate the relative strength, which is the ratio of 

the values. 

Williams %R 
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This is a momentum indicator that determines when a market is overbought or oversold. It's 

also utilized to determine market exit (selling) and entrance (buying) points. 

It compares a stock's closing price to the high-low range over a set of days, usually 14 days. 

𝑊 %𝑅 =  
𝐻𝑖𝑔ℎ𝑒𝑠𝑡 ℎ𝑖𝑔ℎ − 𝑐𝑙𝑜𝑠𝑖𝑛𝑔 𝑝𝑟𝑖𝑐𝑒

𝐻𝑖𝑔ℎ𝑒𝑠𝑡 ℎ𝑖𝑔ℎ − 𝑙𝑜𝑤𝑒𝑠𝑡 𝑝𝑟𝑖𝑐𝑒
∗  −100 

 

Williams %R oscillates from 0 to -100. Values between 0 and -20 indicated overbought 

conditions which will lead to selling of the stock while values between -80 to -100 indicated 

an oversold condition that led to buying of the stocks.  

Stochastic Oscillator 

A stochastic oscillator is a momentum indicator that provides a comparison of security's 

closing price to a range of prices over time. The oscillator's susceptibility to market changes 

can be reduced by changing the time period or taking a moving average of the outcome. The 

charted stochastic oscillator really consists of two lines: percent K, which represents the 

indicator, and percent D, which represents the three-day simple moving average (SMA) of 

percent K. When these two lines cross, it indicates that a trend shift is on the way. 

3.5.3 The Random Forest Algorithm 

The random forest model is easily described by looking at decision trees, which are the random 

forest model's building parts. Fortunately, they are rather simple. Most individuals, whether 

intentionally or unknowingly, have utilized a decision tree at some point in their life. 
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3.5.3.1 The Random Forest Classifier 

A random forest is composed of a significant number of individual decision trees that 

coordinate as an ensemble. Every tree in the random forest provides a class prediction, and the 

class with the most votes becomes the prediction of our model. 

Visualization of a Random Forest Model Making a Prediction 

 

The wisdom of crowds is a simple yet powerful notion at the heart of random forest. A 

committee made up of a large number of highly uncorrelated models (trees) will outperform 

any of the constituent models separately. 

The crucial point is the uncorrelation amongst models. Poorly correlated models can produce 

ensemble predictions that are more accurate than any of the individual projections, much as 

how low-correlation assets (such as stocks and bonds) combine to form a portfolio that is larger 

than the sum of its parts. The reason for this amazing effect is because the trees shield each 

other from their individual faults (as long as they don't all err in the same direction all of the 

time). While some trees may be incorrect, many others will be accurate, allowing the trees to 

travel in the proper direction as a group. As a result, the following conditions must be met for 

random forest to function well: 

1. The features must have some significant signal in order for models developed with them to 

outperform random guessing. 

2. The predictions (and thus the errors) made by the individual trees must have minimal 

correlations with each other. 
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3.5.4 Model Testing and Validation 

3.5.4.1 Out-of-sample validation 

Out of sample validation refers to the use of unseen data that was not included in the model's 

training dataset. This is frequently seen to be the greatest approach for determining how 

successful a model is in predicting results on new data that hasn't been seen before.  

Cross-validation is usually referred to as "out of sample testing." The model is constructed on 

a subset of the data (the "training" set) and then tested on data that was not used to build it (the 

hold-out set). Because we can apply the model to what is practically "unseen" data, we can 

examine how good the model is at predicting results for new data. We have the advantage of 

knowing what the true, "real-life" outcome is for each data point because we are using the hold-

out set from the original data, which means we can assess the model's accuracy by comparing 

anticipated and actual outcomes. 

To do so, the study will divide the research population into 2 groups, the training dataset which 

will be the data for the first 9 years and the testing dataset which will be the data for the last 3 

years.  The training dataset will be used to train our model and the testing dataset will be used 

to validate the outcome of the model. 

3.5.4.2 Error Metrics 

To measure the predictability of our random forest model based on the out of sample test above, 

we will employ the use of the following standard error metrics for a classification problem:  

1. Accuracy 

Accuracy measures the portion of all testing samples classified correctly. It is calculated by the 

formula below: 

Accuracy = 
𝒕𝒑+𝒕𝒏

𝒕𝒑+𝒕𝒏+𝒇𝒏+𝒇𝒏
 

2. Recall 

Recall (also known as sensitivity) measures the ability of a classifier to correctly identify 

positive labels. It is calculated by the formula below: 

Recall = 
𝒕𝒑

𝒕𝒑+𝒇𝒏
 

3. Specificity 
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Specificity measures the classifier's ability to correctly identify negative labels. It is calculated 

by the formula below: 

Specificity = 
𝒕𝒏

𝒕𝒏+𝒇𝒑
 

 

4. Precision 

Precision measures the proportion of all correctly identified samples in a population of samples 

which are categorized as positive labels. It is calculated by the formula below: 

Precision = 
𝒕𝒑

𝒕𝒑+𝒇𝒑
 

5. F Measure 

F Score (also known) as F-Measure is the mean of precision and recall. It is calculated by the 

formula below: 

F measure = 
𝟐∗(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝒓𝒆𝒄𝒂𝒍𝒍)

(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 +𝒓𝒆𝒄𝒂𝒍𝒍)
 

 Where: 

  tp = Number of true positive values 

  tn = Number of true negative values 

 fp = Number of false positive values 

 fn = Number of false negative values 
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CHAPTER FOUR: 

DATA ANALYSIS, RESULTS AND DISCUSSION 

4.1 Introduction 

This chapter outlines the results of the data analysis and the findings. This research aimed at 

finding out the effectiveness of using random forest model in modelling stock market volatility 

in NSE. Technical analysis which is the use of charts and graphs to study stock prices and 

volume data for the purpose of forecasting future trends, was used as the main technique of 

analysis. This paper used R software for the data analysis which is a language for statistical 

computing and graphics. 

4.2 Data Cleaning & Pre-Processing  

Secondary Data was obtained from Nairobi Securities Exchange comprising of 3200 daily 

closing prices of NSE-20 Index and Safaricom stock. The number of years under consideration 

2009-2021(by date) were entered in the columns and the share prices were entered into the 

rows. Data cleaning was done to remove all the missing values for the days that trading did not 

occur. The data was then converted into an extensible time series (xts) which allowed for 

smoothing using exponential moving average. An alpha of 0.2 was used as the smoothing factor 

which assigned more weight to the recent share prices and exponentially less weights to the 

past share prices.  

 

4.3 Feature Extraction 

Technical indicators are significant variables determined from stock time - series data which 

provide insights to the expected stock price behaviour in future. In this study five technical 

indicators namely, RSI, ROC, MACD, William % R and Stochastic Oscillator were used to 

train the random forest. These technical indicators were used to extract the trend in the form of 

buy and sell signals from the NSE-20 and Safaricom time series.  To calculate the features, we 

looked at every trading date from 2009 through 2021.  
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The table below shows a sample of the values of the technical indicators that we obtained from 

NSE-20 index and Safaricom: 

 

 

Interpretation and Visualization of the Technical Indicators 

RSI – It oscillates from 0 to 100. An oversold stock is shown by a value of 30 and below which 

gives the Buy signal while an overbought stock is shown by a value of 70 and above which 

gives the Sell Signal otherwise Hold. 

 

ROC – Positive values indicates an oversold stock hence gives the Buy signal and negative 

values indicates an overbought stock hence gives the Sell Signal. 
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MACD - A probable sell signal is generated when the MACD crosses below the zero line, and 

a probable purchase signal is formed when it crosses above the zero line.

 

 

William % R – It oscillates from 0 to -100. A value below -80 indicates an oversold stock 

hence gives the Buy signal and a value above -20 indicates an overbought stock hence gives 

the Sell Signal otherwise Hold. 

 

Stochastic Oscillator - It oscillates from 0 to 100. A value below 20 indicates an oversold 

stock hence gives the Buy signal and a value of above 80 indicates an overbought stock hence 

gives the Sell Signal otherwise Hold. 

 

The table below shows a sample of the trend (Buy, Hold, Sell) signal that was extracted from 

the above technical indicators.  
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4.4 Data Analysis & Findings 

Implementation of the Random Forest Algorithm 

Evaluation of the random forest model was done by the use of the trend extracted above. These 

five technical indicators were used as the model’s features while the response variable was 

either Buy, Sell or Hold. The data was then partitioned into two, first 9 years and the last 3 

years: that is from (1st Sept 2009 – 31st Aug 2018) and (1st Sept 2018 – 31st Aug 2021). The 

first 9 years of the data was used to train the random forest model while the last 3 years of the 

data was used to test the trained model. 

Output of the trained model was as follows: 

 

 

NSE-20 model had an out of bag error of 1.15% which meant the model was trained at 98.85% 

accuracy rate while Safaricom model had an OOB error of 1.2% which meant that the model 
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was trained at 98.8% accuracy. From the confusion matrix above, we can see that the “Hold” 

signal was the only response variable with a class error for both NSE-20 and Safaricom model. 

For both models, random forest created 500 classification trees using sample with replacement 

and predicted the response variable based on majority vote. The number of trees used was 

inversely proportionate to the OOB error. It was determined that the optimal number of 

variables to be used to split each tree with the least error was 2 features. Each tree was split 

using Gini impurity based on the importance and weight of each feature. For both NSE-20 and 

Safaricom model, RSI was the most significant feature and was used as the root node while 

price rate of change was the least significant feature and could be done away with. The table 

below shows the importance of each feature for the 2 models. 

 

Validation of the Random Forest Algorithm 

To validate the above NSE and Safaricom model, the last 3 years of the data (1st Sept 2018 – 

31st Aug 2021) was used to test the trained model. The below output was extracted from the 

predicted model: 
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An N x N matrix that is used to assess the effectiveness of a classification model, with N 

denoting the number of target variables is known as the confusion matrix. The matrix compares 

the actual goal values to the predictions of the machine learning model, giving us a complete 

view of how well our classification model is performing and the types of errors it makes.  

The NSE-20 model and Safaricom model both generated its confusion matrix which was used 

in the discussion of the findings below. 
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4.5 Summary and Interpretation of Findings 

The use of a confusion matrix was employed to analyse the robustness of the model. 

NSE-20 model was able to predict the ‘Buy’, ‘Sell’ and ‘Hold’ signal from the test data with 

an accuracy of 94.35%. Analysing NSE-20 confusion matrix, it was able to predict accurately 

a buy signal for 314 days, a sell signal for 197 days and a hold option for 191 days. This model, 

however, was not 100% accurate and it resulted into a few misclassifications i.e., NSE 20 

model predicted a buy signal for 4 days that an investor was supposed to hold and 38 days 

when an investor was supposed to sell.  

The table below show some extracted predicted vs actual shares from R output.  

 

NSE-20 Actual Vs Predicted Excerpt 

The following error metrics were used to evaluate the NSE-20 model as extracted from above 

output: 

Accuracy 

=0.9435 = 94.35% 

Average Sensitivity for the model: 

=   
      0.8820+1.0000+1.0000

3
 = 0.9607 = 96.07% 

Average Specificity for the model: 

=   
      1.0000+0.9928+0.9305

3
 = 0.9744 = 97.44% 

Average Precision of the model: 

=   
      1.0000+0.9795+0.8383

3
 = 0.9393 = 93.93% 

F-Measure of the model: 



32 

 

F measure = 
𝟐∗(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝒓𝒆𝒄𝒂𝒍𝒍)

(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 +𝒓𝒆𝒄𝒂𝒍𝒍)
 

= 
2∗(0.9393∗0.9607)

(0.9393 +0.9607)
= 0.9499  

F measure oscillates between 0 and 1 and it gives us the information on the classifier's precision 

(the number of instances it properly classifies) and robustness (it does not miss a significant 

number of instances) hence a model with an F-Measure that is 1 or close to 1 is preferred to 

the latter. For the case of the NSE-20 model, it had an F-Measure of 0.9499 which meant that 

the NSE-20 model was able to accurate predict the buy, hold, and sell instances and at the same 

time it did not a significant number of instances in this case the buy, hold and sell signal. 

SCOM model was able to predict the ‘Buy’, ‘Sell’ and ‘Hold’ trend from the test data with an 

accuracy of 80.05%. Analysing its confusion matrix, it was able to predict accurately a buy 

signal for 155 days, a sell signal for 113 days and a hold option for 322 days. The 20% 

inaccuracy rate of the model was a result of the misclassifications i.e., SCOM model predicted 

a buy signal for147 days that an investor was supposed to sell the stock.  

The table below show some extracted predicted vs actual shares from R output.  

 

Safaricom Actual Vs Predicted Excerpt 

The following error metrics were used to evaluate the SCOM model as extracted from above 

output: 

Accuracy 

=0.8005 = 80.05% 

Average Sensitivity for the model: 

=   
      0.5132+1.0000+1.0000

3
 = 0.8377= 83.77% 

Average Specificity for the model: 
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=   
      1.0000+1.0000+0.7644

3
 = 0.9215 = 92.15% 

Average Precision of the model: 

=   
      1.0000+1.0000+0.4346

3
 = 0.8115 = 81.15% 

F-Measure of the model: 

F measure = 
𝟐∗(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝒓𝒆𝒄𝒂𝒍𝒍)

(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 +𝒓𝒆𝒄𝒂𝒍𝒍)
 

= 
2∗(0.8115∗0.8377)

(0.8115 +0.8377)
= 0.8244 

For the case of SCOM model, it had an F-Measure of 0.8244 which meant that the SCOM 

model was able to accurately predict the buy, hold, and sell instances and at the same time it 

did not miss a notable number of instances in this case the buy, hold and sell signal. 

One of the objectives of this paper was to conduct a comparison analysis on how machine 

learning of an index would compare to that of a single stock. An index fund is a type of 

investment that tracks the performance of a component of the financial market index. This said, 

NSE-20 model had an accuracy rate of 94.35% with an F-Measure of 0.9499 while SCOM 

model had an accuracy rate of 80.05% with an F-Measure of 0.8244. We saw that NSE-20 

model was a more robust model when compared to SCOM. This was as result of the 

diversification aspect offered by an index which greatly reduces the volatility as compared to 

SCOM which was highly susceptible to the market changes and movements. Historically, we 

know that most passive traders invest in indexes while the day traders invest in single stocks. 

Although NSE 20 model outperforms the SCOM model, I believe that day traders would be 

the ideal target users of these predicting models and can still go ahead to utilize this model. 

This research aimed to answer the question whether random forest could be used as an effective 

model of predicting stock market volatility at NSE? From the above findings, we have been 

able to answer this research question and yes, random forest can be used as an effective model 

of predicting stock market volatility at NSE. 
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CHAPTER FIVE 

CONCLUSION AND RECOMMENDATIONS 

5.1 Introduction 

This chapter is a summary of the complete study, and it includes a summary of the research  

findings, an explanation of the findings that corresponds to the main objective, conclusions, 

and recommendations based on the findings.  

5.2 Summary & Conclusions 

The main objective of this study was to assess the effectiveness of modelling stock market 

volatility using random forest. We saw that ensemble learning models remained unexploited in 

the field of predicting stock market using machine learning. The prediction performance of the 

Random Forest was analysed based on 12 years (2009-2021) of historical data of NSE-20 index 

and Safaricom share price obtained from NSE.  

5 technical indicators were used to extract trend from the past historical prices and this trend 

was used to train the random forest model. It was discovered that using technical indicators 

that were highly correlated led to data leakage and to curb this Stochastic Oscillator and 

William’s % R were added, and simple moving average removed to the list of technical 

indicators. Choosing the right technical indicators to be used as the input parameter was the 

most crucial part of this study. The concept of GIGO, Garbage In, Garbage Out came into play 

here, where the quality of the inputs used determined the quality of output that was obtained 

from both the NSE-20 model and SCOM model. The models’ output was discrete in nature that 

is it worked by predicting when to ‘BUY, ‘HOLD’ or ‘SELL’ NSE-20 and the Safaricom 

stocks. 

NSE-20 Model Results: 

Accuracy 94.35% 

F-Measure 0.9499 
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SCOM Model Results: 

Accuracy 80.05% 

F-Measure 0.8244 

 

The results from our model were quite impressive as it was able to achieve 94.35% & 80.05% 

prediction accuracy rate for the NSE-20 and Safaricom daily share prices movement. NSE-20 

model was found to be more robust than SCOM. This was attributed to the volume of stocks 

traded behind NSE 20 which allowed for the detection of possible trends. Also, NSE 20 was 

less volatile because it is a weighted average of the 20 single stocks. With the high accuracy 

rate, this model can actually be deployed in real time for stock’s trend prediction and can be 

utilised by traders and investors to devise new trading strategies which will make investments 

more profitable and secure. 

In chapter 2, we extensively discussed the empirical reviews of research papers on random 

forest modelling that had been done by other scholars. We saw that Luckyson Khaidem, 

Snehanshu Saha and Sudeepa Roy Dey, (2016) utilized the random forest classier to create 

their predictive model in forecasting the direction of stock market prices, where they obtained 

long-term prediction accuracy in the region of 85-95 percent. Also, Seyed Alavi, Hasanali 

Sinaei, Elham Afsharirad (2015), conducted a study on predicting the trend of stock prices 

using machine learning techniques any they were able to get the accuracy rate of 91.48% for 

random forest, 84.27% for SVM and 81.38% for KNN. In comparison, to this study’s outcome, 

we can see that the accuracy rate of the random forest from the 3 papers ranges from 80% to 

95% ascertaining the efficiency of a random forest model. 

However, a word of caution should be sounded off in that although investors can use random 

forest to predict whether to buy, hold or sell shares on a specific day, they have a 5.65% & 

19.95% (NSE-20 & Safaricom model) chance of inaccurate predictions, but the trade-off 

between the money one could make from using the random forest model outweighs the risk of 

the money one would lose due to incorrect predictions. 
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5.3 Recommendations  

The study established that the NSE-20 and SCOM model had a high accuracy and next day 

prediction capabilities. It, therefore, recommends traders and investors to utilize these tools as 

they can be certain of reaping high returns by making well informed investments decisions on 

when to buy, hold or sell a stock which in turn it will boost the growth of the economy  

The study also found out that predicting an index gave more impressive results when compared 

to the single stocks as the NSE 20 model outperformed Safaricom model with a significant 

margin. The study, therefore, recommends that since indices cannot be traded, brokerage 

companies in Kenya should create funds that closely track the NSE-20 index that will give 

traders an opportunity to utilize the high accuracy of the predictive tool. 

5.4 Limitations of the study 

One of the challenges that faced the study was data leakage which occurred when information 

from the testing dataset was made available to the model in the training dataset. This leakage 

although tiny and undetectable had a significant impact on performance of the models. To 

overcome this, new technical indicators were used which greatly reduced the correlation 

between the training dataset and testing dataset.  

The main limitation of the study is that we cannot tell how long a trained random forest 

model will remain valid and effective in prediction before it requires to be retrained. More 

research is needed to be done to ascertain this. 

5.5 Areas of Further Research 

The study found out that the model inputs was the most critical aspect in model building which 

in this study was the technical indicators. The study, therefore, recommends future researchers 

to use multiple technical indicators as predictor variables to see if the number of technical 

variables affects the accuracy of the model. Also, they should incorporate other indicators such 

as the macroeconomic indicators and sentiment data. 

The study, also, recommends to future researchers to use multiple machine learning models 

when modelling same dataset so that they can be able to have a comparison basis. It would be 

prudent to compare the accuracy and output between two models such as comparing the 

performance of random forest with the performance of KNN or SVM to allow cross validation. 
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