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Abstract

The study is motivated by the rapidly escalating energy prices, the 

accumulation of the major nutrients in many prime agricultural soils and 

the need to recognize the dynamic nature of the crop fertilization pro­

blem. The major objective of the study is to statistically test the 

appropriateness of alternative specifications of the relationship between 

crop response and factors of production. The hypothesis of nutrient non­

substitutability is given special attention.

A model of corn response is formulated as a simultaneous equations 

system with response, soil phosphorus and soil potassium as the endogenou 

variables. The system is assumed to be recursive and the equations are 

therefore estimated separately as opposed to applying simultaneous equa­

tions techniques.

The equations estimating the soil level of the two nutrients are 

referred to as the carryover functions and are given a distributed lag 

model interpretation after introducing lagged values of the endogenous 

variables as exogenous variables.

The appropriateness of two kinds of specification of corn response 

functions is examined. The first kind is a polynomial approximation 

which has frequently been applied by many agricultural economists and 

soil scientists and by now considered as the conventional form for depic­

ting crop response surfaces. The second kind is a nutrient non-substitu­

tion formulation.

The non-substitution model generalizes Liebig's "law of the minimum. 

It gives the expected corn yield (in the two nutrient case examined in



the study) as A Min [fp(PT), fk(KT)] where A is the estimated yield 

maximum and the arguments in f (•) and f. (•) representing estimated total 

availability of phosphorus (P) and potassium (K), respectively. The indi­

vidual-response functions f (•) and f.(•) are approximated by linear 

splines and estimated by applying a nonlinear mathematical programming 

technique to a nonlinearly constrained problem. The estimation proce­

dure, unlike those used hitherto in fitting the "law of the minimum," 

requires no prior sorting out of data in order to separate those for which 

either P or K is limiting growth.

Two polynomial formulations are estimated: the square root and the

quadratic forms. Both indicate a general lack of response to P thus 

pointing to an oversupply of this nutrient in the experimental plots. 

These results are verified by those of the non-substitution model which 

indicates that the maximum corn yield could be obtained by total nutrient 

supplies no more than 165 kg/ha for both P and K.

Three non-nested hypothesis testing procedures are employed in 

testing the nutrient non-substitution hypothesis. The statistics used 

are Cox-Pesaran Statistic, C-statistic and linearized Cox-Pesaran statis­

tic. The three test statistics give consistent results for small samples. 

For larger samples, the C-statistic gives results conflicting with those 

of the Cox-Pesaran statistic. The linearized Cox-Pexaran statistic is 

not found to be useful.

On the basis of the Cox-Pesaran statistic, it is concluded that the 

two polynomial forms cannot be supported against the nutrient non-substi­

tution hypothesis given the data analyzed in the study. The nutrient 

non-substitution model is therefore proposed as a generalized tool which 

is not only biologically more appealing but is also statistically more
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appropriate than the conventional approximations currently employed 

in crop response analysis.
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Chapter 1: Background

The importance of commercial fertilizers in agricultural production 

cannot'be over-emphasized. Farmers' enthusiasm about the success of 

fertilizers is clearly demonstrated by the fact that application rates 

for the three major nutrients - Nitrogen (N), Phosphorous (P), and 

Potassium (K) - have increased tremendously over the past three decades.

In 1950/51, total world-wide use of N, P, and K was about 4.0, 2.6, and

3.3 million tons, respectively [FAO, 1952]. The corresponding consump­

tion figures for 1978/79 are 51.0, 12.5, and 20.8 [FAO, 1979].

For the relatively immobile nutrients such as P and K, recovery by 

crops during the growing season may be such that a sizable proportion 

of the nutrient is left over for succeeding crops.—  ̂ This left over 

portion of previously applied nutrients is commonly referred to as 'resi­

dual fertilizer' or synonymously as 'fertilizer carryover.' In subsequent 

chapters, it will be useful to refer to carryover in units of currently 

applied fertilizer; it will then be interpreted as the value of carryover.

Nutrient mobility, varying capabilities of crops to extract residual 

nutrients and repeated applications of the same fertilizer grades over 

the years have, in part, contributed to the accumulation of P and K in 

many agricultural soils.

Unlike P and K, N is relatively mobile. All forms of applied N are 

usually transformed to nitrates (NO^). Mobility of N is due, in part, 

to the transient nature of NO^. Nitrates are readily leached in moist 

and/or agriculturally disturbed ecosystems.

-^For more about concepts of nutrient mobility, see for example 
Bray [1954].
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Nitrogen may also be lost by denitrification of NO” to nitrous oxide 

and nitrogen gases, particularly under anaerobic conditions of the soil. 

Global annual loss of N through nitrification and denitrification is esti­

mated to be on the order of 50-60% of total soil supply [Wittwer, 1980]. 

Further losses of N may be incurred by volatilization as ammonia gas.

It is not intended here to give the impression that all forms of 

N are readily lost from all soil types. Nitrogen in the form of ammonium 

(NH^) is rather stable, and its conversion to NO^ is dependent on soil and 

weather conditions [Likens et al., 1969]. Nitrogen carryover is, there­

fore, not uncommon.

The implication of the foregoing discussion is that nutrient carry­

over is a general problem which is by no means restricted to P and K. It 

must, however, be admitted that, from an agricultural production point of 

view, the accumulation of P is not only more prevalent, but is also more 

important than the case of the other major nutrients. The more mobile 

nutrients on the other hand pose a real danger with regard to environmen­

tal pollution.

Where carryover is significant, making recommendations to farmers 

purely on the basis of current applications of fertilizer not only leads 

to a misspecification of production costs but also to over-fertilization 

of the soil. The misspecification of costs is a consequence of the neg­

lect of the contribution of nutrient carryover to current production. 

Over-fertilization, on the other hand, arises when further applications 

raise the total nutrient supply in the soil beyond the level required 

to achieve maximum crop response. It may also come about when other fac­

tors of production such as technology and management impose a ceiling 

on crop response. Excessive use of commercial fertilizers easily ^



3

translates into economic terms particularly in view of the rapidly esca­

lating energy prices. It also leads to a waste of scarce mineral resour­

ces and unnecessary pollution of the environment.

One may ask the question: Why another research on crop response 

analysis and fertilizer use? The answer is simple: The era when exten­

sion agents solicited farmers to apply more and more fertilizers is over. 

This is now the time to answer these questions: Is there a response to

added fertilizer? How do we avoid fertilizer wastage? Farmers often 

rely on fertilizer use recommendations issued to them by agronomists and 

agricultural economists. These scientists must therefore cooperate 

among themselves and with farmers if a meaningful solution to the 

fertilization problem is to be realized.

In the past, except for a few isolated cases, recommendations on 

fertilizer use have been derived from static optimization techniques.

The basic physical relationship was the so-called production function 

relating crop yield and applied fertilizer. Fertilizer-output price 

ratios were then used to determine the optimal levels of application.

Increasing soil nutrient build-up, high and rapidly increasing 

energy prices, dwindling mineral reserves and the pressing issues of 

environmental pollution now suggest an urgent need for more comprehensive 

models. Such models must take into account past cropping patterns and 

yields, soil nutrient levels, soil types and weather variables in addition 

to the conventional input-output price ratios. A time dimension must 

be explicit in the models. Crop fertilization should, therefore, be 

viewed as a long-run dynamic problem. Such a conception should lead to 

efficient use of fertilizer while appropriately discounting and balancing 

future economic consequences. This obviously transcends the notion
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of a production function as the basic tool for deriving fertilizer 

recommendations.

The motivations for the present study can now be summarized as 

follows: (a) the accumulation of the major nutrients, or excessive use

of the same, in many prime agricultural soils and the need to popularize 

the specification and selection of comprehensive dynamic models to be 

employed in constructing optimal long term fertilization strategies and 

(b) the need for restructuring of research methodologies in order to 

obtain the requisite data for estimating such models.

The provision of optimal fertilizer recommendations to farmers 

generally entails three broad problem areas: (i) formulation and

specification of the physical relationship between crop response and 

factors of production, (ii) collection and updating of experimental and/or 

survey data needed for estimation and selection of an appropriate 

specification and (iii) using the selected model for economic analysis.

It is worth emphasizing that all three problem areas are interrelated 

and that they are equally important from an economic point of view.

This study will utilize experimental data in testing hypotheses 

regarding the formulation and specification of physical models of crop 

response to variable supplies of fertilizer. Economic analysis of 

fertilizer use under actual farming conditions will not be attempted.

Once the physical models are verified, a localized application to an 

economic setup should be routine. The intention here is to concentrate 

only on the first and part of the second problem areas mentioned above.

As will become apparent in subsequent chapters, the computational demands 

of these two problem areas are not slight.

In general terms, the objective of this study is to use statistical



techniques to test hypotheses regarding specification of the functional 

relationship between crop response and total soil supply of selected major 

nutrients. First, it is worth stressing that the intention is to employ 

statistical techniques as opposed to ad hoc and/or subjective criteria. 

Secondly, the study is concerned with testing of hypotheses rather than 

simple selection or discrimination among competing specifications. The 

latter approach usually leads to choice of one of the models as the best. 

Thus far, this has been the popular technique of selecting models for 

crop response analysis. Hypothesis testing, unlike model discrimination, 

need not always lead to a unanimous choice. It is conceivable that all 

models under test may be rejected in favor of an unspecified alternative. 

Finally, it should be noted that the variable of interest is total rather 

than applied nutrient.

The use of total nutrient supply is necessary whenever carryover 

is significant. A consistent estimate of total nutrient supply at a given 

time can only be constructed from consistent estimates of carryover. A 

secondary objective of this research is, therefore, to estimate the value 

of nutrient carryover. This can be done in a number of different ways, 

but for this study, cross-sectional and time series data on soil tests 

are pooled in a carryover function which provides consistent estimates 

of suitably defined conversion factors. The latter are then used to 

construct estimates of residual fertilizer.

A properly specified carryover function makes the task of estimating 

nutrient carryover and hence that of constructing total availability a 

lot easier. There is no need for terminating fertilizer applications 

in selected experimental plots in order to measure the rate of decline 

of a given nutrient. Furthermore, conversion factors obtained via the
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carryover function, if assumed to be stable over a specified period of 

time, can be used in generating future estimates of total nutrient supply 

in a given soil-type under a particular cropping pattern. Additional 

historical information concerning the soil and cropping are then no longer 

required. All that is needed is the soil test which acts as a sensor 

of the stock of nutrient supply at the end of a growing season (i.e., 

prior to any fertilization).

The specification and estimating of crop response to total nutrients 

constitute another distinct sub-problem. The popular empirical approach 

has been to fit crop response data to a polynomial approximation by use 

of regression techniques. Exponential functions have also been used but, 

by and large, choice of the functional relationship has bordered closely 

on arbitrariness. In this study, the thesis is that a particular 

specification should be adopted only if it passes prescribed statistical 

tests. The set of specifications to be accorded serious consideration 

is, however, limited to those which conform to conventional theories 

regarding plant growth and the dynamic nature of the fertilization problem 

already alluded to.

Ordinary polynomials such as the square root and the quadratic are 

easy to work with and seem to fit empirical data well, particularly when 

yield is suddenly depressed beyond a certain level of fertilizer 

application. They are, however, unsuitable for examining relationships 

where the issue of substitution among the arguments is at stake. They 

are also inappropriate when the response surface is characterized by a 

significant plateau. Under such circumstances, an exponential function 

such as the Mitscherlich may be recommended. The general use of exponential 

functions in crop response analysis has, nevertheless, been criticized
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on grounds of their inability to account for yield depression. Like any 

other continuous function, they do allow for varying degrees of 

substitutability among the macronutrients.

Choice of the mathematical form of the relationship between crop 

response and total nutrient supply has significant economic implications. 

For example, the concept of substitution has led some researchers to the 

conclusion that the same output can be produced by different combinations 

of a given level of resource endowments. The validity of such a conclu­

sion when extended to major nutrients is questionable particularly in 

the face of significant nutrient build-up in many agricultural soils under 

continuous fertilization. The concept of substitution when applied to 

total nutrients may not be a useful one.

The rationale behind using total as opposed to applied nutrients 

as the basis for analysis has already been established. However, the 

question of whether or not to account for substitution and plateau-type 

crop surfaces is one which needs an empirical answer. It is hoped that 

this research will shed some light in that direction.

Lanzer [1978] employed a dynamic non-substitution model for economic 

analysis of fertilizer use in southern Brazil. Lanzer's model was a 

generalization of Liebig's 'law of the minimum.' The model was, however, 

chosen a priori, largely on the basis of biological considerations, despite 

the fact that the author pointed up the appropriateness of a statistical 

test of the non-substitution hypothesis. Truth of the non-substitution 

hypothesis is crucial to the validity of the mathematical specification 

of the model.

In this study, a dynamic non-substitution crop response model, 

similar to that employed by Lanzer, is to be estimated in a nonlinear



programming framework. Experimental data from the Agronomy Farm at Purdue 

University will be used. The programming approach to the estimation of 

a Liebig-type model may be more efficient in terms of data and computa­

tional ‘requirements than the techniques used hitherto.

The final objective of the study is to carry out a test of the non­

substitution hypothesis. The model under the alternative hypothesis will 

be a conventional continuous function, hence non-nested hypothesis testing 

procedures will be employed. Such testing procedures are appropriate 

whenever the hypotheses being tested do not belong to the same family, 

that is, when one cannot be obtained as a limiting case of the other.

The results of this study should have important implications, not 

only for experimental designs and data collection, but also for the selec­

tion of appropriate models to employ in the construction of long term 

fertilization strategies. Such strategies should lead to conservative 

rather than excessive use of commercial fertilizers in the future.



2.1 Formulation of crop response models

2.1.1 The need for a careful characterization of the response 

'surface

Traditionally, fertilization strategies have been derived from static 

optimization problems of the form

n = Max [Pf(X) - C'X] (2.1)
X

The symbols are vector valued and the criterion function is some measure 

of profit, n. P is the net value of the final product, f(X), and X rep­

resents the controllable inputs whose value is given by C.

The problem in (2.1) represents an idealized situation in which the 

influence of other uncontrollable factors have been isolated and the mean 

yield is a function of only the controllable variables. In its simplest 

form, X is a vector representing factors such as the major fertilizer 

nutrients: Nitrogen (N), Phosphorous (P), and Potassium (K).

The above approach is typified by the works and writings of Heady 

and his associates at Iowa State College during the 1950*s [see for exampl 

Heady et al., 1955]. Optimal levels of X were derived from a relationship 

such as (2.1). In addition, isoclines, isoquants and other marginal rela­

tionships were computed to characterize the response surface.

Objections to the use of the optimization problem in (2.1) as a basis 

for designing recommendations to farmers have been numerous. The major 

ground for such objections is its oversimplification of nature. As used 

by the authors cited above and by many economists and agronomists there­

after, the objective function implies rather strong assumptions about



farmers' p r e f e r e n c e s . I t  also neglects the dynamic and stochastic 

aspects of the fertilization problem.

One of the fundamental problems in crop response analysis, however, 

has been the specification of the functional form of f(X) appearing in 

equation (2.1). The computation of the optimal level of X is based on 

the derivative properties of n and hence of the response function, f(X).

It is therefore hard to overemphasize the importance of a careful charac­

terization of f(X) as a basis for constructing economic recommendations 

to farmers. Different functional forms lead to different "optimum" levels 

of X. In a recent research in which the authors compared recommendation 

bias, mean square error and expected economic loss for the quadratic, 

square root, 1 inear-and-plateau and Mitscherlich specifications using 

simulated data, Mombiela and Nelson concluded that "use of the wrong model 

would have serious adverse effects especially when considering region­

wide application" [Mombiela and Nelson, 1980, p. 48].

A precise selection for the mathematical form of f(X) must, however, 

depend on detailed experimental and historical evidence unique to a given 

set of data. Even when such evidence is available, the final choice can 

at best be a simplification of reality since crop yield is influenced 

by numerous factors and the "true" form of the relationship is unknown. 

Therefore, the use of the phrase "wrong model" as in the above citation 

would generally be inappropriate since it implies knowledge of the "true 

model." The question of model selection is a statistical one and is 

mentioned in its full right in Section 2.2. Model selection as discussed

—■^Maximizing n may not be the farmers' objective under all 
circumstances. They may for instance maximize the expected utility 
of n. This subject, however, transcends the scope of the present 
discussion.



11

in that section will be in reference to “a posteriori11 judgments. The 

biological nature of plant growth can be exploited to screen off some 

of the specifications of f(X) which do not conform to experience and 

certain fundamental considerations set up a priori. This task is taken 

up in the following sub-sections. It should, however, be noted that the 

separation of model selection (choice of a mathematical form) discussed 

in Section 2.2 from the formulation of crop response models (in the 

following sub-sections) is only for the sake of exposition; the two go 

hand in hand.

2.1.2 Polynomial approximations of crop response models

A generalized model of crop production may be stated as

Y = F(X, S, W, e, 0) (2.2)

where Y = crop yield

X = vector of controllable variables 

S, W = vectors of soil-type and weather variables, respectively

e = vector of unspecified variables assumed to have a 
random influence on Y and

6 = set of parameters of the system.

Most of the earlier efforts on crop response analysis have been preoccupied 

with the "production function" concept. Often the single equation analyzed 

took the form of

Y = f(X) (2.3)

where Y is crop yield and X is the set of controllable variables.

In isolated cases, soil-type and weather variables have been included 

explicitly in (2.3) as independent factors. Accounting for such variables, 

however, constitutes a distinct problem area which will be discussed in



sub-section 2.1.5. The present discussion will proceed under the assump­

tion that the vector X in equation (2.3) represents only such controllable 

factors like labor, planting density and fertilizer nutrients N, P, and 

K. But, it is not uncommon to find an economic analysis based on a 

response function utilizing only one variable. The need for including 

more variables in equation (2.3) arises not only from the fact that crop 

yield is a function of many variables but also from the fact that there 

may be interactions among such variables.

To be of use in economic analysis, the function f(X) in equation 

(2.3) needs to be assigned an explicit mathematical expression.-^ Since 

the "true" form of the function is unknown, it is possible to approximate 

it as a Taylor series expansion of f(X). The expansion is done around 

some specified point XQ . If, taking a scalar simplification of X, x, 

f(x) has a finite ntn derivative fp(x) for all values of x and fn l (x) 

is continuous everywhere, Taylor's theorem states that for any specified 

value of x, xQ, and every x = xQ, a point z exists in the interval joining 

x and xQ such that f(x) may be approximated within a specified bound of 

error as

n_1 k
f(x) = F(xQ) + s [ f k (xo )(x  ” x0)k/k!]

+ fn(z)(x - xQ)/n! (2.4)

A polynomial of the form

f(x) = B0 + BjX + e2x2 + . . . (2.5)

-^This is not necessary when a discrete analysis as proposed by 
Hildreth [1954] is adopted. Choice of a mathematical form is only 
critical when the intention is to characterize the response surface 
by a continuous function and this has been the general tendency in 
crop response analysis.
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is obtained by collecting like powers of x in equation (2 .4 ).

The use of polynomials in empirical economic analysis of crop response 

came in earnest in the 1950's. Heady and Pesek [1954] explored two poly­

nomials (the quadratic and square root forms) and the Cobb-Douglas 

formulation.

Subsequent work on production functions particularly by Heady, Pesek, 

and Brown [1955] and Brown et al. [1956] were, methodologically, similar 

to the 1954 study cited above. The general conclusion was that the square 

root was an appropriate representation of crop response to fertilizer.

Some of the selection criteria cited were the R, prediction of marginal 

products and prediction of isoquants and single variable-output curves. 

French [1956] compared five formulations and selected the square root 

and the Mitscherlich equations (the latter explained in the next sub­

section). The author concluded that choice between these two formulations 

would depend on computational convenience and thus, by implication, 

eliminated the Mitscherlich equation which belongs to the exponential 

family and hence entailed tedious computations compared to a polynomial.

The two volumes edited by Baum, Heady, and Blackmore [1956] and Baum 

et al. [1957] summarize the cooperative efforts among agricultural econo­

mists, agronomists, and statisticians. Such efforts were aimed at specifi­

cation and estimation of production functions and the design of recommen­

dations leading to efficient use of fertilizer. The credibility and 

influence of these two volumes and the myriad of ensuing publications 

in the 1950's and 1960's was overwhelming. Thus, economic analysis of 

fertilizer use in the last three decades has been dominated by polynomial 

approximations of one form or the other.

Within the family of polynomials, other researchers have preferred
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the quadratic to the square root even when the latter gave a better "fit" 

to the data. Toll ini and Seagraves [1970], for example, employed the 

quadratic equation despite evidence pointing in favor of the square root. 

Their reasoning was that the linear term in the square root is expected 

to be negative but is empirically found to be close to zero or positive. 

The authors also stated that the linear term in the square root equation 

is more complex or difficult to explain particularly in large equations.

Despite the cooperative efforts encouragingly expressed by Glenn 

Johnson [in Baum et al., 1957], there is still a lack of interdisciplinary 

consensus of opinion regarding the choice of a mathematical form to 

describe crop yield data. Exponential functions, while being penalized 

by many researchers on account of computational inconvenience, have all 

the same found their way into the literature through the patronage 

especially of agronomists and soil scientists. Typical examples are Bray 

[1954], Hanway and Dumenil [1955], Engelstad and Terman [1966], and Helyer 

and Godden [1977]. The immediate question that arises is: If polynomials

"fit" yield data well and are also simpler to estimate, why do some 

researchers continue using more complicated mathematical forms?

The question posed above is difficult to answer without resorting 

to historical and biological evidence pertinent to a given set of data. 

Such evidence is helpful in rationalizing the propositions and assumptions 

which constitute competing models of crop response. A polynomial approxi­

mation, with its underlying theories and assumptions, is one such model. 

Different theories and assumptions will lead to different models some 

of which may be more or less mathematically complex than a polynomial.

It should be emphasized here that the statistical problem of choosing 

among competing models usually concerns testing of the validity of the



15

underlying theories and assumptions. The problem of model selection on 

the basis of statistical criteria is deferred to Section 2.2. In the 

next sub-section, non-statistical evidence is given which indicate that 

a polynomial approximation of crop response has serious shortcomings.

Its simplicity, which was an asset before electronic computers became 

common-place, may no longer be a desirable attribute.

2.1.3 Objections to polynomial approximations

The two polynomial approximations popularly used in crop response 

studies have been the quadratic and the square root forms. Both exhibit 

diminishing and negative return phases. Although the square root has 

a slightly flatter surface of the X-space, they both display unique maxima 

and symmetry of curvature around such maxima. The ratio of the ma.ginal 

productivities of X^ and (in a two input case), commonly referred to 

as the rate of technical substitution, declines at a constant rate for 

the quadratic while for the square root it declines at a decreasing rate.

The isoclines of both forms converge at a point in the X-space but those 

of the quadratic are not forced through the origin and are linear unlike 

in the case of the square root.

Some of the properties mentioned above are desirable from the point 

of view of what experience in crop production indicates. However, poly­

nomial approximations have certain undesirable mathematical properties.

Putter et al. [1966] recommended the use of equations containing "meaningful" 

parameters instead of polynomials whose parameters are not readily 

interpretable. Nelder [1966], in suggesting use of inverse polynomials, 

criticized ordinary polynomials for unboundedness which makes the task
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of extrapolation difficult. The author added that the arbitrary nature
o

of polynomials, justified only on grounds of maximization of R , precludes 

generalization beyond the specific set of data used for parametric 

estimation. Terman and Nelson [1976] also stated that the rather confused 

state of plant analysis interpretation may be attributable to the use 

of quadratic regressions since the numerical values of the coefficients 

do not correspond to biologically meaningful entities. In a more recent 

paper, White [1980] has criticized the Taylor series approximation inter­

pretation of ordinary least squares (OLS). The author stated that tests 

of hypotheses may be seriously misleading and that OLS estimates may not 

necessarily provide reliable information about local (derivative) properties 

of unknown functions, except under very restrictive conditions.

On a more general perspective, functional specification in crop 

response analysis (but not necessarily choice among competing forms) has 

been guided largely by biological principles of plant growth. Some of 

the fundamental principles which are normally considered are: (i) nutrient 

essentiality and issues relating to interaction and substitution among 

macronutrients, (ii) the exponential aspect of biological growth, (iii) 

diminishing increments in production; the basis of which conforms to the 

concept of diminishing returns in economics, and (iv) the concept of nutrient 

mobility and the residual value of nutrients.

In agricultural production, Nitrogen (N), Phosphorous (P), and 

Potassium (K) are the most important essential nutrients. Essential 

nutrients do not substitute for one another physiologically. This fact 

is widely acknowledged even by strong proponents of polynomials. There 

is, however, the concept of economic substitution justified for a variety 

°f reasons. Pesek and Heady [1956, p. 243] for instance stated that:
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It is known, of course, that substitution of nutrients such 
as P2 O5 and K2 O does not take place in the chemical process 
of the plant. However, smaller or larger quantities of one 
nutrient affect the availability of the other nutrient in 
the soil or alter the composition of the plant. In this 
sense, several combinations of nutrients allow the same yield.

This view seems to have been supported by many others. Munson and Doll 

[1959, p. 153], for example, stated that "This [substitution] is probably 

due to the effect that the addition of one nutrient can have on the utili­

zation of other soil nutrients." It is therefore apparent that the concept 

of economic substitution is derived from nutrient interaction and/or is 

applicable only to cases where the analysis is based on applied rather 

than total (available) nutrients. When applied to the former condition, 

the idea is misleading (as explained shortly) and is short-sighted in 

the latter case. That is, ignoring soil available nutrients and then 

talking of economic substitution among applied nutrients is not a sound 

long-run proposition.

Interaction among variables affecting plant growth and indeed among 

the essential nutrients, N, P, and K is an indisputable fact. This does 

not mean that interaction is always there. The existence of interaction 

between two variables is an empirical matter. When polynomials are used 

to analyze yield data, the inclusion of cross-product terms such as 

in the equation is often used as a means of investigating the presence 

of such interaction effects. Interaction, as explained below, is distinct 

from substitution. But, it should be noted that substitution is an 

intrinsic mathematical property of polynomials and that it is inappropriate 

to use such functional forms to investigate the existence of substitution 

among variables.

Let X.. represent the level of the i**1 nutrient and f(X. . |X., .,)I J * J 1 J



the crop yield obtained from application of j units of the ith nutrient 

given j' units of the i'th nutrient. Empirically, it is said that there 

is no interaction if f(Xn |X20) - f(X1 0 |X20) = f(Xn |X21) - f(X1 Q |X21) 

or alternatively, when Af(X1 0 |X2Q) = Af(Xn |X21); otherwise there is 

interaction between X..̂  and X ^ I n t e r a c t i o n  can be negative or posi­

tive and as can be deduced from the alternative formula given above, 

implies that, in the limit, af(X)|aX^ will be a function of X.,.

A polynomial formulation would, of course, display interaction but 

not without introducing substitution. One of the functional formulations 

which does not permit substitution is based on the "law of the minimum" 

formally stated by Liebig in 1840.

The basis of the law of the minimum is nutrient essentiality. As 

expounded by Liebig, "the crops on a field diminish or increase in exact 

proportion to the diminution or increase of the mineral substances con­

veyed to it in manure" and that "by the deficiency or absence of one 

necessary constituent, all others being present, the soil is rendered 

barren for all those crops to the life of which that one constituent is 

indispensable" [Russel, 1950, p. 13]. The latter quotation has not been 

contested. The former has been disputed since it suggests an unbounded 

function of the form f(X^) = 3q + B^Xj for given constants 3g and

There have been various modifications of Liebig's law. Some of the 

modifications have resulted in exponential functions (to be discussed 

shortly) but there are analysts who contend that "Liebig's original law 

of the minimum still stands as a logical and simple theory, meriting a 

statistical method for fitting it to observations" [Waggoner and Norvell, 

1979]. The authors combined the two aspects of the law relating to 

proportionality and deficiency to obtain the function
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y = Min [f(Z1), f(Z2), m] (2.6)

where y = yield

f(Zi) = c. + d.Z. ; i = 1 , 2

m = maximum yield obtained by adding the nutrients Ẑ

c.j, di = constants.

The function says that yield is limited by either Ẑ  or m or some com­

bination thereof, but y is only a function of the limiting factor which 

is the meaning of the expression Min (•••)• Thus, if Z1 and Z2 are not 

limiting growth, y = m. Figure 2.1 depicts the law of the minimum.

The law of the minimum embodies not only a function that allows 

interaction without substitution but also the idea of a yield plateau.

The existence of a yield plateau may be attributed to a number of 

reasons some of which are:

(a) The elements N, P, and K do not cause yield depression 

for most crops unless the application rate is extended 

substantially beyond the point of maximum response

(b) A ceiling on crop yield may be posed by other factors 

such as management, technology and unspecified factors 

of production

(c) The exponential nature of most biological responses.

Toll ini and Seagraves [1970] stated that "no one knows the form of 

the true production function but experience and theory would suggest 

that it has a flatter top and a sharper bend than is possible with 

the quadratic."

The existence of yield plateaus have also been documented empirical­

ly. Boyd [1970] reported that plateaus were reached at low or intermediate
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Figure 2.1 Depiction of the Law of the Minimum:
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rates of fertilizer for a number of different crop-nutrient combinations. 

Anderson and Nelson [1975] have also reported that most of the Iowa State 

College data, used extensively in the 1950's to popularize polynomial 

approximations, exhibit plateau-type maxima. The authors suggested formu­

lations or analytical techniques such as the use of splines because the 

quadratic polynomials overestimate both fertilizer level and yield cor­

responding to the highest net profit.

The intention here is not to give the false impression that all 

fertilizer-crop combinations exhibit yield plateaus. The point to be 

emphasized is that in cases where plateaus do occur (and theory and experi­

ence attest to a preponderance of such cases), ordinary polynomials lead 

to positive biases in fertilizer recommendations. This is a fact that 

cannot be taken lightly particularly in environments where pollution from 

agricultural production is a pressing issue. It is, however, of universal 

importance in view of the rising cost of energy and the need to conserve 

scarce mineral resources that go into the production of commercial 

fertilizer.

The foregoing discussion suggests that what is needed is a functional 

form that will account for the biological phenomena such as interaction 

and plateaus in crop response surfaces. The law of the minimum is a step 

in the right direction. But the aspect of it claiming that crop yields 

diminish or increase in exact proportion to the decrease or increase in 

available plant nutrients is contrary to the "theory of diminishing incre­

ments." This theory is based on the fact that yield from fertilizer usually 

increases at a decreasing rate. A formal statement of the theory is 

attributed to Mitscherlich [1909] and Spillman [1923]. Mitscherlich1s 

version of the theory (referred to hence as the Mitscherlich equation)



is based on the assumption that there exists a yield maximum, A, and that 

yield increments are proportional to the decrement from the maximum. The 

equation, for k nutrients, is stated as

' Y = A(1 - e'ClXl)(l - e~c2X2) . . . (l - e"ckxk) (2.7)

where Y = yield

A = yield maximum

X.j = total supply of deficient nutrient, i = 1, k 

and ĉ  = fertilizer efficiency constant for the ith nutrient.

The Mitscherlich equation is a limited substitution model. This 

implies that in an - X^ plane, the isoquants have a restricted region 

over which the elasticity of substitution of one variable for the other 

is different from either infinity (°°) or zero. This is in contrast to 

polynomials which usually portray smooth isoquants with a wide range of 

substitutability.

For a single nutrient, a depiction of the Mitscherlich equation is 

given in Figure 2.2 which also shows a curve for a second degree poly­

nomial such as the quadratic. The illustration also shows a curvilinear- 

and-plateau (CLP) model which is similar to the Liebig function except 

that the former is restricted to account for the law of diminishing 

increments.

Assuming a plateau-type crop response surface, the nature of mis- 

specification which would arise from the use of a polynomial should be 

clearly apparent from Figure 2.2. On the other hand, if yield were 

depressed after a certain level of fertilizer application, the other 

formulations shown in Figure 2.2 would be unable to capture it. However, 

as already noted, for essential nutrients, such yield reductions usually
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occur at levels of fertilizer application well beyond the feasible eco­

nomic range. Hence, the use of the Mitscherlich or the CLP model when 

yield depressions occur may not constitute problems as serious as the 

use of-a polynomial in cases where the surface has an extensive plateau.

It must be emphasized that all the three models constitute a potential 

bias of one kind or the other. Choice among them may therefore be on 

the basis of whichever does the least damage to theory and experience 

in crop production.

Bray [1954] in introducing the nutrient mobility concept suggested 

that mobile nutrients may follow Liebig's law while the relatively immo­

bile nutrients may act according to the Mitscherlich-Baule percentage 

sufficiency concept. Swanson [1963] employed Bray's concept of nutrient 

mobility to combine nonlinearity in response (implicit in the Mitscherlich 

formulation) with Liebig's law of the limit. The author explained how 

to go about obtaining a linear programming solution to a problem in which 

the response to one of the two nutrients being studied was nonlinear.

The author also noted that to estimate the yield response to one nutrient, 

it would be necessary to make sure that the unstudied factors are not 

effectively limiting production. Whether this assurance is to be achieved 

by experimental design or by analytically discriminating among the obser­

vations was not made clear. Empirical work along Swanson's footsteps 

has been limited.

Anderson and Nelson [1975] suggested a family of intersecting 

straight lines (linear splines) to approximate the feasible economic range 

of a crop response curve. In Chapter 3 it will be shown how the idea 

°f splines can be utilized in conjunction with Liebig's law of the limit 

to obtain a generalized non-substitution crop response model.
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2.1.4 Incorporating site and weather characteristics in crop response 

functions

The incorporation of site and weather variables in comprehensive 

crop response models has been as controversial as it has been slowed by 

the dearth of suitable data. The importance of general crop response 

functions accounting for crop variety, soil and weather variables is well 

documented in literature (see e.g., Hildreth, 1957).

The concept of nutrient carryover and the increasingly menacing pro­

blem of pollution arising from the use of commercial fertilizers have 

motivated research in the direction of exploring the dynamic nature of 

crop-fertilizer relations. Lack of recognition of the dynamic nature 

of the fertilization problem can lead to costly long-run problems.

One way of accounting for residual fertilizer (carryover) is through 

soil tests. The latter, however, do not translate one-to-one into equi­

valent amounts of added fertilizer. Their inclusion in crop response 

functions has therefore been handled in various ways. One general 

approach is to represent the mean response by f(X^) where is the total 

nutrient given by Xb* + X, where b* is the soil test, X is an unknown 

constant of proportionality and X is the applied nutrient. This approach 

was employed by Hildreth [1957]. Soil tests may, however, be highly inter­

dependent in addition to being functions of crop yield and added fertilizer 

nutrients. Hence, a generalization of Hildreth's approach as carried 

out for instance by Jensen and Pesek [1959 a & b] and Ryan [1972] can 

lead to statistical and interpretational problems.

Another problem encountered in the use of soil tests is that they 

roay not be correlated with the plant extractable amounts of nutrients 

under all circumstances. It may therefore be appropriate to look into
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implicit ways of measuring the residual value of past applications of 

fertilizer.

The idea of including soil tests explicitly into the crop response 

model is attractive because such tests can be readily conducted to monitor 

the fertility level of a soil at a given time without requiring a record 

of past fertilizer applications. The latter are indispensable if carry­

over is computed explicitly.

The soil-type and weather variables problem has also been tackled 

in alternative ways. The difficulties usually encountered are the selec­

tion of variables to include in the regression, the accuracy of measuring 

such variables and the interpretation of the results. Steinberger [1957] 

for example, used dummy variables in a discrete model suggested by Hildreth 

in 1957 while Ryan [1972] included soil pH, temperature, and rainfall 

in addition to fertilizer nutrients in a single quadratic equation. Models 

of the latter type run the risk of muticol linearity as already noted above 

in relation to soil tests.

Lanzer [1978] employed a generalized crop response model requiring 

no explicit assessment of soil-type and weather variables. The virtues 

of his approach derive from the fact that these two categories represent 

a large number of variables which would be costly if measured on a large- 

scale basis and statistically worthless unless collected over a long 

period of time.

2.2 Testing Model Specification

The importance of choosing an appropriate functional form for the 

crop response function, f(X), has already been stated in subsection 2.1.1.
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But, there is no basic theory to indicate what this functional form should 

be. It is because of this reason that it was stated earlier that the 

precise selection of any mathematical function to express f(X) depends 

on detailed experimental evidence.

The phrase 'experimental evidence1 should be taken to encompass the 

aspects discussed in sub-sections 2.1.2 through 2.1.4. It refers to the 

body of prior information (mathematical, historical, or biological) that 

helps the analyst in delineating the possible configurations of the 

response surface. Such evidence cannot be used unilaterally since the 

principles upon which they are based are not unswerving universal laws. 

Indeed a selection procedure based entirely on the analyst's evaluation 

of the underlying circumstances may entail a significant degree of sub­

jectivity. Thei1 [1971, p. 545] states that "statistical procedures 

should not be regarded as the only tools for handling the selection pro­

blem. The analyst may be convinced on a priori grounds that one specifi­

cation is more realistic than another, in which case he should feel 

justified in applying the former . . . ." It follows then that prior 

information and statistical criteria play a major role in model selection. 

The two go hand-in-hand. That is why some effort was diverted to an 

exposition of the problems akin to formulation of crop response models 

(Section 2.1) even though a statistical test of functional specification 

is one of the major goals of this study.

The term "statistical" as used here should be taken to mean any 

post-estimation criteria that might be used in model selection. They 

are criteria derived from the data according to some specified mathe­

matical formulae. Thus economic procedures of selection are viewed as

statistical.
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It is common practice to compare different functional forms on the

basis of the coefficient of multiple correlation (R ) and/or the estimate

of residual variance, both properly adjusted for degrees of freedom. The
2

function that maximizes R or, alternatively, the one with the minimum 

residual variance estimate is taken as the "best" [Theil, 1971]. Other 

such criteria which aim at obtaining the single most appropriate formu­

lation are: nesting of functions (preferably linear) into a comprehensive

model and applying significance tests such as t-ratios on specified coef­

ficients; maximum likelihood tests and cross validation. In the latter 

procedure, the data set is split into two segments (usually arbitrarily), 

one for model estimation and the other for validation.

The ultimate choice of a model cannot be based purely on the basis 

of the general ability of the model to represent the data even if this 

means representation in the vicinity of the optimum. The reason is that 

choice on the basis of ad hoc statistical criteria mentioned above can 

lead to deadlocks particularly in cases where most of the models being 

tested account for a high proportion of the variation in the dependent

variable. Toll ini and Seagraves [1970, p. 9] for instance, had a case 
. 2
in which all the three models being tested had R values of about 82%

while Lanzer [1978] presented results of a comparison in which the square

root and the Liebig-Mitscherlich models were indistinguishable solely 
2

on the basis of R . In the latter case, additional information such as 

residual variance estimate or more subjective criteria such as simplicity 

of the model and computational convenience would have to be considered 

in the decision process. Such cases are not uncommon in practice.

The use of ad hoc statistical procedures lead not only to practical 

difficulties but also to conceptual problems. Generally, the procedures
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lead to a single formulation as the "best." For example, in the use of
2

residual variance estimate (S ), it is assumed that the correct specifi-
O

cation f(Xq ) has the minimum residual variance, Sg, and hence that any

other specification f(Xj) has such that E(S^ - SQ) > 0 [Theil, 1971,

p. 543].—  ̂ Selection on the basis of the specification with the minimum 
2

S presumes that the form being tested is the true specification. Thus, 

in testing a maintained hypothesis (Hg) against an alternative one (Hj), 

the procedures imply conviction about the truth of Hg. In practice, there 

are not many cases in which the analyst would be certain about the truth 

of a given formulation. As already repeated many times, the true nature 

of the crop response function f(X) is unknown. Hence, maintaining one 

hypothesis as the unequivocal truth or, alternatively, a selection proce­

dure that seeks just one model as the "best" is inappropriate.

It is often stated that even when models are indistinguishable on
2

the basis of such statistical criteria as R , they may still differ in 

terms of prediction and derivable economic recommendations. Some analysts 

have, therefore, preferred to conduct the model selection process on the 

basis of economic yardsticks. An example is when models are discriminated 

on the basis of a measure of economic return such as profit associated 

with fertilizer recommendations from the models. Perrin [1976] employed 

a similar procedure to compare linear response and plateau (LRP) and 

quadratic formulations. The author found no significant difference 

between the two formulations on the basis of economic grounds. The choice 

between the two would, therefore, have to be assisted by additional, pos­

sibly subjective, criteria. This is the kind of deadlock that is often

-^The notation is the usual for the standard regression model 
X = f(X) + e, E being the symbol for the expectation operator.
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encountered when attempting to choose a single "best" formulation on the 

basis of "a posteriori" statistical formulae. The existence of this pro­

blem is, however, a blessing in disguise since it helps to underscore 

the importance of the fact that statistical criteria alone are not suf­

ficient as a basis for model selection.

An extension of Perrin's method has been done for example by Mombiela 

and Nelson [1980]. The authors compared quadratic, square root, and 

Mitscherlich formulations on the basis of closeness to the true optimal 

recommendation. The true model was developed by the authors. Sampling 

from the model was then carried out to create data sets that were used 

to estimate the equations to be compared. The authors concluded that 

the Mitscherlich had the best performance and that "The quadratic surface 

is too rigid to accommodate non-symmetrical shapes . . . ."

The above procedure depends critically on the existence of an accumu­

lated amount of experience gained through years of fertilizer research 

and practice. Without such experience (and this would most likely be 

the case in many developing countries), it would be impossible to construct 

the so-called true model from which the data is generated. Therefore, 

this technique is of limited applicability.

A general criticism of economic criteria is that their use in 

comparing models, one of which is misspecified, is not valid. The reason 

is that biases in the physical model are manifested in the economic 

testing procedure and thus minimizing the power of economic criteria as 

a means of testing model specification. A typical example is the compari­

son of an exponential formulation such as the Mitscherlich with a quadratic 

Polynomial known to overestimate both the optimal level of fertilizer 

application and the corresponding crop yield when the response is



characterized by a plateau-type surface. In such a case, selection on 

the basis of economic grounds or the use of statistical techniques 

involving conventional likelihood ratio and F tests are inappropriate. 

This is due to the fact that the comparison involves non-nested hypo­

theses. Two hypotheses are non-nested when the specification of one 

cannot be obtained from the other by imposing appropriate restrictions 

or be obtained as a limiting form of a suitable approximation [Fisher 

and McAleer, 1981].

The selection criteria reviewed above involve testing a maintained 

(null) hypothesis which is either rejected or not rejected. It is pre­

sumed that one of the hypotheses is true, that is, it obeys all the 

classical assumptions. First, because the true nature of the crop 

response function is unknown, it is difficult to develop a prior convic­

tion about the truth of a particular hypothesis. Secondly, in crop 

response studies, many of the comparisons involve models like polynomials 

and exponential equations which do not belong to the same family. These 

points imply that the model selection procedure should be flexible enough 

to allow the possibility of rejecting both the maintained and the alter­

native hypotheses. This means that model selection should be preoccupied 

with hypothesis testing not merely discrimination in which the "best" 

model is sought. Since the models often do not belong to the same family, 

the hypothesis testing cannot proceed on the basis of measures of rela- 

tive fit such as R and residual variance estimate.

In this study, testing model specification is to be carried out by 

means of statistical procedures which take into account the non-nested 

nature of the hypotheses under test. Alternative models of crop response 

and the theoretical concepts of testing the underlying hypotheses are
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presented in the next chapter. In the chapter dealing with empirical 

results (Chapter 4), the main focus will be on non-nested hypothesis tests 

and the facilitating procedures. Whenever possible, the present habit 

in the'econometrics literature of reporting relative measures of perfor- 

mance (e.g., R and residual variance estimate) of the models studied 

will be sustained. However, to avoid distracting attention from the main 

objective of this study (namely, to carry out a test of the nutrient non­

substitution hypothesis) and to avoid unnecessary duplication of previous 

research efforts, discussion of the results of estimation of the competing 

models will be suppressed to a minimum.
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3.1 The nutrient non-substitution crop response model

The problems of variable selection and testing model specification 

by use" of prior and statistical information have been considered in 

Section 2.2. Objections to the use of polynomials to represent the crop 

response function, Y = F(X, S, W, e, e), given in equation (2.2) were 

discussed in subsection 2.1.3. It was also argued in subsection 2.1.4 

that it is more appropriate to consider the fertilization problem as 

dynamic in nature. This requires an explicit account of the interrela­

tionships between past and current events and their impact on crop 

response. Of special interest are the uncontrollable soil (S) and weather 

(W) variables and efficient techniques of incorporating them into the 

models used for designing recommendations on optimal levels of the 

controllable factors X.

There are numerous soil and weather variables affecting crop response. 

Hence, an attempt to expand the number of relevant explanatory variables 

included in the functional relationship soon runs into statistical and 

measurement problems. To avoid the necessity of explicitly accounting 

for the multitude of soil-type and weather variables, Lanzer [1978] 

employed an alternative approach.—  ̂ If X in the general crop response 

function is taken to represent only fertilizer nutrients, the assumption 

of weak separability (between soil-type and weather variables on the one 

hand and fertilizer nutrients on the other) allows equation (2.2) to be 

written in the form

Y = g(S, W) f(b + X) (3.1)

-^For details of the derivation of the model and supporting 
arguments, reference should be made to Lanzer [1978].
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In equation (3.1), b represents a vector of nutrients initially available 

in the soil and g(*) and f(-) are functions of variables whose symbols 

have already been explained. For simplicity of presentation, the error 

term (e) is omitted from (3.1).

The response surface is assumed to be characterized by a yield 

plateau representing the maximum yield, A*. The latter is dependent on 

a set of ideal conditions (b + X)*, S* and W* such that

where h(S, W) = g(S, W)/A*

Since by (3.2) A* ^ Y, equation (3.3) implies that h(S, W)£[0, 1] and 

f(b + X)£[0, 1]. Thus, (3.3) is a relative yield model. By letting 

A$w represent A* h(S, W), equation (3.3) is written as

The term Agw is the yield plateau of a given set of experimental data 

as determined by soil-type and weather conditions at the site. One of 

the advantages of the formulation in (3.4) is that the latter variables 

need no longer be measured explicitly. The maximum yield for a given 

experiment may be used to code the data leaving only the problem of spe­

cifying the mathematical form of f(b + X).

As already noted, the major building blocks N, P, and K do not sub­

stitute for each other in a physiological sense. Letting X represent 

the essential nutrients named above and invoking Liebig's law of the 

Minimum, the relative yield model can be written as

g(S*, W*) f(b + X)* = A* > g(S, W) f(b + X) (3.2)

by dividing both sides of (3.1) by A* one obtains 

Y = A* h(S, W) f(b + X) (3.3)

Y = A s w f(b+ X). (3.4)

e (3.5)



where Y = crop yield

xT = bi + X.j = total supply of î *1 nutrient 

I = the set of essential nutrients .

Asw = maximum yield 

and e = an error term.

Equation (3.5) is the nutrient non-substitution model. It differs from 

(3.4), which is merely a generalization of the Mitscherlich equation, 

in the sense that whereas the latter (and hence 3.4) allows limited sub­

stitutability, (3.5) does not. The model generalizes the one used by 

Waggoner and Norvell [1979] in the sense that the functions, f^(xT) 

are not restricted to be linear. According to the theory of diminishing 

increments, one would presume that these functions are concave. This 

is a useful assumption particularly when it comes to estimating the non­

substitution model as will be shown in Section 3.4.

3.2 Formulation of the nutrient carryover functions

The units of b̂  as introduced in equation (3.5) need further explana- 

tion. The variable b̂  is interpreted as the amount of the iun nutrient 

already in the soil. It is the flow component of the stock of the i ^  

nutrient carried forward from past growing seasons and is invariably 

referred to in the literature as nutrient carryover or the residual value 

of past fertilizer applications. The units are usually in kg of freshly 

applied fertilizer to which the carryover is currently equivalent.

The notion of b̂  as the amount of seasonal nutrient release suggests 

that it may be a function of factors such as the soil's capacity to hold 

the nutrient, the kind of crop grown, the duration of plant growth, the



prevailing weather conditions and the initial fertility level, to mention 

but a few. Nutrient carryover is therefore best viewed as stochastic.

This may explain, in part, the seasonal variability in crop response to 

applied fertilizer as documented by agronomists [see for example Matocha 

et al., 1970].

In Section 3.1, crop yield was presented as a function of total 

amounts of soil available nutrients, xT. The latter is the sum of the 

carryover bi and freshly applied fertilizer Xi. Knowledge of the amount 

representing b̂  is therefore crucial to economic optimization of fertilizer 

applications over time. Unfortunately, no scientific means are available 

yet that can measure the variable directly. A chemical analysis of the 

soil (soil test) at the beginning of the season can, however, give an 

indication of the potential amount of a nutrient, part of which may be 

made available to the current crop. A soil test does not give the 

nutrient release or carryover as explained above. It merely gives an 

index which is, hopefully, correlated with what the crop can extract from 

the soil to augment the freshly added fertilizer. It follows then that 

the soil test variable, call it bt, is also dependent on the soil-type, 

agronomic and weather variables mentioned in the preceding paragraph.

The dependence of b̂  and hence bt on soil-type variables is what 

makes soil testing valuable. On the basis of calibrated soil tests, soils 

are categorized according to their nutrient releasing ability or equi­

valently by use of an index reflecting b^. This in turn enables 

researchers to localize fertilizer recommendations to specific soil types. 

The economic justification of such an exercise, however, hinges on the 

existence of a scientific procedure that produces bf values which best
A. l_

reflect that component of the l n nutrient which is extractable by the
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crop. The cost of fine-tuning fertilizer recommendations on the basis 

of soil tests must also be weighed against that of a blanket-type approach 

based on the average of all soil test results [see for example Ryan, 1972, 

ch. 5]-.

As already noted above, soil tests give an index b* of the possible 

nutrient release b. in the current season. In order to utilize the soil 

test index, it must be converted to the more useful variable b^. The 

rest of this section discusses the relationship between b̂  and the soil 

test index and how the current nutrient release is related to the past 

events: the concept of a nutrient carryover function.

Generally, the function which has to be specified is of the form 

b̂  = h(b?). Reuss and Geist [1970] proposed the use of

h(bt) = A.bt (3.6)

In (3.6), is the (unknown) proportion of soil available nutrient 

released in the current season. It is the proportion of the stock that 

will be extracted by the incoming crop; the stock is given by the index 

b*. The authors went on to suggest that the function h(b^) may be repre­

sented by more complex specifications such as a second degree polynomial 

in bt.

Mombiela and Nelson have cited a study by Mombiela et al., [1980] 

in which the authors found a linear relationship of the form 

h(bt) = + a ^ ^  to be more appropriate [Mombiela and Nelson, 1980, p. 2].

By considering the nutrient release as coming from distinct sources, 

e-9-, a depletable source and a non-depletable source (the contribution 

of the native soil material), it is possible to end up with more complex 

functional forms for h(b^). Heylar and Godden [1977] have employed one 

such formulation.
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Lanzer [1978] in a study based on data from a wheat-soybeans rotation 

in southern Brazil, used the simpler version given in equation (3.6) 

above. This simpler relationship will be adopted here, admittedly to 

facilitate ease of estimation of subsequent models relying on parameter 

estimates derived from the function h(bT).

For a given season and crop, the nutrient release depends on soil 

type [see for example Fixen and Carson, 1978]. One would therefore expect 

the X-values to be a function of the soil characteristics. Equation (3.6) 

is therefore modified to

»i 1 xisbi <3-7>

The soil test (bT) is given in yg/g while the nutrient carryover (b^

is in kg of applied fertilizer to which the nutrient release is equivalent.

The subscripts i and s refer to nutrient and soil-type category,

respectively.

Assuming that the X-values are stable from year to year, soils may 

be categorized on the basis of their x-values. The optimal level of fer­

tility required to sustain adequate crop growth in a specified soil-type 

can then be computed only on the basis of current soil test and the 

corresponding estimate of the unknown proportional ity constant, . A 

record of past fertilizer applications at a particular location is there­

fore not required in designing future fertilizer recommendations to 

farmers. This is the sole purpose of soil tests: to be able to calibrate 

and use them for monitoring the soil fertility.-^

-^Since y = f(xT; 6 ^  = f(bi + Xi; $. ) and b = X^bT it follows
that soil tests can also be calibrated on the basis of the efficiency 
°f carryover fertilizer given by k. = B-X. where 3 . is the efficiency 
°f the applied fertilizer. 1 1 1S 1
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The phrase "fertilizer recommendations" has been mentioned in the 

foregoing discussion but only for the sake of facilitating an understanding 

of the role of A . . Fertilizer recommendation is in the domain of economic 

optimization techniques and transcends the estimation of the underlying 

physical relationships as intended here.

Attention will now be directed towards a technique for obtaining 

an estimate of A. . It should be remembered that A. simply facilitates 

transformation of the soil test index to residual or nutrient carryover, 

the latter being in units equivalent to those of applied fertilizer 

nutrient. The soil test index of the preceding season is given by 

bTt_j + A ^  where is fertilizer applied at the beginning of

the season. A proportion of that index is made available to the crop.

This season's soil test should therefore be expected to be related to 

that of the previous season in a manner dictated by site and weather 

variables unique to that location as follows:

b*t ■ 9<bit-l + (3.8)

•1where A.$ is in yg/g, all the symbols having been explained in the

text. The inverse of (3.8) with variables measured in kg of applied 

fertilizer is

bn  = h<bn-i + <3 -9>

It should be noted that equation (3.9) does not involve soil tests. The 

relationship b̂  = A^bf in (3.6) implies that b+ = aT1 .̂ and since b̂  is 

measured in units equivalent to those of currently applied fertilizer 

the latter can similarly be converted to soil test units by multi­

plying by aT* thus explaining the reciprocal relationship between equa­

tions (3.8) and (3.9).



Tracing the destination of nutrients, particularly the relatively 

mobile nutrients such as nitrogen by means of chemical analysis of soils 

can be a difficult task as noted by Stauber and Burt [1973]. The authors 

suggested an implicit way of measuring nutrient carryover. An extra 

variable was introduced in h(*) and the function specified as

bNt = a0 b̂Nt-l + XNt-1  ̂ 1Wt-l (3.10)

where Ŵ. = precipitation during growing season 

bNt = nitrogen carryover 

and a j  = parameters; i =0, 1, 2.

The authors were interested in explaining the response of grass to total 

nitrogen by employing the function

Yt = f(XNt’ Wt’ e) (3.11)

where xl. = total supply of nitrogen; applied (XjL) plus 
carryover (b^t)

and g = parameter vector.

The parameter vectors, a of the carryover function and 3 of the yield 

function, are estimated simultaneously after substituting for 

bNt^XNl ' ’ ' XNt^ 1n (3.11). Details of the procedures and its pitfalls 

can be found in Stauber and Burt [1973] and Stauber et al., [1975].

The major attributes of the author's approach are that no soil tests 

are required, a weather variable is introduced to explain variations in 

nutrient carryover and finally, fertilizer recommendations on the basis 

of their approach requires knowledge of past fertilizer applications.

The latter attribute appears restrictive but as Matocha et al., [1970] 

have noted, past fertilizer applications may be a necessary requisite 

ln recommendations of fertilizer use whenever it appears that the soil



tests are not correlated well with actual nutrient release. This may 

very well be the case for nitrogen, a nutrient which is known to occur 

in highly transient forms in many soil-type and weather combinations.

Other authors have noted the dependence of nutrient carryover on 

weather variables and crop species. Different crops have different capa­

bilities to extract native nutrients as noted for example by Fixen and 

Carson [1978]. Weather variables such as temperature and precipitation 

influence the mobility and hence availability of the elements in the soil. 

However, only a few authors have actually formulated nutrient carryover 

explicitly as a function of these variables. Fuller [1965, p. Ill] 

attempted to explain the complexity of the relationship between past 

yields, weather variables, and nitrogen carryover. The author employed 

a model in which total nitrogen is given by + Ct + Û .. is the 

nitrogen carryover and is a stochastic term which is a function of 

rainfall and past yields. This formulation makes stochastic and hence 

the crop response too is stochastic.

The foregoing discussion points to the fact that past yields should 

be included in the carryover function in (3.9). In many circumstances 

the harvested portion of the crop represents a permanent loss of nutrients 

from the soil. Past yields should therefore be considered as a proxy 

to the actual elemental quantities extracted from the soil by way of 

harvesting. If the harvested portion of the crop does not represent a 

significant nutrient loss, the inclusion of past yields in the carryover 

function cannot be defended.

—^For other indirect techniques of measuring residual value of 
single applications of fertilizer, see for example Kennedy et al.,
[1973] and alternative approaches and extension in Helyar and 
Sodden [1977].



Weather and site characteristics such as soil pH, temperature, rain­

fall, and past management and their interactions may also explain some 

of the variability in nutrient carryover [Fixen and Carson, 1978, Fuller, 

1965]. The management aspect is possibly a major factor determining loss 

of soil nutrient through soil erosion and run-off. But, the picture is 

further complicated by the fact that, depending on the nutrient mobility, 

which in turn is a function of the chemical form in which the nutrient 

exists in a particular soil, significant quantities can be lost by 

leaching into aquifers, rivers, and lakes. The use of data from experi­

ments in which standard field management practices are adhered to may 

rationalize the exclusion of some of the site variables. In some cases 

the variability in soil pH is restricted within prescribed bounds by addi­

tion of specified amounts of lime to the soil. This would make pH an 

unimportant explanatory variable in the carryover function in (3.9). It 

is, however, not feasible to control all the variables even under experi­

mental conditions. The relationship between b^t and the included vari­

ables is, therefore, not deterministic. To account for this, a stochastic 

error term with specified properties should be included in the 

relationship.

Where the soil tests are reflective of the exchangeable quantities 

of soil nutrients, equation (3.8) may be preferrable to (3.9) on grounds 

that the variable b ^  in (3.9) is not observable. As already noted, there 

are cases when (3.9) may be taken in favor of (3.8), the attendant compli­

cations involved in implicit estimation of b^t notwithstanding. In this 

Particular study, however, the carryover formulation in terms of soil- 

test units will be adopted. In light of the foregoing discussion on 

variables affecting nutrient carryover, equation (3.8) is now written
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in the form

b‘t ' 9<b*t-l + xT^ Xbt.r  yt.j) + vn (3.12)

where y._j = crop yield prior to soil sampling at period t 

v.^ = stochastic error term 

and other symbols are as previously defined.

Equation (3.12) relates the current index for the î *1 nutrient 

availability, bf^, with the index of total availability at the beginning 

of the preceding period and crop yield prior to soil testing. Where 

nutrient losses through leaching are not significant, or alternatively, 

for relatively immobile nutrients such as phosphorous and potassium, crop 

harvests may be a major source of nutrient loss. Viewing the variable 

yt_j as a nutrient extractor in conjunction with the fact that plant roots 

have to forage for the relatively immobile nutrients [Bray, 1954] leads 

to the conclusion that the direction of causality is from y. . to bt̂ ..

This in turn implies that a bumper crop should be followed by a low soil 

test and vice versa. But this may be true only if the harvested portion 

of the crop has a high nutrient content compared to the portion which 

is recycled back into the field. The relationship between y. . and b*. 

may also be confounded by the influences of other unspecified variables 

such as temperature and moisture content of the soil. It is possible, • 

therefore, that the preceding harvest may be correlated with the current 

soil test for reasons other than that the former is an avenue of nutrient 

loss. A different perspective to the same problem is by viewing the 

carryover b*t as a function of all past events which also condition the 

yield yt_r  This reinforces the notion just mentioned above, namely that 

and y^_^ may be correlated even when the nutrient loss embodied in 

is insignificant.
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In the special case of a rotation in which soil sampling is conducted

only once during a rotation, as will be encountered in Section 3.3, y.,. ,
•'t-l

in (3.12) would be a vector of all crop yields in the preceding rotation. 

This would be a rational and unquestionable procedure if the direction 

of causality was known to be from previous crop yield to current soil 

test. However, in light of the uncertainties and the possible relation­

ships mentioned in the paragraphs above, the question of which particular 

crop(s) to be obtained in (3.12) on grounds of variation in b*t explained 

can only be settled in empirical terms.

In Section 3.1, equation (3.5) was simply expressed in terms of total 

available nutrients, xT. By definition, xl = b .  + Xi where bi is nutrient 

carryover expressed in kg of applied fertilizer nutrients. As already 

noted, b.j is not observable. It is, however, estimated by X^b* where 

b* is in soil-test units and x. is estimated from an equation such as 

(3.12). By substituting for b.. in equation (3.5) of Section 3.1, the 

crop response equation becomes

= Aswt M1n {f<xisb*t + Xit)} + Et <3-13>

where all the symbols have the same interpretation as in the preceding

equations.

Equation (3.13) and the carryover function in (3.12) constitute a, 

dynamic non-substitution crop response model. The term non-substitution 

has already been explained in Section 3.1. The dynamic aspect of the 

model derives from the fact that current economic optimization over X̂  

is conditioned by nutrient carryover. The latter is a function of past 

actions and events.

The model has two equations and two endogenous variables y and bT.

The appropriate technique for estimating the two equations is therefore



that which is applicable to a simultaneous-equations system. The endo­

genous variable y does not appear in the carryover equation. In addition, 

if it is assumed that the contemporaneous covariances are zero implying 

that Cov(e, V.j) = l  is diagonal, the model would qualify as a recursive 

system [Intril1igator, 1978, p. 359]. Equations of a recursive system 

can be estimated individually without risking biased estimates of the 

parameters.

A description of the stochastic properties of the error term, v^, 

will not be attempted at this juncture. That task is taken up in Section 

3.3 which deals with the interpretation and estimation techniques for 

the carryover function in (3.12). Suffice it here to mention that the 

error term in (3.13) embodies omitted variables and measurement errors 

relevant to the growing season. Soil sampling is conducted at the begin­

ning of the season, thus, it may not be unrealistic to assume that the 

random events implicit in v ^  are independent of those in for all 

time periods. The estimation of equations (3.12) and (3.13) will there­

fore proceed under the premise that the model is recursive. Since the 

X-values are needed in equation (3.13), the first priority will be given 

to the carryover equation. Once the estimate of X.. is obtained, a dis­

cussion of the estimation techniques for the crop response function can 

then proceed in terms of x! which is given by X^bt^ + X^. The first 

part of the next section will, however, be devoted to a description of 

the data to be used for estimation.
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3.3 Estimation of the carryover functions

3.3.1 The data-^

The experiment was started in 1952 on the Agronomy Farm at Purdue 

University on a Raub silt loam, an imperfectly drained prairie soil. The 

crops initially used were corn (Zea mays L.), soybean (Glycine max L.), 

wheat (Triticum vulgare L.) and hay (a mixture of alfalfa (Medicago 

sativa L.), red clover (Trifolium pratense L.), and brome grass (Bromus 

sp.)). The applied nutrients were phosphorous (P) and potassium (K) in 

the form of superphosphate and potassium chloride respectively.

There were 22 treatments of P and K randomized within each of the 

8 blocks representing two replicates. Crops were randomized within each 

replicate. The rotation sequence was corn-l-soybean-wheat-hay. In 1963 

the hay crop was replaced by a second crop of corn designated here as 

corn-2.

All the straw was ploughed back into the field and soil samples were 

taken only from the hay plots prior to broadcasting P and K in fall.

Corn-1 was planted on these same plots in May of the following year. This 

means that for a given block, both soil sampling and broadcasting of P 

and K took place only once in four years. Soybean, wheat, and hay did 

not receive direct broadcast applications of P and K. Only corn-1 and 

wheat received row applications of fertilizer. Nitrogen was plowed under 

for corn-1 plots and top-dressed to the wheat plots at non-limiting levels.

— ^The data set used in this study was kindly provided by Prof.
A. Barber of the Department of Agronomy, Purdue University.

Additional information regarding experimental procedures can be 
9'eaned from the following publications: Barber, S.A. [1958], [1979],
and [1980].
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The soil pH was adjusted to 6.5 by applying suitable amounts of lime.

Experimentation continued through 1980. The soil sampling and 

fertilization procedures are presented schematically on Table 3.1. Appli­

cation-rates for P and K are presented in Appendix Table A.2.

Table 3.1 is only a stylization of the operations involved in the 

experiment. Some essential details such as how and specifically when 

fertilizer was broadcast have been omitted. The important fact to remember 

is the sequence in the rotation as it relates to soil sampling and the 

fertilization routines. This fact is crucial to the development and 

interpretation of subsequent mathematical formulations.

The soil sampling procedure involved taking 15 cores in the plow 

layer, 0-15 cm, from the central portion of each of the hay plots. The 

plots measured 4.3 m wide and 19.8 m long.

The available phosphorous and potassium was extracted at the Purdue 

Soil Testing Laboratory by shaking 5 g of soil with 15 ml of 0.7 HC1 in 

a shaker for two minutes. In 1968, the phosphorous extraction procedure 

was changed to Bray PI. At a soil pH of about 5.8, the average initial 

soil tests, before P and K applications in 1952, were 18 and 45 yg/g 

respectively.

3.3.2 A distributed lag model interpretation of the carryover functions

On the basis of the foregoing account fo the experimental design 

and field operations summarized in Table 3.1, the following carryover 

is proposed

bi jkt 9itbij-lkt + xi1(Xijk-lt + Xijk-3t + Xij-lkt)s yjkt,

yW yS y0"1 ] + V
yjk-lt’ yjk-2t’ yjk-3tJ vijkt (3.14)



Table 3.1 Summary of Field Operations at the Purdue Experiment

ROTATION (J) 1 2 3 4 5
CALENDAR YEAR 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72
PERIOD IN ROTATION (K) 0 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

B R R B R R B R R B R R B R R B
BLOCK I Cl S W H Cl S W H Cl S W C2 Cl S W C2 Cl S W C2 . . .

b; b*°14 b*°24 b34 b*°44

II
H Cl S W H Cl S W H Cl s w C2 Cl s W C2 Cl s w •  •  •

bo* b*D11 b*°21 b31 b41
h*
°51

III
W H Cl S W H Cl S w H Cl s w C2 Cl S W C2 Cl s •  •  •

bo* b*°12 b*°22 b32 b42 b52

IV
S W H Cl S W H Cl s W H Cl s W C2 Cl S W C2 Cl . . .

b; b*°13 b*
°23

h*
°33 h*

°43 b53

R = Row application of P and K shown here only for Block I in order to avoid clutter.

B = Broadcast application of P and K done after soil sampling from the hay plots, shown here only for 
Block I.

bjk = Soil sampling, after harvesting hay/corn-2; b* represents initial soil sampling.

Other letters represent the four crops: corn-1, soy, wheat, hay and corn-2.
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where b*.|. = soil test unit of the ith nutrient at the tth
J treatment in the kth period of the jth rotation

R R thX • • k_1 f + = total row application of the i nutrient at
J J the tth treatment during the jth rotation; 1/4

of the fertilizer is applied to wheat one period
prior to soil sampling and 3/4 to corn-1 three
periods back

B thXi i - l k t  = broadcast application of the nutrient at
the tth treatment in period k of the previous
rotation

X . = an unknown constant of proportionality for the 
ith nutrient; only one soil type is involved 
hence the subscript s introduced in Section 3.2 
is dropped

H W S Cly , y , y , y  = yield of hay, wheat, soybean, and corn-1 in that
order. From 1963 y" is substituted by yC2, yield 
of corn-2

and Vi jkt an error term whose stochastic properties will 
be defined later.

By letting r represent replication, a more compact form of equation

(3.14) for the it*1 nutrient and rotation is given by

B?j = + b X j - 1 ’ V + V ij
(3.15)

where B*.
ij

b*ijl01,r 
•
•

b*Di jl22,r 

h*
_i j 42 2, rj

The other variables in (3.15) are constructed in a manner similar to the 

construction of Bf. shown above where i = l , 2 ; j = l , 7 ; k = l , 4  and
* J

T = 1, 22. XA . , is the total nutrient application during the outgoing• J 1

and BTj_r



rotation. It should be noted from equation (3.14) that strictly, the

subscript j-1 applies only to the broadcast component of XA , the other

being the row application to corn-1 and wheat of the current rotation.

The construction of the column vectors in (3.15) must therefore be done

with close reference to equation (3.14).

The lag structure in (3.15) is with respect to both the rotations

and the periods within a rotation. The vector of crop yields Y. for
J

instance represents events taking place before the soil testing is done. 

Remember that soil sampling is done after harvesting hay/corn-2 but prior 

to broadcasting P and K for corn-1. The variables under G.[*] in equa­

tion (3.15) are indicators of the history of the plot from which the cur­

rent soil sample is taken. In words, therefore, equation (3.15) says 

that the current rotation soil test for the ith nutrient at any given 

plot depends on the total supply of that nutrient (given by the index 

B+j_j + ^-jX-jj^) and the amount of nutrient loss (given by Y^) during 

the outgoing rotation. The latter symbol is an N x 4 matrix whose t ^
I I  I I  Q  p i

row, for given j and k, is (y£, y” , y^, y^1). N is the total number of 

observations equal to J x K x T where the latter symbols represent totals 

of rotations, periods, and treatments respectively.

The sequence of rotation was C1-S-W-H(C2) soil sampling was done 

after harvesting hay. As already stated, only the hay plots were sampled. 

It is therefore not unreasonable to expect yields far removed from the 

period of soil sampling to have a less significant role in equation (3.15). 

Since crop harvests represent nutrient loss, all the coefficients of the 

components of Y. should be expected to be negative. Because of compli-
J

cations arising from stochastic relationships, this need not always be 

the case. All the four crops will therefore be retained in (3.15) and



exclusion of variables done only on the basis of preliminary empirical 

results.

A
The influence of and on B+j is rather straightforward

and will therefore not be discussed here.

The use of a common constant of proportionality (a..) in (3.15) to

relate soil tests to fertilizer applied at different periods during a

rotation is questionable. Referring back to equation (3.14), let 

C R B
X-fj-lkt = Xijk-3t + Xij-lkt be the total fertilizer applied to corn-1.

D
Notice the simplification in notation; X^. lkt is fertilizer broadcast

D
immediately after soil sampling, four periods back, while XVjk_3t is row

D
application almost half a period later. x-jj _̂31 as a Proportion of 

r
Xij_1 kt 1s insignificant, hence the use of the reconstructed variable 

(X^j lkt) should not lead to serious biases in estimation. X ^  on 

the other hand, is the row application of the ith fertilizer nutrient 

to wheat, an event which in relation to soil sampling is two periods back 

(see Table 3.1).

wLet fertilizer application to wheat be denoted by X ^  An 

alternative carryover function, written in compact notation similar to 

that in (3.15), is given as
_ i r 1 u

(3.16)

in which current soil test is related to soil test, fertilizer nutrient 

applied to corn-1 and wheat and yields of the four crops in the outgoing

b? j  ■ v b t j - i  + + v + vi j

rotation. As before, V.. is an error term.
 ̂J

Equation (3.15) differs from (3.16) in only one respect, namely the 

use of two different constants of proportionality, A ^  and A^> in the 

latter. The first constant refers to fertilizer applied (approximately) 

four periods back while the second refers to fertilizer applied only



two periods back. For a given soil-type Xi has been defined in Section

3.2 as the proportion of the stock of the ith nutrient in the soil 

released during the growing season. It follows that these proportions 

depend- on length of the growing season and that in equation (3.16),

*i2 - *i4 * *n fact» since ^ 4  refers to fertilizer applied four periods 

back and X - 2 to fertilizer applied two periods before soil sampling, 

the value of xT* may be approximately half that of xT*, assuming a 

proportional relationship. Using a similar reasoning, one may obtain
X  L.

a seasonal (one period) x-value for the i nutrient by extrapolation.

It is these seasonal x-values which will be used for constructing the
* T

total seasonal nutrient supply given by Xjt = x.b*t + Xit as explained 

in Section 3.2.

Equation (3.16) will be interpreted as a reduced form of a distri­

buted lag model [see e.g., Lanzer and Paris, 1981]. A rotation is the 

basic time framework but the cross-sectional aspect of the equation 

should be kept in mind. Estimation of the equation requires a specifi­

cation of the stochastic properties of the error term V... First, the
*3

equation is written explicitly as:

B*j - ^ B*j-1 + + + V i  + vij (3-17)

where y. = geometric decline coefficient whose absolute value 
is assumed to be less than one

0U = coefficient vector conformable to Yj which is the 
vector of crop yields in the jth rotation.

and other symbols retain the interpretation already given.

A lag operator (L) will be introduced so as to simplify the notation

in the equations that follow. For any given variable, X, LX. = X. ,,
 ̂ J J

L Xj = and in general LSX̂  = Xj_s. Also, e^=q y SLSXj = 1/(1 - yL) 

9iven that |Y | < 1 .
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Equation (3.17) is the reduced form of the following distributed 

lag model:

B?j = l ^ L  + ♦ Yj.,] ♦ U,j

J-l
= l

s=o
„ S| Sr .-lyC , . ” 1 y W , w -1

L ,  Yi L [ V l 4 Xi j - l  + Yi xi 2 Xi j  + V i ]

“ S, Sr -lyC , -lyW I v 1
+ 5 ,  YiL [Yi x14xi j - l  + Yi xi2x + V ( ]

+ uij ; J - 1. J- (3.18)

The term summing to infinity (<*>) on the right hand side of (3.18) is often 

referred to as the truncation remainder. It can be summarized by n-y'?
i11

where is a function of the missing information, S = (J, «). Equation

(3.18) in the form 
J-l S, S

8* j = ^=J TiL [” ] + v i  * uij (3.19)

is a result of the estimation procedure proposed by Klein [1958]. Maddala 

[1977, pp. 360-362] has a brief discussion of an iterative procedure for 

estimating it directly.

As it turns out, however, the truncation remainder (or the missing 

information) problem is a small sample size problem. As the sample size 

becomes infinite, the contribution of the truncation remainder diminishes, 

given that |y..| < 1. Under such circumstances, the values chosen for 

n.j are inconsequential for the asymptotic properties of the other para­

meters in (3.19) as discussed by Dhrymes et al. [1970] and Dhrymes [1971]. 

For large samples, the second term on the right hand side of (3.19) is 

dropped giving a carryover function of the form

Bf. = [••] + U. .
iJ 1-y.jL L J lj (3.20)



where the terms enclosed in the square brackets are those given in equa­

tion (3.18). It must be emphasized that the step leading from (3.19) 

to (3.20) is justified only if the sample size is considered as large.

The nature of the moving rotation and cross-sectional structure of the 

Purdue long term experiment is such that it is not unreasonable to operate 

under the premise of a large sample size. Subsequently, a large sample 

size will be presumed.

The reduced form equation in (3.17) is obtained from (3.20) by mul­

tiplying the latter through by 1-y^L. This implies that the error term 

in (3.17) is related to that in (3.20) as follows:

Vij ~ Uij ’ YiUij-l (3-21)

The basic differences among the techniques used for estimating dis­

tributed lag models derive from the assumptions made regarding the

stochastic properties of the disturbance term such as U.. in (3.20).
 ̂J

Equation (3.20) can be estimated directly by use of ordinary least 

squares (0LS) as originally proposed by Klein [1958] and further discussed 

by Pesaran [1973] and Maddala [1977]. The common practice of estimating 

the reduced form given in (3.17) will be adopted here. Details concerning 

the various estimation techniques can be found for example in Dhrymes 

[1971].

First, consider the case when the stochastic components of U. . are
 ̂J

assumed to be independently and identically distributed (iid). In keeping 

with the notation adopted earlier, the components of U .- are 11....ij i jKi,r

referring to the disturbance term at the tth treatment in the period 

of the j ^  rotation. The other subscripts i and r refer to nutrient and 

rep1ication respectively. It is also common practice to assume that 

£(8..̂ ) = o and that for a given replication, the terms have a
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common variance o .

The assumptions given above imply that cov(U..) = E(U..U!.) = Z
i J i j i j

where the latter is a block diagonal matrix with blocks given by o£l; 

r = 1,2. The Purdue experiment was conducted at the same geographic

location under similar field management practices in the two replications.

2 2Hence, there seems to be no reason to assume that a ^  f  a CovCU^) will

2 2 2 2therefore be taken as a I where a = a, = and U.. = (U.. , , U..

Given that the elements of U. . are iid as assumed above, the
* J

corresponding elements of V,• in the reduced form equation, (3.17), will
' J

be autoregressive as can be deduced from (3.21). Under such circumstances,

efficient estimation of the parameters of the reduced form equation

requires prior knowledge of ft-*, the inverse of cov(V..). Applying OLS
 ̂J

to appropriately transformed data (using ft-*) is equivalent to maximum 

likelihood estimation if the assumptions are true.

If ft-* is unknown, consistent estimates of the parameters in (3.17) 

can be obtained by applying two-step procedures in conjunction with instru­

mental variables estimation to provide starting values. Alternatively, 

one can employ various modifications of generalized least squares as 

discussed by Dhrymes [1971].
o

Estimation of (3.17) under the premise that cov(U..) = a I may nof
' J

be realistic in the case of the long term rotation experiment being 

considered here. At this point, it may be helpful to refer back to Table 

3.1. The error term U... for a given rotation (j) and nutrient (i) is aI J K

vector of residual terms from different blocks since soil samples were 

taken only from hay blocks. For a given rotation, therefore, for

 ̂= 1, 4 are independent vectors. Within period k, the error terms U,.^ 

which constitute the vector can be considered as being generated



randomly and independently; t refers to treatment levels. Such errors 

may be due to measurement during soil sampling and testing.

When one moves from one rotation to the next, the independence 

assumption made above for within rotation residuals may not be valid.

As can be seen from Table 3.1, the soil test symbol b*k falls on the same 

block every four years. This is also true for fertilizer applications 

and the entire cropping pattern. Hence, it is only the events between 

rotations which refer to the same blocks and treatment levels. Any 

stochastic relationship between residuals, if it exists, must therefore 

be sought only between residuals of different rotations. Thus, within 

a rotation, the residuals are cross-sectional in nature and are assumed 

to be independent. From rotation to rotation, the residuals are given 

a time series interpretation. It is being assumed here that the relation­

ship between the current residual and those in past rotations follows 

a simple Markov process which will be written compactly as:

where p.j = autoregressive parameter, 

L = lag operator

(3.22)

and W. . a, N(0, a I).
 ̂J

The relationship in (3.20) now becomes

1 r . 1B*.
ij 1-Yf [••] + 1 I w. .l-PiL u (3.23)

< 1

where B*. = vector of soil tests in yg/g
* \J
y.j = geometric decline parameter, |y.j 

W.. = white noise with the distribution given above 

and [••] = terms in square brackets in (3.18).

The reduced form given in (3.17) is obtained from (3.23) by first substi­

tuting for the last term in the latter and multiplying through by
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1-Y.jL.

In the special (rather trivial) case that y . = p.., applying OLS 

directly to (3.23) will yield consistent estimates of the relevant para­

meters; since then, is equivalent to W... If is not equal to , 

the estimation of (3.23) by OLS does not generally give consistent esti­

mates of the parameters. However, the use of OLS in conjunction with 

numerical techniques is equivalent to MLE if applied to the following 

model derived from (3.23) by multiplying through, first by 1-y.L and then 

by 1-p.jL:

Bij  = + - pi B,> 2 >  + - " l X11-2>

+ V l K  - pi xio-i> + - p i V3-l>

+ «j2(v“ - + ai3(YB - PjYj j)

,cl /Cl
+ 0,14(Yji - piYj-l> + Wij (3.24)

where all the symbols have been explained in the preceding equations and, 

as before, W. . ^ N(0, o2I).
' J

Equation (3.24) can be estimated iteratively by use of OLS as

explained by Theil [1971, pp. 422-425]. Because W.. is assumed to be1 J
white noise entering (3.24) additively, such a procedure would lead to

estimators with desirable asymptotic properties. In the present case, 

however, equation (3.24) is estimated directly by a nonlinear least 

squares technique referred to as SHAZAM and developed by White [1978].



3.4 Estimation of the nutrient non-substitution model

3.4.1 Alternative approaches

In Section 3.2 an assumption was made to the effect that the error 

terms and Vt are uncorrelated. This allowed the carryover functions 

to be estimated individually. As already noted, the estimate of X^ is 

used in the nonsubstitution model given in equation 3.5 (Section 3.1).
L. T

The total supply of the itn nutrient, x(, is then estimated by 

xT = *.jsb* + X.j where X ^  is an unknown constant of proportionality for 

a given soil type, b* is the soil test in yg/g and X is the applied 

fertilizer nutrient.

The set of nutrients will be taken as two. For a given time frame­

work (t = 1, N), equation (3.5) is written as

yt = A Minify, f^ } + et (3.25)

For simplicity, the S and W subscripts on the maximum yield (A) have been 

dropped and f.. represents the relative yield function f.(X..), for 

i = 1, 2. Waggoner and Norvell [1979] fitted an equation depicting the 

law of the minimum by minimizing the error sum of squares given by

N p ni 2
£ Et " ? (*t ■ flt> if flt ' f2t and A
t ^

+ f (yt • f2t)2 if f2t S flt and A

n~ 2
+ ZJ(yt - A)^ if A < f ^  and f^^ (3.26)

^  equation (3.26), the authors' notation is changed slightly in order 

to conform to that of equation (3.25). The problem with the approach
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of estimation in (3.26) is that an iterative procedure is required to 

assign subsamples n ^  n2, and n3 to the observations limited by a factor. 

Even if this objective is achieved, there is no guarantee that the assign­

ment will be unique. Another problem is that the procedure requires large 

numbers of observations in each subsample.

Equation (3.25) is equivalent to

Max y. 
x 1

s.t. yt < A f-t ; i = 1, 2; t = 1, N (3.27)

Fertilizer recommendations can be derived from this model by setting up 

an appropriate objective function and optimizing over xT subject to the 

constraints given in (3.27). The constraints are indeed the individual 

response functions which in Lanzer's study [1978] were estimated 

independently. This was made possible by use of prior knowledge of the 

experimental conditions under which the data were collected. The estima­

tion of the response function for a given nutrient was done using only 

data from the plots in which the other nutrients were known to have been 

applied at non-limiting levels. This procedure, like the approach adopted 

by Waggoner and Norvell, is inefficient in terms of data utilization.

Equation (3.25) can be estimated directly by maximum likelihood tech­

niques if a particular probability distribution is assumed for the error 

term and given that the latter are independently and identically distri­

buted (iid). But first, a definition is in order. Assuming that 

E(et) = 0, E(yt) is given by A Minify, f2t) which will now be denoted 

û ..—  ̂ Equation (3.25) may then be written as

-^This is basically the mean function approach as opposed to a 
Production frontier approach. In the latter case, the residuals may be 
composite or strictly one-sided and imply estimation procedures different 
'rom those anticipated here.
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yt = yt + et (3-28)

where (i) Pt = A f ^  - Slt

(ii) ut = A f2t - S2t 

(iii) 0 = SltS2t ; all t = 1, N 

and (iv) Sjt > 0, S2t > 0.

The symbols and S2t represent slack variables, and because they are 

restricted to be positive, the mean yield, y. , will be equal to A f..W 1 l

whenever Xit is limiting response. For instance, when Xjt is the limiting 

nutrient, = 0 and y^ = A f...
2

With the additional assumption that ^ N(0, a ), equation (3.28) 

may be viewed as the standard regression model to which the technique 

of maximum likelihood estimation (MLE) could be applied in a straight­

forward manner. The only distinction is that in this case, there are 

the non-linear and inequality restrictions stated in (i) through (iv) 

above. These restrictions together with the joint density functions of 

e = (e^ . . . e^)' could be used to construct a Lagrangean objective func­

tion whose first order conditions could then be used to obtain estimates 

of the parameters of (3.28). This derivative approach of obtaining MLE 

leads to awkward objective and constraint functions thus creating numeri­

cal difficulties in estimation.

The residuals (et) are assumed to be independently and identically 

distributed with a common mean and variance. Thus, directly minimizing 

the error sum of squares, S(e), from (3.28) subject to the given restric­

tions is equivalent to maximizing the log likelihood function of e subject 

to the same restrictions. The procedure will be elaborated shortly.



3.4.2 Using linear splines to approximate crop response to 

individual nutrients

The approach outlined above may be further simplified by 

linearizing all or some of the constraints in (3.28). The ones targeted 

for linearization are those stated as = A f ^  - Sit, i = 1, 2. The

term f ^  is short for f ^ ( X ^ ;  3..) where X.^ is the total supply of the

ith nutrient and 6i is a parameter to be estimated. As before, f-t is 

a relative yield function and increases at a decreasing rate from zero 

towards its upper limit, 1. The yield given by y^ thus increases cor­

respondingly towards the maximum denoted by A. This maximum is achieved

th ~Twhen the supply of the i nutrient has reached the level denoted by X ^

in Fig. 3.1. Furthermore, given a nutrient supply in excess of xj^, yield

having plateaued, may be depressed below the level C. For most crop-

nutrient combinations, the point C requires unrealistically large doses

of fertilizer and hence the region beyond that point is of no economic

interest. The relevant segment is that given by AB. It is this segment

that will be approximated by linear pieces as explained below. In what

follows, the circumflex on xT will be dropped but it should be remembered

that it refers to an estimate of the total supply of the i**1 nutrient,

not just the applied amount.

Given fixed points (knots) xlj with xIQ < xT^ < . . . < xjk+1, the 

functions S.(xT) = y. defined over [x{. , xj.] for j = 1, k+1 are called

linear splines if each is linear [see for example Poirier, 1973; Suits 

et al.» 1978, and Smith, 1979]. The function S(xT), in Fig. 3.1, over 

the mesh [xTq < xT^ < . . . < x T ^ ]  for any value of x| is, therefore, 

9iven by
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KNOTS

Figure 3.1 Approximating Crop response to a_ 
Single limiting nutrient by Linear Splines

Nutrient Supply
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S(Xi) = 300 + 3iOXi + z , 3ij(XI ' Xij^Dij
J •

where D.. = 1 i f  (xT - xT.) > 01 J 1 1 J

= 0 i f  (x{ - x{.)  5 0

and k+1 = number of knots

The coefficient 3i0 gives the slope over the first segment of S(xT) and
3 . . is the change in slope from one interval to the next as shown for 1 J

(3.29)

ei3 at point B in Fig. 3.1. This implies that the slope over the j 

segment is given by

,th

3i = Z 3it T=0
(3.30)

In view of nutrient essentiality and also due to the fact that xj 

refers to the total supply of the i*^ nutrient, the response function 

f ^  and hence S(xj), passes through the origin. This means that 3Q0 = 0. 

If A is an estimate of the maximum yield, then, expected yield at time t 

is given by

E(y t̂  = wt = ^ fit " Sit

■ 8> i t  = - s.it

ki= E 3. . 1 . .. - S .. 
j=0 1J lJt it (3.31)

In equation (3.31), Z.ot = Ax|t and Z.jt = A(xjt - xTj)Dij for j = 1, k. 

and i = l, 2. The dummy variable D,, is set to 1 if A(XT. - xi.) > 0I J 1 L 1 J

and is zero otherwise, xl̂ . for all j are assumed to be known. They may, 

however, be variables which must be chosen so as to minimize the error 

sum of squares. As will be shown later, there are model selection proce- 

dures which are invariant to the relative "fits" of the respective models 

ln question. Since use of such selection procedures is intended, the
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use of splines with variable knots as a means of perfecting the "fit" 

of the non-substitution model will not be rigorous.

Let Zi = (Zi 0  . . . Z.k.j) be an N x ki + 1 matrix of the xj vector 

transformed as indicated in the second term in the second line of (3.31). 

Also let 3 ! = (e^Q . . . 3 ^  ) be the vector of coefficients, an inter­

pretation of these having been given above. In a compact form.y , the 

vector of expected yields, is now given by Z.3 .. If y is the estimate 

of y and e, the estimate of c, the vector of residuals from (3.28), then 

S(e), the error sum of squares, is given by e'e = (V - y)1(Y -y ) where 

Y is the N x 1 vector of yields. The problem of estimating 3i for

i = 1 , 2 therefore becomes 

Min ie'e

S.t. Sl t S2t

A1XNL

= 0

+ A2XL 

Sit

all 

= Y*

> 0

t = 1, N 

i = 1, 2

e unrestricted

where

“ 0 0 r - I 0 0
-I 0 0 j A2 = -I Z1 0

_ 0 -I 0_ -I 0
Z2.

XNL -

ST

S 2 X
 

1—
II

p

b2

Y* =

Y

0

0

eiQ > 0 ; B. . < 0, j > 1, j = 0, ki and i = 1, 2

(3.32)
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X L.
The total number of knots in the iun spline function is given by + 1 

and X ^  and are the sets of nonlinear and linear variables, 

respectively. The set of restrictions > 0 and < 0 for j > 1 

ensures concavity of the response functions as assumed in the theory of 

diminishing increments.

The use of linear splines simplifies the computational task by 

reducing the degree of nonlinearity in the constraint set. Any reasonable 

functions, linear or nonlinear, could have been substituted for the spline 

functions Z ^ .  However, it is usually desirable to limit the number 

of nonlinear constraints in a problem such as (3.32) above, especially 

for large sample sizes.

Apart from the computational advantage, approximating f..(X̂ , g.) 

by linear splines makes it unnecessary to be committed to a particular 

mathematical form for the response function.

A general advantage of the formulation in (3.32) over the other 

techniques of fitting the law of the minimum (see subsection 3.4.1) is 

that the whole data set is used to simultaneously estimate crop response 

to the limiting nutrients. There is no need for dividing observations 

into subsamples corresponding to a limiting factor or selecting only 

observations for which the unstudied factor was applied at nonlimiting' 

levels. Furthermore, the formulation is also amenable to extension so 

as to account for more than two limiting factors of production.

Preliminary analysis of the Purdue experimental data by the author 

confirmed Professor Barber's conclusion that there was no significant 

interaction effects between P and K [Barber, 1958]. No attempt is there- 

f°re, made to account for interaction in the model presented in (3.32).

The present framework of analysis can be modified rather simply (but



at the expense of computational ease) to account for interaction effects 

- see for example Poirer [1975].

The problem in (3.32) has a nonlinear objective function and one 

set of'nonlinear constraints, SitS2t for all t, in addition to linear 

and inequality constraints. The problem is solved by employing a non­

linear programming algorithm developed by Murtagh and Saunders [1980]. 

The algorithm is code named MINOS/AUGMENTED and is designed to solve 

large-scale optimization problems involving sparse linear and nonlinear 

constraints.

3.5 A test of the nutrient non-substitution hypothesis

The need to employ both prior information and statistical criteria 

in model selection cannot be overemphasized. More often than not, only 

one of these assets is employed, the other either being downplayed or 

totally neglected. The use of quadratic and square root polynomials for 

crop response analysis, for instance, gained popularity largely on grounds 

of simplicity and ease of computation. They also seem to fit the data 

on crop production rather well. Hence, they appear attractive whenever 

measures of relative performance are the only means for discriminating 

among competing mathematical forms.

The most commonly used measure of relative performance of models
o

are the coefficient of multiple correlation (R ) and the mean square 

error (MSE). The R is not a powerful tool for selecting the best speci­

fication particularly when the competing forms are performing equally 

Weil- It may also be an ambiguous statistic when the models are estimated 

under unequal transformations.



By and large, any selection procedure designed to obtain the best 

specification presupposes knowledge of the true relationship. Models

are then chosen on the basis of how close they are to this true relation-
2

ship a-s indicated for example by the R or MSE. The assumption that the 

true form of the relationship is known or that it exists under some 

general conceptual terms is rather strong. But, even if such a relation­

ship existed, choice of mathematical forms to approximate it purely on 

the basis of their relative fit cannot avoid an exercise of subjectivity 

whenever there are deadlocks.

Selection procedures employing measures of relative performance as 

discussed above are generally concerned with the subject of discrimination. 

The objective is to obtain the best mathematical specification of a given 

relationship. There are times, however, when the interest is in hypo­

thesis testing rather than discrimination. In the former case, the null 

hypothesis (Hq ) is tested against an alternative one (H^. Hq is either 

rejected or not rejected at a prescribed probability level of a type I 

error (significance level). The decision process is restricted to only 

two possibilities since the truth of one hypothesis implies falsity of 

the other. The researcher must, therefore, be willing to be committed 

to one of the models being tested. Such a commitment implies that (only) 

one of the models is the true specification in terms of obeying prescribed 

assumptions. Such an approach is not justified if the true form of the 

•relationship being tested is unknown.

In the regression case, a test of Hq : fQ(y|Z, 0, eg) against an 

alternative Hj : f^(y|X, y, ej) can employ the classical F-statistic based 

0n the Neyman-Pearson likelihood ratio method if either X is orthogonal 

Z or MXZ = 0. The symbols X and Z refer to the sets of regressors,



p and y are the parameters and Eq and are the error terms of the 

respective models. Mx is the principal idempotent matrix under the 

alternative hypothesis and is given by I - X(X'X)- '. Given that all 

the classical assumptions of the regression model are obeyed under the 

respective models, the two hypotheses are said to be nested. This means 

that one can be obtained as the limiting case of the other.

When the above conditions are not met, as in the case when X is not 

a subset of Z (or vice versa) or Z = logX, the hypotheses are said to 

be non-nested and the classical F-test is inappropriate [Cox, 1961; 

Pesaran, 1974].

In what follows, interest will be in testing the non-substitution 

specification presented in equation (3.28) against a given alternative. 

The alternative will be taken as the polynomial formulation. The poly­

nomials chosen for this role are the quadratic and square root 

specifications.

Polynomials have been used in many studies intended for comparing 

the performance of different mathematical formulations. This tradition 

of comparing polynomial approximations with models based on biological 

principles of plant growth will be upheld here. In the present case, the 

thesis is that polynomials are used to approximate a biological relation­

ship which is better explained, at least theoretically, in terms of the 

law of the minimum. The polynomials allow substitution among the essen­

tial nutrients P and K contrary to theory of plant nutrition. Equation 

(3.28), which is a generalization of the law of the minimum, does not 

allow substitution among the major nutrients. A polynomial portrays a 

symmetrical surface around a unique maximum yield. It would, therefore, 

fail to capture sharp bends and plateaus in a crop response surface.
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A polynomial fitted to a set of data showing a significant plateau can 

lead to costly positive biases in fertilizer recommendations to producers.

The problem at hand is to statistically test the non-substitution 

model (in a format capable of accomodating an extended flat crop response 

surface as implied in the law of the limit) against a polynomial 

formulation. The null and alternative hypotheses are, therefore, given 

as

Hq • fj-j(T-» B) - u + Eq , y — Ẑ B̂  - » y - 2̂̂ 2 ” ^2  ’

S^S^t = 0> all t;

Sj > 0 ; S2 > 0 ; Bi0 > 0 ; Bi • < 0, j > 1 

Hj : fl(XT , Y ) = XTy + ej (3.33)

The symbols in (3.33) represent variables already defined in the preceding 

equations and XTy = YjXj + Y2(x{)i + Y3(xjX2 )i + y 4(X2 )̂  + y 5xJ for the 

square root formulation. In the case of the quadratic formulation,

x"*Y = YjX| + Y2(x{)2 + >"3XiX2 + y4^X2^2 + y5X2‘ ^Ue to concePt °‘f: 

nutrient essentiality and because xT (i = 1, 2) are estimates of total 

nutrient supply, the intercepts are suppressed.

The null and alternative hypotheses in (3.33) are non-nested and 

hence the classical F-test is not valid. The literature on fertilizer 

use presents numerous comparisons of polynomials and other mathematical 

forms, but the author is not aware of any empirical study in which the 

non-nested nature of hypotheses such as those in (3.33) was statistically 

recognized. Comparisons have been done in an ad hoc manner with relative 

Performance as the major criterion.

Studies have shown that simplicity and performance of polynomials 

cari be matched by models whose parameters are readily interpreted in bio­

logical terms. Waggoner and Norvel [1979] for example stated that "In
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fact, the law of the minimum fits these yields as well or better than

any of the empirical functions used by Heady et al., [1955] (Table 1)."
2

Only the R was used as the criterion for comparison between the law of 

the miTiimum and those used by Heady et al. Obviously, the authors' con­

cern was whether their model was better or worse than the empirical alter­

natives previously suggested. The selection procedure was restricted 

to the models at hand. There was no room for the possibility that an 

alternative not considered together with the data could be used to reject 

all the hypotheses tested.

The statement made earlier that " . . .  relationship is better 

explained . . .  in terms of the law of the minimum" is only a claim. Its 

validity has to be tested empirically against alternative theories and 

the evidence embodied in the data set. Validity of the non-substitution 

model is not being claimed for all fertilizer-crop relationships. Room 

must be left for the possibility that its mathematical form misspecifies 

either the law of the minimum or the underlying relationship. It is there­

fore conceivable that a polynomial together with the data can be suf­

ficient to reject it. Conversely, the non-substitution model can be used 

to reject the polynomials. And in all this, a third alternative is not 

ruled out, meaning that the reciprocal rejection can lead to the conclu­

sion that the models tested misspecify crop response to fertilizer 

nutrients. If this is the case, other formulations must be sought. What 

a l̂ this means is that there is really no uniquely maintained hypothesis. 

Hence, the roles of the two hypotheses in (3.33) must be switched so that 

a Polynomial becomes the maintained hypothesis. Since the hypotheses 

are non-nested, procedures for testing non-nested hypotheses will be 

aPPlied.



The problem of testing the hypotheses in (3.33) can be tackled by 

first constructing a comprehensive model. For the sake of brevity, the 

following notation will be adopted: f. (i = 0 , 1 ) are to be viewed as 

probability density functions (pdf's), fQ = fQ (Z, 3 ) and fQ = fQ(Z, 3 ) 

while f1 = f 1 (X1y) and fj = f^X, y).

Linear nesting of models was discussed by Quandt [1974]. The comp­

rehensive model is obtained as

f0(y|B, y) = (1 - e)f0 + efx (3.34)

where y is the dependent variable and 9 is the nesting parameter to be 

tested for zero and unity. In (3.34) parametric identification may fail, 

but tests on 6 may still determine departures from the null hypothesis 

in the direction of the alternative or away from it. The identification 

problem can be circumvented in a number of ways some of which will be 

mentioned shortly. A major weakness of the comprehensive model shown 

above is that it may not in itself constitute a viable theory regarding 

crop response. The two functions f^ and f^ may be such that the comp­

rehensive model constructed from them does not make sense. Yet the latter 

acts as a third alternative whenever 6 is significantly different from 

zero but lies somewhere between zero and one. Another problem that may 

arise from (3.34) is that of multicollinearity.

An alternative way of overcoming the identification problem is by 

using prior information. If for instance 3 and y are known, then e in 

(3.34) becomes both a nesting as well as a testing parameter. The null 

hypothesis is rejected if e is significantly greater than zero but less 

than one, while the alternative hypothesis is rejected when e is less 

than zero. Values of e outside [0, 1] are interpreted as a movement 

heyond if e > 1 and away from both Hq and if e < 0 [Fisher and



and McAleer, 1981]. The possibility of ending up with an artificial model 

such as (3.34) still exists even with prior knowledge of 3 and y. Fur­

thermore, such prior information is hardly available. One may therefore 

have to employ numerical techniques of identification mentioned below.

An estimate of e may be obtained by estimating a comprehensive model
A A A

in which 3 and y are substituted for 3 and y giving y = ( 1 - e)fQ + efj 

+ e. Getting back to the notation of (3.33) this would imply estimating 

y - u = e(XTy - y ) + e (3.35)

Hq is then tested on the basis of the t-ratio statistic for e, not on 

the basis of its absolute value. The estimate of 6 is conditional on 

those of 3 and y, and hence Davidson and MacKinnon [1981] referred to 

the test based on (3.35) as the C-test. The C-test is a simple way of 

testing the non-substitution hypothesis. Davidson and MacKinnon stated 

that the t-statistic from (3.35) provides a test the asymptotic size of 

which is smaller than its nominal size. The C-test, therefore, has a 

higher probability of type I error. It follows that if Hq is rejected 

by Hj, this would be strong evidence against the hypothesis under test.

Another test proposed by the same authors is referred to as the J- 

test. It is based on the asymptotic t statistic of e estimated from the 

following comprehensive model

y = (1 - 9)u + 0x"*"y + t  (3.36)
/v A

Unlike equation (3.35) in which both 3 and y are used, (3.36) substitutes 

only for one of the parameters, y. The other parameters 3 and e must 

be estimated jointly hence the name J-test. If HQ is true, the t-sta- 

tistic will be asymptotically distributed as N(0, 1). A valid statistic 

for testing the truth of is obtained by reversing the roles of Hq and 

H1 in (3.33).
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The J-test will not be employed in this study due to the following 

reasons. First, equation (3.36) requires estimating y and e jointly.

Since y, the E(y) in the non-substitution model, is given by - Sj 

and 1 ^ 2  ~ $ 2 su^Ject to SltS2t " 0 and non-negative restrictions on 

and S2 » (3.36) must be estimated using the mathematical programming frame­

work given in (3.32). The programming approach does not provide standard 

errors for the estimated coefficients.-^ Employing the J-test would, 

therefore, require lengthy auxiliary estimations which are avoidable under 

alternative testing procedures. The second reason for not employing the 

J-test is that when HQ is true, the statistic has a perfect negative 

asymptotic correlation with the Cox-Pesaran (CP) statistic (to be dis­

cussed shortly). The J-statistic is, therefore, basically the same as 

the CP statistic in terms of inferences [Davidson and MacKinnon, 1981].

The CP procedure is easily adaptable to the mathematical programming 

framework in (3.32).

There are other alternative procedures for testing non-nested 

hypotheses. Such procedures will not be discussed here in detail. A 

good summary can be found in Gaver and Geisel [1974] who also present 

Bayesian techniques.

Exponential nesting of models was first proposed by Cox [1961] and 

employed by Atkinson [1970] for discriminating among alternative

—^Given that et is iid and that the sample size is reasonably large,
the desired standard errors may be obtained from the information matrix,

constructed from equation (3.28) and the accompanying 
restrictions. L(e) is the log likelihood function and e is the parameter 
vector.

2/
- The statement is valid only when HQ is true and for large samples. 

For small sample sizes the two proceduresare different and may yield 
conflicting results.



specifications. It has also been discussed by Quandt [1974] and more 

recently by Fisher and McAleer [1981]. In exponential nesting, the 

comprehensive model is given by f0(y|e1y) = kfj~ef® where for f (•) to 

be a true pdf, the following restriction must hold: 

l/k ■ £  fj'6fidy

Under the appropriate (numerical) identifying restrictions, the J-statisti 

may be derived from an artificial model obtained by nesting models 

exponentially. As already noted, the J-statistic is not adaptable to 

the techniques of estimation in this study.

The procedure to be discussed next was first proposed by Cox [1961] 

and has since been elaborated by Pesaran [1974] for linear regression 

models and Pesaran and Deaton [1978] for nonlinear regression models.

The procedure will simply be referred to as CP. The test statistic 

derived from the CP procedure is given by

T0 = [ 01 - ^  <L01/ N ) ] 6=- (3-37 )

which is shown by Cox [1961] to be asymptotically normally distributed 

with zero mean and variance VQ(T0), given that the null hypothesis is 

true. *'01 = L0(6) " *-î Y ) where Lg(g) and L^y) are the log likelihood 

functions of samples of size N under the null and alternative hypotheses.
* /V
6 and y are MLE of g and y respectively. It follows that

D0 = V tV0(T0)]i (3.38)

is a standardized normal variate that can be used in conjunction with

regular statistical tables of the normal distribution to test the truth

of V
Pesaran [1974] showed that the statistic in (3.37) for linear regres- 

Sl0n models is given by
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T0 =■ §  log

= f  log u \ n ° l  + S el0 'e10)] (3.39)

2 ao
where-a1Q is the asymptotic expectation of Oj under HQ. The respective

sample variances a., for i = 0, 1 are given by e^e^/N, e. being the resi-
t h

dual vector of the i hypothesis. In the case of the hypothesis testing

problem in (3.33), the vector e1Q is obtained from the following 

regression:

y = * \  + e10 (3-40)

where y, the estimate of E(y) = y for the non-substitution model, is

obtained from (3.32) and x"̂  is the set of regressors for the polynomial 

model.

The variance of Tg is given by

W
"2
° o  e i o o ' e i o o

"4
°10

°0 e100 e100

( o 0 + f t  e i o ' e i o ^
(3.41)

where the vector e^gg is obtained from the following regression:

e10 = y + e100 (3-42)

To test the truth of using Dq in (3.38), one would therefore require

the auxiliary regressions in (3.40) and (3.42). The regression in (3.40) 

simply requires substituting y on the left hand side of the program pack- 

a9e used for estimating the polynomial model. This regression yields 

el0 which is then used as the right hand side column vector in the MINOS/ 

AUGMENTED program employed in estimating (3.32). The final estimate 

0f Dq in (3.38) is obtained by substituting <jg = e0 'eg/(N - Kg) and

U M '-  ■? i?y o ?  N A IIM N fl}  
Ka8ETE LIBRARY 1
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-2 "2 ~2
°1 = eiei/(N_Ki) f°r °o an(̂  °i> w^ere N - Kq and N - are the respective 

degrees of freedom under HQ and Hj. This final value of DQ will be 

referred to as Dq to distinguish it from the one defined in (3.38)

Since the parameter spaces for the two models being tested are 

disjointed, a two tailed test will be employed. For a given level of 

significance, a, if the tabulated value of the statistic is given by 

Da, then Hq is not rejected if |Dq | < |Da|. Hq is rejected in favor of 

H1 if |Dq | > |Da| and DQ is negative. Finally, if |Dq | > |Da| and DQ 

is positive, the null hypothesis is rejected but in favor of some alter­

native differing from Hq in some sense opposite to that in which Hj 

differs from Hq .

The statistic Dq is only valid for testing the truth of Hq . In order 

to test the truth of H^ the roles of the hypotheses are reversed in (3.33). 

A new statistic is then computed estimating two more auxiliary 

regressions. The new statistic will be referred to as D^. The regres­

sion which corresponds to (3.40) is now given by

XTy = y + eQ1 (3.43)

Equation (3.43) provides the residuals eQ .̂ It requires replacing the 

right hand side of (3.32) by X y .  Next, the residuals are substituted 

on the left hand side of the program package used for estimating the 

polynomial model to obtain the equation

e0l - X b j +  eQ11 (3.44)

Equation (3.44) provides the residuals eQ11- The new statistic which 

tests the truth of the polynomial specification is then computed as 

0riginally done for Dq .

Equation (3.37) can be written alternatively as

t„ i T0 (f) = a 0 - £j) - E0a 0 - Lj) (3.45)
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A -A aQ
where r = (y1 a^). This leads to the relationship in (3.39).
Lq = Lg(B) = N/2 1o9 (2na^) - N/2 is independent of r. It does not 

matter, therefore, what value is assigned to r provided it is consistent 

for r." In (3.45) MLE r is used. One may, however, replace r with a con­
sistent estimate of rQ , the asymptotic expectation of r under HQ . This 

leads to a different numerator for Dg and is given by

TA0 T0 + ^ 1 ' 4 o ) (3.46)

Atkinson [1970] shows that TAg and TQ are asymptotically equivalent under

Hg. Fisher and McAleer [1981] derived TAg as

TAg = j  {(af/afg) - 1} + ^aio{(y - f10^ (y fio^ eiei}

(3.47)
A A A ̂  O

where f^g = ^ ( y o *0^  anc* Y0 anc* °10 are asymPtotic expectations
- 2̂

of y and Oj under Hg, respectively.

Since the expression of Tg in (3.39) is approximated by

TLo ‘ 7  « ”l/“l0> - »

= 2 1®9 (oj/ ojq)

the following relationships must hold:

TAg * TLg > Tg

(3.48)

(3.49)

All the three variations of the Cox-Pesaran statistic are asymptotically 

equivalent under Hg, and if a common variance Vg(Tg) in (3.41) is assumed, 

the relationship in (3.49) implies that

DAg > DLg > Dg (3.50)

Fisher and McAleer [1981] concluded that "When the alternative, H^, is 

Fitting much better (worse) than it ought, relying solely on Dg(DAg) will 

roore likely lead to rejection of Hg than would otherwise be the case."

The linearized statistic DLg is more conservative at rejecting Hg



than is Dq (DAq ) when H1 is fitting much better (worse) than might be 

expected.

Since DLQ requires only a slight modification of the numerator for 

Dq , it" will also be computed. Thus, to recap, the techniques to be 

employed are the C-test as a preliminary test of HQ and the two varia­

tions (Dg and DLg) of the CP procedure. It is also worth noting that 

CP procedures involve computing the test statistic under only one of the 

hypotheses, and hence there is no choice involving an artificial 

(comprehensive) model. The test, however, indicates whether there is 

a more appropriate specification beyond Hj or away from both HQ and H,. 

The test may therefore reject both hypotheses while indicating a direc­

tion in which to search for alternatives.



Chapter 4: Empirical Results

4.1 Fertilizer carryover functions

4.1.1 The phosphorus carryover function

The equation estimated was of the form

SPj = b1 + b2 + b3 + + (p + y )  SPj . j -  pySPj_2

+ (1 -  p ) YA“ 2CPj _ 1 + (1 -  p ) YA21WPj  + oijHAYj 

- pa1HAYj_1 + a2WHEATj. - pc^WHEAT^

+ â CORNj - pâ C0RNj_j + (4.1)
where j refers to a rotation and the dependent variable SP is the soil

test phosphorus measured in yg/g by Bray PI. The error term is assumed
o

to be white noise with a distribution W. 'v N(0, a I) for all j.
J

Soil sampling was not done for the years 1970, 1971, and 1972. Esti­

mation of both P and K carryover functions was, therefore, restricted 

to the period 1953-1969. The period consists of 4 complete rotations 

and one quarter of the fifth rotation (1969). During this period of 

experimentation, the application rates for P in wheat (WP) and corn-1 

(CP) were constant. WP, and WP. , are therefore identical and so are
J J ^

CPj_j and CPj_2 * The term (1 - p) in equation (4.1) arises from collec­

tion of like terms on the basis of this fact as can be deduced from 

equation (3.24). Preliminary computer runs indicated that results were 

not significantly different if, instead, WP. . and CP._? were omitted.

The block dummy variables denoted by b̂  (i = 1, 4) were included 

1n equation (4.1) to account for the influences of the different blocks. 

Such differences may be due to block to block variations in seasonal



availability of P. The inclusion of the dummy variables (all the four 

since there was no natural constant in the equation) led to a significant 

improvement in the fit as judged from the residual sum of squares (SSR).-/

Except for the soil test, the values for all the other variables 

were transformed to kg/ha as discussed in the appendix A.l. Estimation 

of equation (4.1) was done by use of SHAZAM. The results are given in 

Table 4.1.

The provision of reasonable starting values for the coefficients 

facilitated rapid convergence after 23 iterations and 35 function 

evaluations. The starting values were obtained from the results of 

estimating a linearly restricted version of equation (4.1). The results 

for the estimation of the restricted equation are not presented here 

because the derived coefficient estimates are not unique.

The primary purpose for estimating the carryover function in (4.1) 

is to obtain a consistent estimate of the parameter x. This is the pro­

portionality constant required in the calibration of soil test values. 

Subsequent estimations leading to the test of the non-substitution hypo­

thesis will be concentrating on the response of corn-1 to total nutrient 

supply. The objective here is to derive the relevant value of A to be 

used for constructing total P. The total P, PT, available for the corn-1 

crop is given by ApSP + CP where the soil test variable SP is in yg/g 

and CP is in kg/ha of applied P.

The basic time framework in equation (4.1) is the rotation which * *

-^The null hypothesis that SSRq = SSR was rejected on the basis of 
an F-statistic given by F = [(SSR - SSRd )/Kd - K] t SSRd |N - Kd where 
the values from the equation with the dummy variables are subscripted 

D. k refers to the number of coefficients and N = 352 is the sample
*l2e- The estimated statistic was 6.4 which, at 5% significance level,
^  greater than 2.37, the tabulated value of F with 4 and 340 degrees 
of freedom.
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consisted of four growing seasons. The coefficient estimates in Table

4.1 therefore refer to four seasons. The response function for corn-1 

will, however, be estimated using a single growing season as the basic 

time framework. It follows that the relevant x-value for P must be 

extrapolated from those given in Table 4.1.

The estimate of the proportionality constant x^ given in Table 4.1 

is relevant for P applied four seasons back while the value for x2 refers 

to P applied two seasons prior to soil sampling. The extrapolation of 

a single season X-value denoted by Xp from X^ = 33.11 and X^ = 20.16 is 

illustrated in Fig. 4.1.

As already explained in an earlier section, the proportionality con­

stant Xp can be interpreted as the proportion of soil nutrient to be made 

available to the crop during the succeeding season. Only part of the

applied P is taken up by the crop. The other part is retained in the soil

and released to subsequent crops at a rate dependent on such factors as 

soil and weather conditions, management, crop characteristics and length 

of the growing season. One may expect that the longer the growing period 

the larger is the proportion of fixed P made available to the crop and 

hence the larger is the proportion Xp, ceteris paribus. In this sense, 

it is to be expected that A^ £ Â . The field operations including fer­

tilization and soil sampling were routinely carried out at approximately 

the same time within each period of a rotation. It was therefore hypo­

thesized that the mean value of A^ would be about half that of A^ and 

that the desired single season A-value would be about half that of Â .

The value of A* = PC* in Fig. 4.1 would therefore have to satisfy the

relationship QB*/RA = PC*/QB* or PC* = QB*/RA QB* and since it is assumed

that QB* = *RA, this implies that A* = |QB* = 1(16.57).



Table 4.1 Results for the Estimation of the 

Phosphorus Carryover Function 

(Sample Size N = 352)

Coeff.________ Coefficient estimates (t-ratios)

(a) (b) (c)
BLOCK DUMMY bi 5.8509(1.9) 5.7427(2.0)

b2 -- 3.2407(1.0) 3.2865(1.1)

b3 -- 6.6622(2.1) 6.6034(2.2)

bit -- 5.2869(1.8) 5.3739(1.9)

AUTOREGRSVE P -0.1366(2.1) -0.1192(1.9) -0.1356(2.0)

DISTRIBUTED LAG Y 0.6954(10.8) 0.6776(8.6) 0.6898(10.4)

PROPORT. CONST. x- 30.5810(5.2) 31.7460(3.8) 33.1389(4.7)

\ 2 19.9203(3.7) 19.1939(3.1) 20.1593(3.7)

HAY/CORN-2 al -0.0008(5.1) -0.0011(5.9) -0.0011(7.4)

WHEAT CX2 0.0010(3.0) 0.0001(0.2) 0.0002(0.5)

SOYBEAN <*3 -0.0004(0.5) 0.0004(0.5) —

CORN-1 Oil* 0.0005(3.2) 0.0005(2.2) 0.0005(2.5)

EXTRAPOLATED XK 12.98 11.61 12.26

LOG LIKELIHOOD FN. -1021.89 1013.05 ■1013.25

RVE* 19.91 18.51 18.53

*RVE is the residual variance estimate obtained as SSR/N-K where 
N = 352 is the sample size, SSR is the residual sum of squares 
and K is the number of coefficients estimated.
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Figure 4.1 - Extrapolation of a_ Single Season 
Proportionality Constant for Phosphorus (Â )
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The estimated value of Ap2 is slightly higher than half that of a 4, 

the former being represented by QB in Fig. 4.1. The point B is located 

on line AD where OD represents the proportion of P available at the 

beginning of the season. The extrapolated proportion of P at the start 

of the season would be zero if Ap had to be derived as discussed in the 

above paragraph, that is, if the line AO is adopted. Such a conclusion 

would not be too realistic.

The advantage of treating differently the phosphorus applied at 

different periods of a rotation, as it turns out now, is that it helps 

in locating an extra point (B). Without this point, a linear extrapola­

tion of Ap, purely on the basis of ApZj, may lead to an underestimation 

of the proportion of soil P made available to a crop during a single 

growing season. The correct value of Ap = PC in Fig. 4.1 must, therefore, 

satisfy the relationship QB/RA = PC/QB or PC = QB/RA*QB. Since 

QB = 20.17 and RA = 33.14, the desired value for A is 12.26.

Given the above value for Ap and a soil test value SP, the phos­

phorus carried over one season to the next (PC) is obtained as PC =

*pSP = 12.26SP. By definition, therefore, Ap is equal to the ratio PC/SP 

which is in kg/ha of applied P for every unit of ug/g of the soil test 

value. That is, Ap is the amount of applied P required to raise the soil 

test level by one unit.

Barber [1979] reported, for the same set of data used here, that 

Bray Pi increased by one yg/g for every 17.0 kg/ha of P added. He 

Obtained this figure as the reciprocal of a slope coefficient of the 

Egression of Bray PI on calculated net change in P over a period of 25 

years. The computation of the net change in P required auxiliary labora- 

tory analysis of plant samples which is not necessary if the approach

.



of the carryover function is to be used. There are many differences, 

both statistical and technical, between Barber's approach and that used 

in this study, hence it is not surprising that the two results differ.

The estimated X-values are, however, of the same magnitude.

As a means of judging the consistency of the results of estimation 

of equation (4.1) it is worth comparing the extrapolated x-value with 

that obtained by Lanzer [1978] for the south Brazilian data. Lanzer used 

a carryover function similar to the one used in this study. He reported 

a x-value of 48.26.

Unlike the Indiana soil which was relatively saturated by P due to 

repeated application of 8 2 0 5 * the Brazilian soils showed lower soil test

values for P. These soils require more of applied P per hectare to raise 

the soil level of P by an amount equivalent to one part per million of 

Bray PI.

The advantage of the carryover function over other techniques of 

estimating total nutrient supply is that it provides useful additional 

information. Table 4.1, for example, has estimates of the autoregres­

sive and distributed lag parameters p and -y. The reported values are 

on the basis of four period rotations. Single period estimates of the
 ̂ A

absolute values of these parameters are obtained as |pp| = v|p | = 0.6068 

and Iy p I = 4/Iy^T = 0.9113.

The autoregressive coefficient pp is negative implying a negative 

influence of a given season on the contiguous seasons. The estimate of 

the distributed lag parameter is positive and has an absolute value less 

than one as required. The results show that for the Indiana soil investi­

gated here, only about 10% of the applied P is taken up by the crop in 

a single season, the remainder being carried over. This explains the
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high soil test values recorded in the plots which were receiving high 

doses of applied P. In such plots, a Bray PI of 30 yg/g was typical and 

given that X = 12.26, a plot receiving 470 kg/ha of broadcast P would 

have approximately 840 kg/ha of seasonal supply of total P. This by any 

standard, is substantially beyond the amount required for maximum response 

of a corn crop.

Finally, results for the estimation of the carryover function show 

the influence of the various crops on soil phosphorus buildup, informa­

tion which may prove to be useful in designing a rotation sequence.

Soybean did not seem to have any significant effect on the carryover 

of P from one growing season to the other. Wheat had an unexpected sig­

nificant positive coefficient as can be seen from column (a) of Table 

(4.1). This result seems, however, to have been spurious from a statis­

tical point of view because wheat had no significant influence on the 

soil test level of P after the block effects were isolated - see columns 

(b) and (c) of Table 4.1 and the corresponding residual variance estimates 

(RVE). In spite of the insignificant coefficient estimates for both wheat 

and soybean in the complete model (column (b)), the results used in this 

study are derived from a model in which only soybean is omitted (column 

(d)). The reason is that the omission of soybean, unlike that of wheat, 

had no destabilizing effect on the estimates of the included coefficients.

Hay/corn-2, the crop harvested just prior to the soil sampling 

period, had a significant negative effect on phosphorus carryover; the 

higher the yield the lower is the succeeding soil test value.

Corn-1 planted four seasons prior to soil sampling had a significant 

Positive effect on the soil test value. In an earlier section, it was 

Postulated that removal of crop material from the experimental plots
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would have a negative effect on the succeeding soil test value. This 

statement may be true only if the harvested portion of the crop consti­

tutes a significant loss of P. A positive net loss in measurable soil 

P resulting from the harvest of the hay/corn-2 crop just before soil 

sampling may explain why has a negative sign. But it is not so easy 

to explain why c^, the estimated coefficient for corn-1 , is positive.

One possibility is that the decomposed trash may have boosted the soil 

level of P. If this line of reasoning is acceptable then it follows that 

the full benefits of trash are not realized inside of two growing seasons 

as judged from the fact that wheat showed no significant effect on the 

buildup of soil P. Soybean which is harvested three periods prior to 

soil sampling has a low trash to harvested crop yield ratio relative to 

the other crops in the rotation sequence. This may explain why it had 

no significant effect on the phosphorus carryover.

All the three variations of the phosphorus carryover functions dis­

cussed here were fairly stable both in terms of convergence (given dif­

ferent starting values for the coefficients) and the extrapolated value 

Of Ap.

For a given block (B), the results in Table 4.1 column (c) can be 

summarized by the help of equation (4.1) as follows:

SP. = B + 0.5542 SP. , + 0.0935 SP. 2 + 0.0236 CP. ,

+ 0.0389 WP. - 0.0011(HAY/C0RN-2) .
J J

+ 0.0002(HAY/CORN-2) + 0.0005(C0RN-1) .J J- J
+ 0 .0 0 0 1(C0RN-1 ) . . + w. (4.2)

J J

where B is a dummy variable to be substituted by the relevant coefficient 

obtained from column (c) of Table 4.1. An alternative way of presenting 

the same information is by use of the reduced form equation given in



(3.17), subsection 3.3.2. The error term in that equation is then given 

by

VJ = Uj - *Uj-l

= U. - 0.6898 Uj_j (4.3)

where U. = pU,_. + W. = -0.1356 U. , + W..

4.1.2 The potassium carryover function

In estimating the phosphorus carryover function, equation (4.1), 

it was assumed that W, was white noise. The rationale behind this was
J

that the equation was derived on the basis of the assumption that the 

distributed lag parameter ( y )  and the autoregressive parameter (p) were 

not equal. There was no evident indication for the need to simplify the 

estimated equation on the basis of an assumption that y  = p. In the case 

of potassium, there was no clear-cut distinction between these two 

assumptions.

The residual variance estimates given in columns (a) and (b) of Table

4.2 show that there was a definite advantage of isolating the block 

effects. The results in column (b) were obtained from an equation iden­

tical to that given in (4.1) after substituting SK, CK, and WK for SP,

CP, and WP respectively. Column (a) summarizes results for the estima­

tion of the same equation without the block dummy variables.

Apart from the negative influence on the residual variance estimate, 

the exclusion of the dummy variables had some noteworthy effects. The 

first of these is the switch in significance roles between y and p. In 

the complete model, column (b), y is only marginally significant at the 

2.5% level while p is highly significant. When the dummy variables are
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Table 4.2 Results for the Estimation of the

Potassium Carryover Function (N = 352)

Coeff. Coefficient estimates (t-■ratios)

( a )  P^Y ( b)  p ^y (c) p=Y
BLOCK DUMMY b i 44.0280(6.7) 60.1460(7.6)

b2 — 31.0040(4.5) 44.5680(5.2)

b3 — 43.7190(6.7) 60.2060(7.2)

b i+ — 49.6960(7.7) 64.4970(8.0)

AUTOREGRSVE p 0.0795(.65) 0.4100(7.8) —

DISTRIBUTED LAG Y 0.3874(3.2) 0.0214(2.1) 0.3513(5.3)

PROPORT. CONST. Xu 8.4175(2.7) 0.4521(2.2) 6.3635(4.1)

x 2 4.3937(1.8) 0.2288(1.9) 3.1898(2.8)

HAY/CORN-2 cxi O.OOOl(.l) -0.0027(7.9) -0.0030(5.5)

WHEAT a2 0.0059(3.4) -0.0012(0.9) -0 .0 0 0 2(0 .1 )

SOYBEAN Ot 3 -0.0080(3.8) -0.0050(2.8) -0.0061(2.8)

CORN-1 on* 0.0016(3.0) -0.0006(1.3) -0 .0 0 0 1(0 .2 )

EXTRAPOLATED
h

2.29 0 . 1 2 1.60

LOG LIKELIHOOD FN • -1461.13 -1362.86 -1373.37

RVE 234.81 135.05 143.36
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excluded, p becomes insignificant and y significant. In either case, 

the significant coefficient is approximately equal to 0.4. The second 

effect to be observed in column (b) is that all the crops indicated a 

negative influence on the soil test value of K even though only hay/corn-2 

and soybean had significant coefficients at the 2.5% level. When the 

dummy variables were excluded, however, only soybean showed a negative 

influence on the soil test value of K.

The set of results shown in column (a) in which most of the crops 

have a positive or zero effect on the carryover of K is unusual. It is 

improbable, for instance, that the hay/corn- 2  crop which is harvested 

just prior to the soil sampling period could have an insignificant effect 

on the soil test value. The sensitivity of the coefficient estimates 

to the exclusion or inclusion of the block dummy variables, the 

unexpected signs on three out of four of the crop coefficients and the 

fact that both y and p were only significant at a value close to 0.4 sug­

gested a need for a respecification of the potassium carryover function.

The contribution of the block dummy variables toward the improvement 

of the fit could not be disputed. But, because of the above mentioned
A A

change in roles or shift in significance between y and p, it became 

necessary to investigate the influence of the assumption that y = p .

Under this assumption, the equation estimated was

SK. = b1 + b2 + b3 + b4 + y S K . _ x + yX^CK.^ + yX^WK^

+ a HAY, + a WHEAT. + a SOY. + a CORN. + V- (4.4)

The error term V,, as already explained in subsection 3.3.2, is given
J

hy U. - yU. , where U. = p U, , + W.. When the assumption of y = p is
J J ” -*■ J J " ̂ J

Tnvoked, V, becomes equivalent to W, which is white noise by assumption.
J J

The equivalence is readily demonstrated by substituting for U. in the
J



definition of V.. The dependent variable SK is the soil test value of
J

K and CK and WK represent potassium applied to corn-1 and wheat, 

respectively.

Equation (4.2) could have been estimated by applying OLS to a 

restricted version in which e2 = yA^ 1 and e3 = yA^1. The desired unre- 

stricted coefficients, A^ and A^ , could then be obtained as ©2 / 7  and
A A

e3/y, respectively. The results shown in column (c) of Table 4.2 were, 

however, obtained by applying the nonlinear package in SHAZAM directly 

to equation (4.2).

The influence of the equality assumption about y and p seems to have 

been observed largely by the constants representing the dummy variables 

and by A^ and A2 * The values of the former were uniformly increased and 

so were their t-ratios. The estimated values of A^ and A2 were also 

increased. This latter outcome is of particular interest because the 

two estimates are used to extrapolate the value of the proportionality 

constant which in turn is used in generating the carryover values of K.

The crop coefficients were unaffected both in magnitude and sign.

The absolute value of the estimate of the autoregressive parameter was 

less than one as expected.

In summary, the difference between the two assumptions, y f  p and 

Y = p ,  was that in the latter case, the absolute values (but not the rela­

tive magnitudes) of the estimated coefficients were increased. The resi­

dual variance estimate also increased from 135.05 to 143.36, a statis­

tically significant increase.

The value of the proportionality constant A^ extrapolated from the 

values of A^ and A2 given in column (c) of Table (4.2) is 1.6 which is 

rouch higher than that derived from column (b). The extrapolation of
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A. is done in a manner similar to that of An as discussed in subsectionK P

4.1.1. The technique for the extrapolation will therefore not be repeated 

here.

In spite of a better relative fit under the assumption that y t  p, 

the results for the alternative assumption that y = p appeared to be more 

plausible especially in terms of the coefficient t-ratios and the propor­

tion of the applied K carried over from one season to the next. The 

latter information is obtained as the seasonal estimate of the distributed 

lag parameter (y). The values of y reported in Table 4.2 are not the 

seasonal values since the basic time framework in the analysis was a rota­

tion consisting of four growing seasons. The seasonal value is obtained 

as y^ = v|y| which turns out to be about 77% for column (c) and only 

about 38% for column (b). Both are less than 81% reported by Lanzer 

[1978] for the south Brazilian soils.

Subsequent analysis and discussions in this study will proceed on 

the basis of a potassium carryover function in which it is assumed that 

y = p. Hence, attention will now be directed only to column (c) of Table 

4.2.

It should be emphasized that the primary reason for estimating the 

carryover functions is to obtain consistent estimates of the A-values.

The specification of the function and the technique of estimation ensure 

that the estimators have the desirable properties. But since different 

assumptions lead to different specifications it is not uncommon to end 

UP with several sets of estimators. This indeed is true for the case 

°f the potassium carryover function examined here. Three different values 

two of which are the same magnitude, are given in Table 4.2. The 

choice among these different estimates must be made on the basis of the



plausibility of the entire set of results. The aim is to go with the 

assumption which leads to results with the least number of violations 

to theory and experience already established in crop production. The 

attempt being made here to rationalize all the estimation results is 

aimed at establishing the credibility of the totality of the outcome 

rather than just that of the x-values in isolation. The decision to 

adopt the assumption that y = p has been made on the basis of a similar 

reasoning.

Finally, there is a need for a discussion of the apparent disparity 

between the influence of crop yields on soil P on the one hand and soil 

K on the other. The results in Table 4.2 show that the higher the yield 

of hay/corn-2 and soybean, the lower the following soil test value of 

K. Wheat and corn-1 had no effect on the soil test at any reasonable 

significance level.

In the case of P, a positive influence of corn-1 on soil P was 

rationalized as being the result of the gradual decomposition of trash 

which eventually boosted the soil fertility. The resulting increase in 

the level of soil P was then registered in the soil test. This explana­

tion cannot be generalized to cover the results for K. Potassium is 

relatively more mobile than P. The results for the Indiana soil studied 

here show that only about 77% of the applied K is carried over and there 

is some indication (see the value of y in column (c)) that the figure 

may ever be much lower. The lower carryover for K implies that either 

a higher proportion of it is available for the crop or that more of it 

ls lost as compared to P. The former may be more applicable to K. In 

either case, however, the implication is that the net effect of any pro­

motion activity is a deficit in the soil level of potassium as indicated



by the negative crop coefficient in column (c).

The results here show that starting with 100 kg/ha of available K

only about 35% will be available after four growing seasons (one rotation).

With each crop leading to a net loss in the soil fertility by creating

a potassium deficit, this nutrient may have to be applied more frequently

than P since the decay pattern for the latter shows that only about 30%

of the available form is lost after four growing seasons.

In summary then, the results here show that, for a given block (B)

the potassium carryover function is

SK = B + 0.3513[SK. , + 0.1572CK. , + 0.3135WK-]
J J  ̂ J  ̂ J

- 0.0030(HAY/C0RN-2). = 0.0061 SOYBEAN. + V. (4.
J J J

Except for the dummy constant to be substituted by the relevant value 

from column (c) of Table 4.2, equation (4.5) is similar to the reduced 

form distributed lag model given in (3.17), Section 3.3. The error term 

V, is white noise.
J

4.2 Results for the estimation of crop response functions

4.2.1 The polynomial formulations

In this study, the rationale behind the choice of polynomials as 

alternative formulations in testing the nutrient non-substitution hypo­

thesis has two facets. The first is that of maintaining an apparent tra­

dition of employing polynomials in crop response analysis for whatever 

reason there may be. The second, and the more important reason, is that 

violations of conventional biological theories of plant growth, of 

which the nutrient non-substitution model is claimed (thus far in this
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study) to be free, are most vividly manifested in polynomial 

specifications.

Among the family of polynomials, the two commonly employed for 

analyzing crop response to fertilizer are the square root and the qua­

dratic forms. The application of these two functions has been extensive 

especially over the last three decades. A rigorous exposition of their 

properties has therefore been deemed unnecessary in this s t u d y . T h e  

essential characteristics and a general critique of polynomials have 

already been presented in Chapter 2. In this sub-section, the results 

of estimating the response of one of the crops in the Purdue fertilizer 

experiment are given. The two polynomials (square root and quadratic 

forms) analyzed in this study were estimated by means of a multiple 

regression package provided in the TSP manual.

The crop selected for the response analysis was the first crop of 

corn designated earlier as corn-1 but which will now be referred to simply 

as corn since such simplification no longer poses any danger of confusing 

the crop names. The corn crop was planted in May and harvested in Octo­

ber or November. Broadcast and row fertilizer application rates for 

this first crop of corn can be gleaned from the Appendix Table A.2.

To avoid distracting the attention from the major objective of the 

study, namely to test the validity of the nutrient non-substitution hypo­

thesis, a deliberate effort was made to abstain from cluttering the basic 

models with a large number of variables. Only the major plant nutrients 

were considered. However, since the corn crop received nitrogen at

-^For details about the properties and some of the earlier appli­
cations of these two forms in crop response analysis, see for example 
Brown et al. [1958] or any of the works of E. 0. Heady cited in this 
study.



non-limiting levels, only the influence of the variability in P and K 

was investigated. No attempt was therefore made to explicitly quantify 

the contribution of weather and site variables. Such variables can be 

included in polynomial specifications quite simply but at the expense 

of increased demands on data. Furthermore, the more variables there are 

the more obscure is the interpretation of the results of estimation 

especially for some of the cross-product terms. The question of inter­

preting the results from approximate functions such as the square root 

and quadratic polynomials is a controversial one as already mentioned 

in an earlier chapter. The problem becomes more serious as more vari­

ables are crammed in one polynomial function intended for deriving 

fertilizer recommendations to farmers.

The results discussed below are based on relationships in which the 

response of corn was considered to be a function of total P and total 

K. These variables should be viewed as the total supplies of the 

respective nutrients available to the corn crop during the growing season. 

In either case, the total nutrient supply was computed as the sum of the 

applied and residual (carryover) amounts. The latter was obtained by 

multiplying the soil test index by the X-value derived from Section 4.1. 

The data used in estimating the response of corn to total P and K are 

presented in Appendix Table A.3. The yield and applied fertilizer 

observations have been converted to quintals/ha and the soil tests are 

in yg/g. Due to the presence of gaps in the soil test data, only the 

observations for six years were used in analyzing the response of the 

corn crop. The corn data span the years 1960 through 1966. The corres­

ponding soil test values are for the years 1959 through 1965. The lag 

ls accounted for by the fact that soil sampling was taken prior to the



growing season, hence the soil test value used for constructing the 

nutrient carryover for the 1960 corn crop is that of 1959.

A value of Ap = 0.1226 was used to construct total P. This figure 

was obtained by dividing that given in Table 4.1 column (c) by 100; Ap 

as given in that Table is in kg/ha of P whereas the data used in esti­

mating the response of corn is in quintals/hectare. The value of A^ was 

taken as 0.016. This is 1/100 times the figure given in column (c) of 

Table 4.2

To facilitate direct comparisons of results from the estimation of 

the square root and quadratic functions with those of the non-substitution 

model, the corn yield data as given in Appendix Table A.3 were further 

divided by 100. The reason for doing this is that the yield data measured 

in quintal s/hectare did not meet the scaling requirements in the mathe­

matical programming technique used for estimating the non-substitution 

model.

As in the case of the carryover functions discussed in the previous 

section, the effects of the different blocks were accounted for by four 

dummy variables (i = 1, 4). The square root function estimated was 

of the form

CORN « Sj + S2 + S3 + S4 + YlPT + y2(PT)i + y3(PTKT)*

+ Y4(KT)i + y5KT + (4.

where PT is total supply of P given by 0.1226 SP + CP and KT is the total 

supply of K given by 0.016 SK + CK. SP and SK are the soil test values 

P and K whereas CP and CK are the applied amounts for the respective 

nutrients.

The observations used in estimating equation (4.3) were the 44 treat­

ment values for one growing season (22 for each replicate). The



individual error terms elt (t denoting treatment) were assumed to be iid
2

with zero mean and a common variance As already explained in a 

previous section and as can be deduced from Table 3.1, the same iid 

assumption can be extended to the functions pooling more than one growing 

season; the observations were blockwise independent.

In equation (4.3), the coefficients y 1 and y5 measure the linear 

effects of PT and KT on the yield of corn whereas and y^ are measures 

of the degree of curvature of the function. The coefficient y^ on the 

other hand measures the effects of interaction between PT and KT.

Table 4.3 summarizes the results for the estimation of the single 

year square root functions for the years 1960 through 1966. The table 

also includes the results for the estimation of a function pooling the 

seven years. The table is self-explanatory but a few comments are in 

order. First, it should be noted that no interaction effects between 

P and K were registered during the years of investigation. Secondly, 

the coefficients of the linear and the square root terms had the expected 

signs; negative for the former and positive for the latter. The third 

comment is that a casual survey of the table reveals that there was 

variation in response of corn from year to year. Of particular interest 

is the fact that although the linear and the square root terms for PT , 

had significant coefficients in the pooled function, phosphorus had a 

significant contribution in only three out of the seven years reported 

in Table 4.3. The t-ratios for the coefficients of the linear and the 

square root terms for potassium on the other hand suggest that this 

nutrient had a significant contribution to the response of corn in each 

the seven years investigated. This differential contribution of P 

and K over the years could be due to the differences in the mobility



T a b l e  4.3 Results for the Estimation of the Square Root Function (10 kg/ha)

Year 
Coeff. 1960 1961 1962 1963 1964 1965 1966 Pooled

si 48.5102
(4.7)a

— — — 52.8821
(4.8)

— — 46.5294
(7.7)

S2 — 44.5219
(4.4)

-- -- — 35.8657
(3.5)

— 40.1861
(6.6)

S3 — -- 43.1531
(2.3)

-- — — 25.6395
(1.8)

37.1160
(6.1)

S4 -- — 58.4693
(7.1)

— — — 52.6375
(8.6)

PT -2.3631
(1.2)

-1.2786
(0.5)

-4.9496
(1.5)

-6.0523
(3.4)

-3.6345
(1.5)

-6.1185
(2.9)

-7.3137
(3.2)

-5.3055
(4.4)

PTSQb 14.3080
(1.8)

4.0661
(0.4)

9.6857
(0.7)

21.7762
(3.3)

15.9070
(1.8)

24.3660
(3.0)

23.1012
(2.5)

18.7972
(4.1)

PTKTb -1.3446
(0.9)

1.1143
(0.7)

3.6615
(1.4)

0.8623
(0.6)

-0.1284
(0.1)

1.0626
(0.7)

1.2923
(0.6)

0.9978
(1.1)

KTSQb 30.2544
(3.5)

36.3546
(4.3)

46.7651
(3.3)

21.9894
(3.1)

24.5651
(2.6)

28.5159
(3.2)

30.1458
(2.6)

30.4536
(6.2)

KT -5.7149
(3.0)

-8.5847
(4.3)

-12.3266
(4.2)

-5.1114
(3.1)

-5.8625
(2.7)

-6.6167
(3.3)

-6.8904
(2.7)

-7.1355
(6.4)

R2 0.5388 0.6097 0.5714 0.6148 0.3522 0.6230 0.5380 0.4828

RVEC 19.1451 32.6245 58.2853 18.8084 34.0171 23.8852 41.2274 522.1684

VO
VO



T a b l e  4.3 continued

aThe figures in parenthesis are the coefficient t-ratios. 

^Short-hand for (PT)^, (PTKT)^ and (KT)^, respectively.
Q
Residual variance estimate (RVE) = SSE/degrees of freedom
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and hence in the residual values of these nutrients. It is likely that 

by 1960, the soil level of the two nutrients was such that only K was 

limiting growth. The changes in weather and soil conditions and in 

amounts of P permanently taken out of the field may at times have reduced 

the availability of this nutrient to levels which could limit growth as 

indicated in the years 1963, 1965, and 1966.

The variation in crop response from year to year is an important 

subject area particularly when it comes to the choice of the combination 

of years of data to be used in estimating the response function which 

is consequently employed in deriving optimal fertilization strategies.

The results in Table 4.3 show that the pooled function gives the false 

impression that P'had a significant contribution to the response of corn. 

It is therefore likely that using the pooled function may lead to recom­

mendations requiring annual addition of P whereas the single year func­

tions suggest a lower frequency of application.

A look at the row labeled RVE (residual variance estimate) in Table

4.3 also indicates that the assumption of constant variance from year 

to year may not be valid for the pooled model. This would imply that 

even though the coefficient estimates from the pooled model are unbiased 

they are not minimum variance estimators. To get more efficient (maximum 

likelihood) estimators under the assumption of blockwise shifting vari­

ance, one would have to resort to generalized least squares (GLS) 

techniques. In order to stay within the boundaries of the stated objec­

tives of this study, the application of GLS to the pooled models and the 

topics relating to yield stochasticity were not considered. However,

''t is apparent from Table 4.3 that these are important areas where further 

analysis of the present data set could yield significant payoff.
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The final comment to be made about Table 4.3 concerns the reported

R values which averaged about 0.55 for the single year models. For time

series observations this figure borders on the low side. In the present
o

case, however, it is possible to rationalize the low R values on grounds 

of the cross-sectional nature of the data used and the fact that impor­

tant sources of variation in the corn yield may have been omitted.

Heading the list of such excluded factors are the weather and site 

variables. It is also possible that the two-stage approach employed in 

deriving total nutrient supplies (PT and KT) based on extrapolated 

X-values may have led to some loss in the precision of coefficient 

estimates. Since estimates of PT and KT could not be obtained directly, 

such a loss in efficiency was unavoidable. It must be emphasized here, 

however, that the relative performance of the individual models is of 

no consequence in the anticipated tests of hypotheses regarding the 

appropriateness of functional specification. Except for the manipulations 

required by the different specifications, the same independent variables 

PT and KT were maintained in all the models estimated. It follows that 

statistical differences between results of a given pair of models must 

be due to differences in specification.

The results for the estimation of the quadratic polynomial summa­

rized in Table 4.4 indicate a seasonal response pattern similar to that 

obtained from the square root formulation. The quadratic equation esti­

mated can be obtained from (4.3) by replacing the square root terms with 

the quadratic terms (PT)^, PTKT and (KT)^. The symbols used for the block 

durrniy variables are (i = 1, 4) in the case of the quadratic function.

As in the square root form, the estimated coefficients for the block 

dummy variables were highly significant at any reasonable level of

2



Table 4.4 Results for the Estimation of the

1960 1961 1962 1963

«1 74.4564
(17.3)a

— — —

«2 -- 62.9909
(12.6)

-- --

«3
-- -- 72.7921

(9.1)
—

% -- -- — 80.1309
(20.8)

PT 3.4964
(2.3)

1.0906
(0.5)

0.8486
(0.3)

4.9988
(3.5)

(PT)2 -0.2751
(1.6)

-0.1190
(0.5)

-0.2976
(0.9)

-0.5897
(3.4)

PTKT -0.0948
(1 .0 )

-0.0614
(0.4)

0.2531
(1.3)

0.0457
(0.4)

(KT)2 -0.5514
(3.2)

-1.0771
(4.5)

-1.2344
(3.9)

-0.5803
(3.3)

KT 6.8245
(3.6)

10.8524
(4.7)

11.8918
(3.5)

6.1036
(3.4)

R2 0.5183 0.5537 0.4944 0.5758

RVE 19.9980 37.3045 68.7537 20.7131



Quadratic Function (100 kg/ha)

1964 1965 1966 Pooled

73.4647
[14.8)

— — 72.1627
(26.4)

— 63.4734
(13.8)

— 65.5730
(23.9)

-- — 53.3757
(8.8)

62.7537
(22.9)

-- — — 77.8333
(27.0)

2.6600
(1.4)

4.6778
(2.7)

4.6047
(2.4)

3.9255
(4.1)

-0.2427
(1.1)

-0.4527
(2.4)

-0.6137
(3.0)

-0.4619
(4.2)

-0.0089
(0.1)

0.0271
(0.2)

0.0612
(0.4)

0.0524
(0.8)

-0.7140
(3.1)

-0.8012
(3.8)

-0.7075
(2.8)

-0.7660
(6.7)

6.9921
(3.0)

8.4741
(4.0)

7.7125
(2.9)

8.0087
(6.8)

0.3177 0.5705 0.5229 0.4583

35.8294 27.2166 42.5729 546.9579

o
CO
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probability for a type I error. Not only were the coefficients signifi­

cant, they were also relatively large in absolute terms, a fact which 

is probably due to the omission of some variables as already noted.

In terms of data "fit," as judged from the R and the residual 

variance estimate, the square root specification appears to have a slight 

edge over the quadratic form. No definitive statements can be made on 

the subject of discrimination between these two specifications without 

carrying out proper statistical tests. Such tests will be done later 

on but with nutrient non-substitution as the alternative hypothesis. Due 

to the popularity of the two estimated polynomial functions and because 

the results show no definite superiority for either one in the absence 

of more rigorous tests, both specifications will be tested against the 

non-substitution model.

4.2.2 The nutrient non-substitution model

The nutrient non-substitution model was estimated in the form given 

in equation (3.32) of Section 3.4. Before doing so, however, estimates 

of the yield plateaus for the individual years had to be provided. In 

addition, the knots needed in estimating the spline functions were 

unknown and hence had to be estimated.

The realized yield plateau or maximum (A) for a given crop variety 

and location depends, among other things, on the prevailing weather 

conditions. Under idealized conditions, the biological maximum yield 

(M) for a given crop variety will be a constant depending on the variety's 

9enetic potential. In this study, the realized maximum was estimated 

ds the average of the top five corn yields. For example, the maximum
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yield for the 1960 corn data was taken as 103.0 quintals/ha. This, 

admittedly, is an arbitrary way of computing the yield maximum but the 

figure is not only a reflection of the prevailing weather conditions but 

also of the biological maximum, M. It is likely that there is a direct 

relationship between M and the estimate A of the realized maximum used 

here. Lanzer [1978] postulated that the yield maximum given by 

A = Max[y1 < y ^ <  . . . < y^], an order statistic, had a proportional 

relationship with the constant M. He estimated the constant of propor­

tionality simultaneously with the other parameters of the model using 

a non-linear algorithm. The framework of estimation adopted here pre­

cludes such an approach. For example, for a single year model under the 

assumption that M = c*A an exercise of parameterizing over different values 

of a in the range [0.5 - 1.6] merely shifts more or less weight to the 

other coefficients of the model leaving the error sum of squares unaf­

fected. For more than one year, different combinations of A and a values 

may lead to different fits for the data but such fine-tuning was deemed 

to be of marginal value. Hence, A was taken as the average of the top 

five observations for a given year of yield data for corn.

The non-substitution model estimated had a nonlinear objective func­

tion and a set of linear and nonlinear constraints. As already stated, 

the computer program used was MINOS/AUGMENTED which will be referred to 

simply as MINOS. The knots were treated essentially as unknown and had 

to be searched for by repeated estimations of the model. Before pro­

ceeding to explain the search procedure for the knots, a description will 

given of how the problem was set up for estimation by the MINOS 

Program.

In order to run the program, it was necessary to provide the



following problem-specific information: CALCFG, CALCON, SPECS, and the 

MPS. These terms are explained in the MINOS User's Guide and MINOS/AUG- 

MENTED User's manual co-authored by Murtagh and Saunders [1977 and 1980]. 

The explanations given below are only for continuity of exposition.

CALCFG is the fortran subroutine used to compute the objective func­

tion f(X) and the gradient vector g(X). X is the set of all nonlinear 

(XNL) and linear (X^) variables. For the problem at hand, as can be 

seen from equation (3.32), X ^  = (SK SP e) and XL = (y ZK^ ZP^) in which 

S^ and S^ have been substituted by SK and SP and and $ 2 by ZKj and 

ZP.. K and P are the two nutrients and j = 1, 2, 3, . . .  is the number
J

of columns of the matrices ZK and ZP which have now replaced Z^ and Z^ 

of equation (3.32). The nonlinear variables SK and SP appear only in 

the nonlinear constraints and not in the objective function. Therefore 

the function f(X) is ie'e hence g(X) = t  and these go into CALCFG given 

in the Appendix A.4.

CALCON is a subroutine similar to CALCFG but designed to compute 

the nonlinear constraints and their gradients. For this problem, the 

nonlinear constraint variables are SK and SP. Each treatment level has 

the accompanying quadratic constraint of the form SKtSPt = 0, SKt > 0 

and SP^ > 0. The constraint gradients are therefore given as g(SK^) = SP 

and g(SPt) = SK^ for all t. A fortran version of CALCON is given in 

Appendix A.5.

SPECS stands for specifications. This is the section for stating 

the dimensions of the problem. All the non-substitution problems esti­

mated by MINOS program had 4N rows and (4N + 2J) columns where N = 44 

ls the number of observations in one year. J is the number of columns 

°f the matrix ZK which is also the dimension of the matrix ZP (remember
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that ZK and ZP replaced and Z2, respectively, in equation (3.32)).

In each problem, there were N nonlinear constraints, 2N nonlinear 

(jacobian) variables corresponding to SK and SP and 3N nonlinear objec­

tive variables corresponding to = (SK SP e). Notice that in CALCFG, 

only the gradients for et are computed since SK and SP have no value in 

the objective function.

The SPECS file is listed every time in the MINOS printout. A print­

out for the 1960 problem is reproduced in Appendix Table A.7. Notice 

that the rows and columns specified in the SPECS are overestimates of 

the actual figures. This is a program requirement.

General bounds on all variables can also be included in the SPECS.

For example, it was found that the problem setup was such that after 

appropriate scaling of the data, all coefficient estimates would lie below 

the largest value of the right hand side (RHS) vector - corn yield data 

for the printout given in Appendix Table A.7. It was therefore decided 

that a value slightly larger than the largest of the RHS values would 

be placed in the SPECS as the upper bound. A properly selected upper 

bound restricts the parameter space and hence reduces the number of major 

iterations.

The SPECS may also include tolerances (used in the algorithm) which 

the user desires to set at levels other than their default values. The 

latter are listed together with all the other parameters in the section 

of the printout (Table A.7) bearing the title PARAMETERS. The estimations 

carried out here left most of the parameters at their default values.

The mathematical programming section (MPS) is used to specify the 

locations of the constraint gradients (by dummy variables) and the 

elements of the matrix of coefficients for the linear constraints. In
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the present case, the relevant matrices are A1 and A2 defined in equation 

(3.32). The MPS file for the 1960 problem is reproduced in Appendix 

Table A.6.

The MPS file corresponds in a rather straightforward manner to the

constraint layout in equation (3.32). There are four sets of rows (all

of the equality type) with the names ROWS, ROWY, ROWZK and ROWZP. Each

set has N row elements giving a total of 4N rows. There are six sets

of columns named COLSK, COLSP, COLEE, COLMU, CLZK. and CLZP . corres-
J J

ponding to the nonlinear and linear variables of the model. The last 

two sets contain the coefficients for the spline functions for the two 

nutrients K and P. The actual number of coefficients depends on the num­

ber of knots, a subject which will be discussed shortly. For the 1960 

problem, the coefficients corresponding to the slope of the first segment 

of the spline curve (eiQ in Fig. 3.1) are CLZK2 and CLZP2. The coeffi­

cients representing the change in slope are named CLZK3 and CLZP3. The 

additional coefficients CLZK1 and CLZP1 represent the block dummies and 

for the single years appear as intercepts. They should not, however, 

be interpreted as intercepts since the models employ total supplies of 

the nutrients. Ideally, the spline functions should be forced through 

the origin in order to conform to the concept of nutrient essentiality.

The only nonzero entries in the RHS section appear in ROWY. These 

are the corn yield data after the transformations discussed in Appendix 

A. 1.

The last part of the MPS file is the BOUNDS section. Notice that 

CLZK3 and CLZP3 are constrained to be nonpositive thus ensuring conca­

vity of the spline functions. The error term e is unrestricted hence 

the corresponding column COLEE is coded in the BOUNDS section as free
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(FR). The other variables SK, SP, MU, ZK1, ZK2, ZP1, and ZP2 are not 

entered in the BOUNDS section explicitly and are therefore coded, by 

default, as G i.e. s.

An additional restriction was added to the basic framework summarized 

thus far in the MPS. This was the requirement of a plateau surface which 

from Fig. 3.1 implies that

8i = t o  SiT * 0 <4 '4>

where i represents the two nutrients and j + 1 is the total number of 

knots. The summation in (4.4) gives the slope of the spline function 

at the knot. In keeping with the variable names introduced for the 

MPS file presented in Appendix Table A.6, the plateau restriction requires 

that

ZK2 + ZK3 = 0 (4.5)

and ZP2 + ZP3 = 0 (4.6)

noting that both ZK3 and ZP3 are nonpositive by restriction. The addi­

tional restrictions (4.5) and (4.6) were accommodated in the MPS file 

by introducing two extra rows: ROWKS and ROWPS.

For the spline function approximations to the single nutrient 

response curves, only one effective knot was used, that is, not counting 

the final knot which for both PT and KT was taken as 830 kg/ha. This 

amounted to estimating simple models of the linear and plateau type there­

fore the spline function approximations had only two segments (refer back 

to Fig. 3.1).

The last knot, for either nutrient, was not difficult to locate since 

Tt had to be chosen so as to exceed the largest recorded observation.

The single effective knot referred to above was not as easy to pick.
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Generally, a knot is supposed to mark the location of a change in the 

slope of the function. Such locations were not easily discernible by 

merely glancing at the observations or the scatter diagram of yield and 

either PT or KT. The knots were therefore taken as unknown variables 

which had to be chosen so as to minimize the value of the objective func­

tion as given in equation (3.32). The simplistic nature of the linear 

and plateau type approximations adopted here made this task rather easy. 

First, the scatter diagrams were used to select initial ranges of the 

knots for PT and KT. For example, the range for the 1960 data for both 

nutrients was taken as 100-350 kg/ha. Values of the objective function 

corresponding to these extreme points were computed and then different 

pivots (k) within that range were tried. The points which minimized the 

error sum of squares, S(k), were taken as the final knots. The final 

knots for the 1960 data were 155 kg/ha of PT and 155 kg/ha of KT. The 

knots corresponding to the minimum points of S(k) for the years studied 

are enclosed in square brackets on the k-axis of Fig. 4.2. As can be 

seen from the figure, only a few points were tried for each year before 

locating the minimum point of S(k).

If the range between zero and the final knot is large, it is possible 

to include an additional knot in order to improve the "fit." The knots • 

indicated in Fig. 4.1 were relatively low compared to the final knot which 

was fixed at 830 kg/ha. Hence, there was little to be gained by having 

additional knots. The spline functions estimated, therefore, had only 

two segments: a linear portion and a plateau.

The computer printouts listing the iteration log and the entire solu­

tion for any given year is rather lengthy. A typical printout for the 

I960 problem is presented in Appendix Table A.7. The column entitled



Figure 4.2 The relationship between the (non-substitution model) residual 
sum of squares S(k) and the knots (k)
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ACTIVITY in Section 2 of the solution gives the coefficient estimates 

for the variables SK, SP, e, y, ZK. and ZP. (j = 1, 3), in that order.
J J

The objective value is given in the section preceding the solution listing 

and the required error sum of squares, S(e), is twice that value since 

the minimized function f(X) = ie'e.

This [1960] problem was given a "warm start" by providing basis 

data to define an initial solution. Convergence was therefore achieved 

after only 4 major iterations. The initial basis data were saved from 

trial runs operating at different knots. It was essential to start a 

new problem from an old basis, one saved from another problem, even if 

the solution to the source problem fell short of expectation. The 

desired improvements were then achieved in a stepwise manner.

The estimated spline function parameters for the 1960 problem are 

summarized in Table 4.5 and the estimated nutrient non-substitution model 

for corn response is therefore given by

CORN = 103.0 Min {0.6829 + 0.1743KT, 0.8197 + 0.0909PT}:

KT, PT < 1.55 quintals/ha

= 0 : KT, PT € [1.55 - 8.30] quintals/ha (4.7)

where KT and PT represent total nutrient supply for K and P, respectively, 

and the estimate of the maximum yield (A) is given as 103 quintals/ha.

The last knot fixed at 8.30 quintals/ha was considerably larger than 

the estimated knot, 1.55 quintals/ha. The range [1.55 - 8.30] quintals/ 

ha therefore represents a region over which the response of the corn 

crop was not limited by either of the nutrients studied here.

The range [0 - 1.55] quintals/ha covers the region over which there 

is a positive response to both nutrients as given by the coefficients 

KT and PT in equation (4.7). The asymptotic standard errors for



Table 4.5 Estimated Spline Functions - 1960

DESCRIPTION OF VARIABLE COEFFICIENT ESTIMATE3

Yield Maximum A 102.9900

Potassium

Block dummy variable ZK1 0.6829
Relative yield function slope for KT = [0-1.55] quintals/ha ZK2(6ko) 0.1615
Change in slope at KT = 1.55 quintals/ha ZK3(6k1) -0.1615

Phosphorus

Block dummy variable ZP1 0.8197
Relative yield function slope for PT = [0-1.55] quintals/ha ZP2(6p0) 0.0909
Change in slope at PT = 1.55 quintals/ha zP3( eP 1 ) -0.0909

RESIDUAL VARIANCE13 RVE 18.3914

Measurements are in 100 kg/ha. Since the RHS values (yield data) were further divided by 100, 
the reported coefficient estimates are those in Appendix Table A.7 multiplied by 100 then divided by the 
estimated yield maximum (A). The rationale behind this should be clear from equation (3.31).

^The residual variance estimate, RVE = SSR/(N - K). In the non-substitution single year models,
N = 44 and K = 6. The residual sum of squares (SSR) is obtained by multiplying the estimated objective 
value in Appendix Table A.7 by 2 and further multiplying by 1002.
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these coefficients were not computed but the results summarized in 

equation (4.7) and Table 4.5 seem to confirm those of the square root 

and quadratic formulations, namely that the corn crop was over supplied 

with K and P in 1960. For the polynomial specifications, since the 

coefficient standard errors were provided, it was readily determined 

that, on the average, there was a significant response to K but not to 

P. The non-substitution model estimated here portrays the same infor­

mation but in a different way. It says that positive response to both 

nutrients was restricted only to the region below 1.55 quintals/ha with 

the one exception that larger yield increments would be obtained by 

additional units of K rather than of P. This kind of information, 

together with soil test results can form the basis for quick fertili­

zation guidelines to farmers.

In spite of its simplicity, equation (4.7) is powerful enough in 

the sense that it contains the basic information that may be required 

by most of the farmers. The required information is about the returns 

to the scarce resources (especially capital) diverted to crop production. 

In particular, there is a need for information relating to rates of 

fertilizer application. The estimated model can be used as already 

noted earlier (see equation (3.27)) to derive long term optimal fertili­

zation strategies. Such optimization techniques tailored to specific 

soils and weather conditions may be beyond the budget lines of most of 

the agricultural extension systems especially in the less developed 

economies. All that an extension agent may need, therefore, are the 

s°il test results and a simple formula such as (4.7) relevant for a given 

soil type and remembering that KT = K + 0.0159SK and PT = P + 0.1226SP 

where K and P are the required application rates and SK and SP are in
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soil test units of potassium and phosphorus, respectively. The knot 

given as 1.55 quintals/ha of either K or P marks the critical level of 

total supply of these nutrients. Supplies beyond the critical level 

are considered as overfertilization of the crop and hence a waste.

The basic differences between the polynomials and the simple model 

in (4.7) from the point of view of application, are the more involved 

algebraic manipulations encountered in the former. There is also the 

risk that the polynomials will overestimate the critical level of 

nutrient supply corresponding to the maximum possible yield. The 

estimated square root function for 1960, for example, gives the levels 

of K and P corresponding to the maximum yield as 6.319 quintals/ha and 

5.509 quintals/ha respectively. The corresponding figures for the 

quadratic function are 5.727 and 5.368. These two sets of figures are, 

for all practical purposes, similar. The estimated maximum yields for 

the two models are, however, not of the same magnitude. The quadratic 

tops at a yield level of 121.487 quintals/ha whereas the square root 

form is flatter, reaching its peak at 101.083 quintals/ha. The largest 

recorded corn yield for the 1960 data was 105.34 quintals/ha. It is 

therefore easy to see that, in comparison to the estimated non-substi­

tution model and the information on actual crop yield, the quadratic 

had a tendency to overstate not only the region of positive response 

to total nutrient supply, but also the corresponding yield. The yield 

maximum estimated by the quadratic was more than 4 standard deviations 

in excess of the yield maximum (A) used in the non-substitution model 

and more than 3 standard deviations above the maximum recorded yield 

°f corn in 1960.

The square root formulation, in comparison to the non-substitution



model, exaggerated the region of positive crop response but otherwise 

had a yield maximum close to the approximation A used in the latter 

specification.

As can be deduced from Table 4.5, the standard deviation for corn 

yield estimated by the nutrient non-substitution model was 428.9 kg/ha 

which, using a conversion factor of 25.4 kg for every bushel of shelled 

corn, is equivalent to 16.9 bu/ha. The corresponding figures for the 

square root and quadratic polynomials were 17.2 bu/ha and 17.6 bu/ha, 

respectively. These figures show that, purely on the basis of the 

standard error of the regression, the simple linear and plateau model 

performed no worse than the popular polynomials. The same conclusion 

has been stated by other researchers with different methodologies of 

estimating models based on Liebig's law of the minimum (see Chapter 2). 

Such comparisons, however, may not be statistically valid as a basis 

for making unambiguous judgments with regard to the choice of functional 

specification. Indeed, the present case bears that fact out since there 

seems to be a deadlock between the non-substitution model and the poly­

nomial specifications in terms of the standard error of the regression 

after correcting for degrees of freedom (the square root of the reported 

RVE).

In spite of the apparent similarity as judged from data fitting, 

the three models imply different fertilization strategies in view of 

the differences already mentioned above. Economic criteria as a basis 

°f discriminating among these models should therefore be precluded not 

°nly because of the pervasive manner in which the biases inherent in 

the models under comparison are manifested in such criteria but also 

because such a procedure may not be statistically appropriate. It
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would not be statistically appropriate because, as already discussed 

in Section 2.2, the models are not different transformations of a more 

general specification and hence do not lend themselves easily to direct
O

comparison. Furthermore, as with the case of using RVE and R , there 

is the presumption that the real specification is known. In crop 

response analysis, comparisons which presuppose knowledge of the actual 

functional relationship may not be justified.

In this study, each model will be viewed as constituting a hypo­

thesis, the validity of which has to be tested against specified 

alternatives. A priori, there will be no maintained hypothesis. How­

ever, there will be special interest on the performance of the nutrient 

non-substitution hypothesis in view of its conformity to conventional 

theories of plant growth. Hence, this hypothesis will be tested against 

the polynomial approximations. The latter will in turn be tested against 

the nutrient non-substitution hypothesis. Tests will be done not only 

for the models estimated from the 1960 data but also for those derived 

from the years 1963, and 1965. Non-nested hypothesis testing procedures 

will be employed. Three different test statistics will be used: the 

Cox-Pesaran (CP) statistic, the linearized CP statistic and the C-sta- 

tistic. Descriptions of these test statistics have already been given 

in Section 3.5.

The estimated spline functions for the other selected years are 

presented in Tables 4.6 and 4.7. For 1963, the final knot was found 

To be about half the estimated values for 1960 and 1965 as can be seen 

from Figure 4.2. In terms of RVE, the 1963 and 1965 results indicated 

That the non-substitution model fitted the data better than either the 

square root or the quadratic specifications. This is in contrast to



Table 4.6 Estimated Spline Functions - 1963

DESCRIPTION OF VARIABLE___________________________ COEFFICIENT ESTIMATE

Yield Maximum A 105.6600

Potassi urn

Block dummy variable ZK1 0.5409

Relative yield function slope for KT = [0-0.85] quintals/ha
ZK2<6k o > 0.4679

Change in slope at KT = 0.85 quintals/ha ZK3(BK1) -0.4679

Phosphorus

Block dummy variable ZP1 0.6383

Relative yield function slope for PT = [0-0.85] quintals/ha ZP2(Bpo 0.4711

Change in slope at PT = 0.85 quintals/ha ZP3(8pi) -0.4711

RESIDUAL VARIANCE RVE 14.1018



Table 4.7 Estimated Spline Functions

Yield Maximum 

Potassi urn

DESCRIPTION OF VARIABLE

Block dummy variable

Relative yield function slope for KT = [0-1.65] quintals/ha 

Change in slope at KT = 1.65 quintals/ha 

Phosphorus

Block dummy variable

Relative yield function slope for PT = [0-1.65] quintals/ha 

Change in slope at PT = 1.65 quintals/ha

RESIDUAL VARIANCE

1965

COEFFICIENT ESTIMATE

A 93.6500

ZK1 0.5071

ZK2(6K0) 0.4667

ZK3(BK1) -0.4667

ZP1 0.7502

ZP2(Bpo) 0.1521

ZP3(Bpi) -0.1521

RVE 18.4974

roo
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the 1960 results which indicated only a marginal advantage of the non­

substitution model over the other specifications. It is hoped that the 

intended non-nested hypothesis tests will bring out a clearer distinc­

tion between the two sets of models being tested than is possible when 

comparisons are based only on RVE.

No more comparisons of the models on the basis of their relative 

performance criteria will be undertaken here. Furthermore, since the 

tables (4.6 and 4.7) are self-explanatory (the derivation of coefficients 

being similar to that of Table 4.5), the 1963 and 1965 results will not 

be elaborated. The complete results of estimation for the non-substi­

tution models for these two years are presented in Appendix Tables A.8 

and A.9.

4.3 Results and Discussion of Hypothesis Tests

The results for the hypothesis tests are discussed in this section. 

Three specifications were tested: the non-substitution model and the

square root and the quadratic polynomials. The polynomials were not 

tested against each other since the basic interest was to test them 

against the non-substitution formulation. Therefore, the results 

presented in this section are for the following hypothesis tests, 

abbreviated as indicated:
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Hq Tested Against Abbreviation

Non-substitution (NS) against Square root (SR) 

Square root against Non-substitution 

Non-substitution against Quadratic (Q) 

Quadratic against Non-substitution

NS/SR

SR/NS

NS/Q

Q/NS

For the three years studied, this gives 12 tests; 6 against the polynomial 

specifications (NS maintained) and 6 against the non-substitution speci­

fication (either SR or Q maintained). Only the abbreviations are used 

in subsequent tables.

Basically, there were two testing procedures: the C-test and the 

Cox-Pesaran (CP) approach. A third test was obtained by linearizing 

the CP statistic, a relatively easy operation. The C-test was used as 

an easy and preliminary test. Its results will be compared with those 

of the CP procedure. The outcome of such comparisons may give some indi­

cations as to the consistency of the C-statistic as a quick means of 

testing model specification.

As stated in Section 3.5, the linearized CP statistic is more con­

servative at rejecting the null hypothesis than the CP statistic when 

the alternative is fitting much better than expected. It is therefore 

used as an adjustment to the CP statistic to counteract the unexpected 

superiority of the alternative hypothesis.

The results discussed first are for the C-test. For a pair of hypo­

theses, the desired statistics were obtained by estimating the two 

equations:

y -

and y - x"̂ y = 0^(y - X y) +

(4.8.1)

(4.8.2)

The first equation is a reproduction of equation (3.35) and is used to



123

test the non-substitution model against a polynomial formulation. All 

the symbols in (4.8.1) are vector valued and retain the same interpre­

tation given in Section 3.5. It is, however, worth noting that while 

y is the expected yield estimated by the non-substitution model, XTy 

symbolizes the expected yield as estimated by either the square root 

or the quadratic, depending on which is in the alternative hypothesis.

When the non-substitution hypothesis is maintained, as in (4.8.1), 

the interest is on an estimate of 6q and its standard error. These two 

estimates give the t-ratio which is the C-statistic used to test the 

validity of the maintained hypothesis.

Whereas the first equation tests the validity of the non-substitu­

tion hypothesis, the second tests the polynomial approximations (SR or 

Q) with the nutrient non-substitution hypothesis as an alternative.

The expected yield estimated by the non-substitution model was given 

by yi = ZK3^ or y = ZP3p depending on whether potassium (K) or phosphorus 

(P) was the growth limiting nutrient and where the right hand expressions 

are the estimated spline functions. In (4.8.1), 6q is a nesting para­

meter, this role being obvious when the equation is written out as
A T  /V A A A

y = (1 - eQ)y + 0 q X y. Substituting e ‘ = (bk 3p) for 6' = (bk 3p) and
A

y for y is just one way of parametric identification of the resulting 

comprehensive model. Any other estimators could have been used provided 

they were consistent for 3 and y. The resulting estimate of 0g is there­

fore conditional on 3 and hence not unique. Its t-ratio is, however, 

unique and can thus be used to test the validity of the tested hypotheses.

Asymptotically, the estimate of 9g in (4.8.1) will converge to unity 

when the polynomial specification is valid. Alternatively, it will con­

verge to zero when the tested hypothesis is true. These facts may be
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used to conclude that if 0q is significantly different from one then 

the alternative hypothesis, in this case the polynomial, is not sup­

ported by the data. However, in view of the foregoing discussion about 

the estimated (absolute) value of it was necessary to reverse the 

roles of the hypotheses under test and hence the need for the second 

equation in (4.8). The tests were then based on the estimated t-sta- 

tistics for 6q and e^.

The C-tests are easy to perform and the resulting statistics will 

be used in this study both as preliminary crude tests and also for the 

purposes of comparison with the Cox-Pesaran (CP) procedure. The latter 

yields a statistic which is asymptotically equal to the negative of the 

J-statistic. The J-statistic, as explained earlier, will not be used 

in this study.

The results for the C-tests are given in Table 4.8. The abbre­

viations in the table are those explained at the beginning of this 

section. The first element in each group of entries in the table is 

the estimate of the nesting parameter, 0. The second element is the 

standard of error of 0 and the C-statistic appears last.

Due to the fact that the concepts used in the tests are true only 

asymptotically and they are applied here to a relatively small sample, 

size (N =44), a relatively large probability of type I error ( a )  will 

be allowed. The selected level is ct = 0.025 corresponding to a critical 

level of 1 ^ / 2  ~ 2*24 for a two-tailed test. The two-tailed tests will 

be used because interest is on hypothesis tests rather than discrimina­

tion and because of the disjointed nature of the parameter spaces of 

the hypotheses under test.

Looking at the columns of Table 4.8 labeled NS/SR and NS/Q which
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Table 4.8 C-Statistic Test Results3 

HYPOTHESIS TESTED___________ NS/SR_______ SR/NS_______ NS/Q________ Q/NS

1960 0.4289 0.5711 0.3717 0.6284
0.2797 0.2797 0.2582 0.2582
1.5334 2.0418 1.4394 2.4335

1963 0.2614 0.7386 0.2475 0.7525
0.1800 0.1800 0.1555 0.1555
1.4521 4.1025 1.5916 4.8385

1965 0.1149 0.8851 0.1015 0.8985
0.2502 0.2502 0.2000 0.2000
0.4593 3.5368 0.5073 4.4922

Entries in the table are in groups of three. In each group, the 
first line gives the coefficient estimate for 0 and the second line 
its standard error. The third line gives the t-ratio for 0 which is 
referred to in the text as the C-statistic.



give the results of testing the nutrient non-substitution hypothesis 

against the polynomial formulations, it can be seen that the estimated 

C-statistic is lower than the critical value of 2.24 for all the three 

years. Even when the significance level is increased to a = 0.05, the 

non-substitution hypothesis cannot be rejected at the resulting critical 

level of 1.96.
* ~ O 1

The estimate of the variance of eQ is given by No q (X' X) where 

X = (X y  - y) and CTg  is the consistent estimator of q q  in (4.8.1). This 

variance estimate for A i 6q can be shown to be asymptotically biased 

upwards -- see for example Davidson and MacKinnon [1981, p. 787]. The 

resulting t-statistic used in the C-test will therefore have a tendency 

of not rejecting the null hypothesis more often than the CP statistic. 

This may explain why the non-substitution hypothesis could not be 

rejected in all the three years studied. However, a look at the results 

for the tests in which the polynomial formulations were tested against 

the non-substitution hypothesis (columns labeled SR/NS and Q/NS), reveals 

that using a critical level of 2.24 leads to the rejection of the poly­

nomial formulations in 5 out of 6 cases.

The quadratic formulation was rejected in all the three years where­

as the square root could not be rejected only in 1960. When the signi­

ficance level is increased from 2.5% to 5%, the estimated C-statistics 

indicate that both the square root and the quadratic formulations should 

be rejected in all the three years.

The fact that the C-statistic has a tendency of not rejecting the 

tested hypothesis further erodes the credibility of the polynomials 

since, in this case, the indications are that they should both be 

Ejected and at a rather high level of significance.



No conclusive statements can be made solely on the basis of the 

C-tests, especially in view of the fact that the small sample size 

properties of the statistic used are unknown. It is also apparent from 

these results that the C-statistic is unable to decisively break the 

deadlock which existed between the non-substitution and the square root 

models for 1960 when comparisons were based on RVE. However, when the 

significance level is increased to 5%, the tie is broken and the edge 

goes to the nutrient non-substitution hypothesis.

In order to carry out the non-nested hypothesis tests on the basis 

of the Cox-Pesaran (CP) procedure, some auxiliary estimations must be 

done, in addition to estimating the pair of models contained in the 

hypothesis under test. The relations to be estimated and the desired 

residual sums of squares were presented in Section 3.5 and will there­

fore not be discussed here again.

Three different formulations were compared and, since the poly­

nomials were not tested against each other, only four pairs of hypo­

theses were tested in each year. Using the abbreviations introduced 

earlier, the four hypotheses tested were NS/SR, SR/NS, NS/Q and Q/NS.

The first two were used to test the non-substitution and square root 

hypotheses and the other two tested the non-substitution and the 

quadratic hypotheses.

Results for the auxiliary estimations for the pair NS and SR are 

reported in Table 4.9. The first two columns labeled NS and SR give 

the residual sums of squares under the two tested hypotheses, adjusted

by the respective degrees of freedom. The resulting quantities were
~ o

referred to in Section 3.5 as Oq and O y  They are the unbiased esti- 2

2 2roators of Oq and and have synonymously been referred to as RVE. Also,



HYPOTHESIS TESTED NS SR _________ NS/SR__________  ________ SR/NS

Table 4.9 Results for Auxiliary Estimations for the CP

Testing Procedure - NS and SR

P A R A M E T E R

N
Oto * 2 o 1 e i o 'exo 6io 0'6io 0 e < u ' e 0 i Soil ' e o n

YEAR 1960 0 . 0 0 1 8 3 9 0 . 0 0 1 9 1 5 0 . 0 0 7 0 2 0 0 . 0 0 6 3 4 3 0 . 0 1 9 2 9 2 0 . 0 0 6 1 1 3

1963 0 . 0 0 1 4 1 0 0 . 0 0 1 8 8 1 0 . 0 3 4 1 0 8 0 . 0 2 0 5 5 7 0 . 0 2 5 4 7 3 0 . 0 1 7 8 7 1

1965 0 . 0 0 1 8 5 0 0 . 0 0 2 3 8 9 0 . 0 2 3 5 3 4 0 . 0 1 3 5 2 6 0 . 0 2 7 0 1 4 0 . 0 1 4 8 3 4
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in earlier sections, these estimates were reported for variables mea­

sured in quintals/ha. As explained in Appendix Table A.l, all the 

response models were estimated with corn yield data measured in 100 

quintals/ha and the coefficient estimates had to be retransformed back 

to quintals/ha. This is not done for the hypothesis test results 

because the basic quantities of interest are the residual sums of

squares which are in comparable units for any pair of hypotheses under

~2
test. Hence, aQ appears in Table 4.9 as 0.001838 instead of 18.38 when 

measurements are retransformed back to quintals/ha.

The last four columns in Table 4.9 report the residual sums of 

squares from the auxiliary estimations mentioned above. They are 

derived from equations (3.40), (3.42), (3.43) and (3.44) of Section 3.5. 

Equations (3.40) and (3.44) were estimated by use of the multiple regres­

sion package provided in the TSP manual and therefore presented no 

computational difficulties.

Equation (3.43) required the MINOS mathematical programming approach 

similar to that used to estimate the original non-substitution model.

It differed from the latter in the sense that the actual corn yield data 

in the RHS of the original problem was now replaced by corn yield data 

as estimated by the square root model. The two problems, however, close­

ly resembled each other enough to enable starting the auxiliary estima­

tion from a basis saved from the original problem. The auxiliary problem 

could also be started from any of the bases saved during the search for 

the optimal knot as previously discussed.

A not so preferred approach was a "cold start" because the problems 

were often more expensive to run when started without an initial solution. 

But, at times, it happened that a problem given a "warm start" wound up
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in an infeasible pocket or failed because further iterations were unable 

to make improvements on the objective value, yet no difficulties were 

experienced when the same problem was started without an old basis to 

provide an initial solution.

There were also other options available for cases when a problem 

led to infeasibilities or was not converging. Such options involved 

rescaling of variables especially the RHS vector and changing of certain 

tolerances but no elaboration of these techniques will be undertaken 

here since there was no specific rule to go by.

Most of the computational difficulties were, however, encountered 

in the estimation of equation (3.42) in which the residual vector e^Q 

was used as the RHS vector in the MINOS program. Since the vector e ^  

had some negative elements (unacceptable as the RHS elements in the 

mathematical program), a transformation was necessary before introducing 

e ^  in the RHS. The problems encountered were related to variable 

scaling. At times the problem went infeasible or nonconverging simply 

because the variables were not scaled appropriately.

The scaling problem with regard to the estimation of equation (3.42) 

is discussed in detail towards the end of Appendix Table A.l. Briefly, 

it involved multiplying e,g (which by the way, is the estimated vector, 

of residuals from equation (3.40)) by an appropriately chosen value (M) 

and adding a constant term A such that all the elements of e*Q = Me10 + A 

were in the range [0, 15]. The desired vector eiQ0'e 100 was t*1en
p

obtained as e*oo'e*00^ w^ere eigo 1S estimated residual vector 

from the transformed model. Since the models were not forced through 

the origin, the additive factor (A) had no effect on the residuals and 

was therefore not involved in the retransformation back to the original
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quantities. The objective was to choose a combination of M and A which 

led to e^g approximating the RHS vector of an already successful problem. 

The basis from the latter could then be used to provide an initial 

solution.

After a few trials with different combinations of M and A, it was 

often possible to construct an optimally converging problem. The pairs 

(M, A) actually used were as follows: (100, 2.5) for both NS/SR and

NS/Q in 1960; (10, 2.5) for NS/SR and (30, 4) for NS/Q in 1963 and 

(30, 3) for both NS/SR and NS/Q in 1965.

Results for the auxiliary estimations for the hypothesis tests 

involving the non-substitution and the quadratic models (NS and Q) are 

presented in Table 4.10. The procedures for deriving the reported 

quantities were identical to those already discussed for NS and SR hence 

the table does not require additional explanations.

The results in Tables 4.9 and 4.10 were used to derive the CP sta­

tistics employing the formulae given in the part of Section 3.5 dealing 

with the CP testing procedure. The CP statistics are presented in Table 

4.11 for the four hypotheses tested in each of the three years examined.

As stated earlier, the CP statistic is asymptotically distributed 

as N(0, 1) under the null hypothesis and hence the standard normal table 

provides the critical (rejection) points. Large negative values of the 

estimated statistic suggest that the null hypothesis (Hg) should be 

rejected in favor of the alternative (Ĥ ). Large positive values on 

the other hand suggest that the null hypothesis should be rejected but 

in favor of a third hypothesis (h^) differing from Hg in some sense 

opposite to that in which Hj differs from Hg. Once again, since interest 

ls hypothesis tests as opposed to discrimination among a set of



Table 4.10 Results for Auxiliary Estimations for the CP

Testing Procedure - NS and Q

HYPOTHESIS TESTED NS Q NS/Q___________  _________ Q/NS

PARAMETER o l
~23i 6io'6io eioo'eioo Soi'eoi eo n 'Son

YEAR 1960 0.001839 0.002000 0.011458 0.010354 0.020897 0.009069

1963 0.001410 0.002071 0.044760 0.026251 0.028024 0.019450

1965 0.001850 0.002722 0.038240 0.023559 0.029478 0.016145



Table 4.11 The Estimated CP Test Statistics9

HYPOTHESIS TESTED NS/SR SR/NS NS/Q Q/NS

YEAR 1960 -0.553 -3.729 -0.515 -3.796
(-0.541)b (-3.305) (-0.502) (-3.284)

1963 -1.340 -5.194 -1.393 -6.126

(-1.244) (-3.983) (-1.288) (-4.499)

1965 0.001 -5.377 0.010 -6.824

(0.001) (-4.261) (0.010) (-5.117)

aThe entries in the 
hypothesis being tested 
as H0/Hr

table are for D. = T./[V.(T.)]2 where 
(Hq ) and i = 1 ti the^lt^rncitive (Hj).

the subscript i = 0 refers 
Testing H^ against H^ is

to the 
summari zed

^Figures in parenthesis are the linearized CP statistics.



specifications, two-tailed tests will be employed.

When a critical value of 2.24 corresponding to a 2.5% significance 

level is used, the estimated CP statistics in Table 4.11 suggest that 

both polynomial specifications must be summarily rejected in favor of 

the non-substitution hypothesis. In fact, the figures for SR and Q 

tested against NS are such that the polynomial approximations cannot 

be accepted at any reasonable level of probability for a type I error.

Table 4.11 also reports the estimated linearized CP statistics 

(figures in parenthesis). This statistic is supposed to be more conser­

vative at rejecting the tested hypothesis when the alternative is per­

forming better than expected. This can be seen from the fact that the 

reported linearized CP statistics are slightly smaller than the corres­

ponding CP statistics. The absolute values of the latter for SR/NS and 

Q/NS were, however, such that the linearization procedure still left 

the polynomial hypotheses in the rejection region.

The CP test results confirm those based on the crude C-statistic 

discussed earlier. The only exception was the 1960 square root form 

not being rejected by the C-statistic at the 2.5% significance level.

The overall picture, however, was that there were no inconsistencies 

between the results obtained from the C-tests and those from the CP tests

The C-tests are relatively easy to perform and if the correct 

asymptotic standard error for the estimated nesting parameter (0 ) is 

available, may be sufficient as a basis for testing non-nested hypotheses 

Judging from the results discussed above, it does not appear as if the 

power of the C-statistic was significantly diminished by the fact that 

Use was made of a t-statistic employing an asymptotically biased esti­

mate for the standard error for e. The inability of the statistic to
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reject the non-substitution hypothesis does not appear to be due to a 

problem inherent in the statistic. It may, however, be due to the 

inability of the polynomial hypotheses to reject the non-substitution 

hypothesis for the given sets of data. The C-tests may therefore be pre­

ferred to the more involved CP procedure if its power can be ascertained.

The CP statistic is invariant to the relative performance measures 

such as RVE and R for the hypotheses under test. This attribute was 

demonstrated here by the fact that it was able to reject the 1960 square 

root specification whereas the C-statistic and the individual RVE1s indi­

cated no clear superiority of the non-substitution model.

No definite statements can be made about the power (the probability 

of a statistic failing to reject a false hypothesis) of any of the tests 

discussed above especially for small samples. However, asymptotically, 

the CP statistic will reject the tested hypothesis with a probability 

of one whenever the alternative is true. The same cannot be said of the 

C-statistic in the form used, that is, without adjusting the variance 

of the estimated nesting parameter, e. What can be said though is that 

for the small samples analyzed here, the C-statistic seems to have a per­

formance similar to the CP statistic and is therefore worthy of considera­

tion in non-nested hypothesis tests.

When the sample size was increased from 44 to 88 the two tests gave 

conflicting but otherwise not unexpected results. The data analyzed for 

the larger samples represented the years 1960-1961 and 1964-1965. The 

pooling of these two groups of years did not seem to pose such a serious 

risk with regard to the violation of the assumption of a block-wise con­

stant variance. In other words, the two sets of data are those for which 

the disparity of the estimated standard errors of the regression between
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any pair of blocks (years) is minimized. In spite of the discretion 

exercized in the selection of the years to be pooled together, there is 

no guarantee that the coefficient estimates reported in Tables 4.12 and 

4.13 are maximum likelihood estimators. This fact does not, however, 

invalidate the tests based on these estimates since the hypotheses under 

test are given an equal treatment with respect to the included variables 

and data transformation.

The quadratic formulation, as can be judged from the tests based 

on the single-year models, performed poorer than both the non-substitution 

and square root forms. The two-year tests are therefore based only on 

the latter pair.

The entire solution to the non-substitution models are not reproduced 

in the appendix as was done for the single-year models on account of the 

fact that the former are too lengthy. The estimated yield maxima and 

knots are reported in Table 4.13 and the test results in Table 4.14. The 

pair of constants used to transform e1Q in order to estimate e10Q for 

1960-1961 and 1964-1965 were (30, 3) and (30, 2), respectively.

On the basis of the residual variance estimates (RVE), the square 

root specification performed better than the non-substitution model in 

both sets of data analyzed. Tests based on the CP statistic on the other 

hand indicate that the polynomial approximation should be rejected, at 

the 2.5% significance level, in favor of the non-substitution hypothesis 

in 1960-1961. For the same set of data, the C-statistic indicates that 

both hypotheses should not be rejected thus conflicting the test results 

based on the CP statistic by not rejecting the square root polynomial.

For 1964-1965 the CP statistic indicates, again, that the square 

root form should be rejected. This time, however, even the
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Table 4.12 Results for the Estimation of the Square Root 

Function-Pooled Data (quintals/ha)

YEARS______________________ 1960-1961______________________1964-1965

COEFF. Sj 52.1773 (7.5)a 47.6421 (6.5)

S2 41.9599 (6.1) 45.4242 (6.1)

S3 -- --

S4 — —

PT -1.4600 (0.9) -4.7615 (3.0)

PTSQb 7.5151 (1.3) 19.3350 (3.3)

PTKTb 0.0408 (0.04) 0.5880 (0.5)

KTSQb 34.0637 (6.1) 25.1622 (4.0)

KT -7.3629 (5.8) -5.9548 (4.2)

R2 0.7281 0.4643

RVE 26.3933 33.7762

aEntries in parenthesis are the coefficient t-■ratios.

bThe abbreviations 
and (KT)i, respectively.

PTSQ, PTKT and KTSQ stand for (PT)*, (PTKT)*
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Table 4.13 Estimated Spline 
(quintals/ha)

Functions for the Pooled Data

1960-1961 1964-1965

Yield Maximum 102.9900 101.1000

91.7200 93.6900

KNOT 1.5500 1.6500

Potassi urn

Block dummy variable ZKD1 0.69785 0.72688
ZKD2 0.61298 0.71834

Relative yield function 
slope for KT = [O-KNOT] 0.18321 0.12094

Change in slope at KNOT -0.18321 -0.12094

Phosphorus

Block dummy variable ZPD1 0.84371 0.70791
ZPD2 1.20000 1.20000

Relative yield function 
slope for PT = [O-KNOT] 0.09421 0.20956

Change in slope at KNOT -0.09421 -0.20956

RESIDUAL VARIANCE ESTIMATE 26.39332 33.77616



Table 4.14 Hypothesis Test Results for the Two-Year Models: NS and SR (N = 88)

HYPOTHESIS TESTED NS SR NS/SR SR/NS

PARAMETER ~2 
9 o *23i e l o ' e 10 e 10o' G l O O  S o i ' e o i  e 01l'6oil

1960-1961 

Aux. for CP tests 

CP statistic 

Linearized CP statistic 

C-statistic

0.00264 0.00257 0.02081 0.01272 

-2.14619 

-2.02985 

2.06385

0.23377 0.01283 

-27.35131 

-19.81916 

1.70118

1964-1965 

Aux. for CP tests 

CP statistic 

Linearized CP statistic 

C-stati stic

0.00338 0.00295 0.02142 0.00945 

-5.80015 

-5.24266 

3.40375

2.11264 0.01769 

-340.92579 

-143.60552 

0.42791



non-substitution model must be rejected although not at levels of signi­

ficance as high as those for the alternative hypothesis. The C-statistic 

also suggests rejection of the non-substitution model but not of the 

square root specification.

As can be seen from the summary of the test results given in Table 

4.15, the nutrient non-substitution model is rejected by both the C-sta- 

tiStic in only one instance. The square root form on the other hand is 

rejected in all cases but for the pooled models in which it is not rejec­

ted by the C-statistic. This statistic, however, has a bias in favor 

of the tested hypothesis as the sample size gets larger for reasons 

already mentioned.

The linearized CP statistic (DL) was not able to reverse any of the 

conclusions made on the basis of the two statistics discussed above. For 

borderline cases, for example at the 2.5% significance level, the differ­

ences between D and DL are too small to bring D below the rejection points 

Those differences are only large when the values of D are large, in which 

case, the linearized statistic does not even come close to the tabulated 

critical points as can be seen from Table 4.14.

The lopsided nature of the outcome of the hypothesis tests discussed 

above is hardly surprising in view of the fact that most crop response 

surfaces display significant plateaus when viewed over the major nutrients 

The polynomials, with their intrinsic symmetric nature, are incapable 

of accounting for such plateaus or any sharp bends on the response 

surface.

For the data analyzed in this study, the presence of plateaus was 

evidenced not only by the fact that the non-substitution hypothesis, 

which explicitly accounted for them, could not be rejected in most of
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Table 4.15 Statistical Status of Hypothesis Test Results 

Based on Different Testing Procedures3

HYPOTHESIS TESTED__________ NS/SR_______ SR/NS_______ NS/£________ Q/NS

1960 NRb R NR R

NR R NR R
NR NR* NR R

1963 NR R NR R
NR R NR R
NR R NR R

1965 NR R NR R

NR R NR R

NR R NR R

1960-1961 NR R -- -

NR R — -■

NR NR -- -■

1964-1965 R R -- -•

R R — -•

R NR _  _ _  ,

aThe symbols R and NR stand for hypothesis "rejected" and "not 
rejected," respectively. Two-tailed tests were used at the 2.5% 
significance level and an asterisk indicates hypothesis rejected at 
5% significance level.

^The entries are in groups of three referring to the three test 
statistics: CP, linearized CP and C-statistic.
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the cases, but also by the fact that the quadratic hypothesis was rejected 

at significance levels higher than those of the square root hypothesis.

The square root specification has a flatter surface than the quadratic 

form as was demonstrated in sub-section 4.2.1.

The plateau shape of the corn response data is by no means the over­

riding factor contributing to the rejection of the polynomial specifica­

tions. In other words, the non-substitution model is not to be accepted 

merely because it accounted for the plateau and hence fitted the data 

better than the alternative specifications. Indeed, as demonstrated by 

the 1960, 1960-1961 and 1964-1965 tests, the square root form which fitted 

the data just as well or better than the non-substitution hypothesis but 

had to be rejected by the CP statistic, a "good fit" alone is not a suf­

ficient condition to guarantee acceptance of a given hypothesis.

The nutrient non-substitution model differs from the polynomial 

approximations in respects more basic than just accounting for the plateau 

surface. The most important of these differences is that the nutrient 

non-substitution model, as the name suggests, does not admit substitution 

among the major nutrients. The fact that the major nutrients do not sub­

stitute each other in plant nutrition is now widely acknowledged. It 

is also true that the results of this study indicate that the nutrient 

non-substitution hypothesis performs better than the alternative polyno­

mial approximations for the given data sets. This, however, does not 

mean that the hypothesis of nutrient non-substitutability is unequivocally 

sustained. The model was not intended for proving laws of plant nutrition. 

It is nevertheless based on such laws. To that extent, the fact that 

the nutrient non-substitution hypothesis rejects polynomial hypotheses 

(which violate some conventional biological theories) and is in turn
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rejected by the latter in only one instance, accords credibility to the 

model based on nutrient non-substitution. The question of "economic 

substitution" deriving from applied nutrients does not arise because the 

models were based on total nutrient supplies.

In the absence of alternative models with assumptions less damaging 

to established biological principles than those implicit in the nutrient 

non-substitution model, advocating the use of the latter in crop response 

analysis would be considered as scientifically sound. The polynomial 

approximations do not seem to be supported by the hypothesis test results 

of this study, and even on the basis of measures of relative fit such 

as RVE the non-substitution model was highly competitive.
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Chapter 5: Conclusions and Directions for Future Research

In this study, the model of corn response was formulated as a simul­

taneous equations system with response (y) and soil test (b*) as the 

endogenous variables. The system was, however, assumed to be recursive 

hence the two equations were estimated separately as opposed to applying 

simultaneous equations techniques.

The equation estimating b* was referred to as the carryover function. 

The dynamic aspects of the fertilization problem were accounted for by 

introducing lagged values of y and b* exogenously in the carryover 

function. The carryover function provided estimates of conversion factors 

(a) used to calibrate the soil test values in units of applied fertilizer.

The basic time framework in the carryover function was a rotation 

consisting of four years. Hence, the estimated A-values could not be 

used directly in the crop response function based on seasonal (one year) 

data. The seasonal A-values were extrapolated from four-year and two- 

year A-values as estimated by the carryover function. The extrapolated 

values were 12.3 kg/ha and 1.6 kg/ha for P and K, respectively. These 

estimates were then used, together with data on applied fertilizer, to 

construct total seasonal availabilities of the two nutrients P and K used 

as the independent variables in the corn response function. In future, 

loss of efficiency in coefficient estimates at both stages of estimation 

may be avoided by devising a formulation capable of providing the desired 

seasonal x-values directly. There is little complication if soil sampling 

is done for each plot every season. This procedure can, however, prove 

to be financially infeasible. Emphasis must therefore be directed to 

specifications and estimation of carryover functions based on data
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involving more than one crop in a rotation and scarce soil test 

information.

The appropriateness of two kinds of specification of corn response 

functions was examined. The first kind was a polynomial approximation 

which has frequently been applied by many agricultural economists and 

soil scientists and by now considered as the conventional form for depic­

ting crop response surfaces. The second kind was a nutrient non-substi­

tution formulation constrained to have a flat surface beginning at a 

total soil nutrient level corresponding to maximum crop yield. This 

nutrient level was obtained as the kth knot in a spline function with 

k + 1 knots.

The non-substitution model generalizes Liebig's law of the minimum 

and has flexibility as one of its virtues. The expected corn yield, in 

the two nutrient case examined in this study, is given by
A A

A Min [f (PT), f, (KT)] where A is the estimated yield maximum and the 
P K

arguments in f (•) and f.(•) representing estimated total availability 
P K

of P and K, respectively.

The individual response functions f (•) and f.(•) can be approximated
P K

by any appropriate form including, or course, polynomials or any other 

function allowing yield depression. However, the computational aspects 

must be considered when determining the functional forms of f (•) and 

fĵ (*). In this study, the individual response functions were approximated 

by linear splines and estimated by applying a nonlinear mathematical pro­

gramming technique to a nonlinearly constrained problem.

The techniques used hitherto in fitting the law of the minimum 

involved sorting out data so as to separate those in which either PT or 

KT was limiting growth, a procedure which is not only cumbersome but also



statistically questionable. The mathematical approach adopted here facil 

itated simultaneous estimation of f (•) and f. (-) and required no prior 

sorting of data or special experimental designs.

The computational problems encountered were those not uncommon in 

iterative estimation procedures which typically related to convergence 

of the iterations to a stable point. It was found that the iterations 

converged fairly quickly (less than 4 major iterations) whenever an 

initial solution was provided. However, the effect of different starting 

points and the general problems of stability were left for future 

research.

Other computational problems resulted from scaling of variables.

This was due to the fact that the MINOS/AUGMENTED program reacted differ­

ently to different scalings. The scaling also led to a loss in variabil­

ity in data thus leading to convergence problems. It is recommended 

therefore that alternative formulations and estimation of the law of the 

minimum be sought. One feasible approach would be to make the constraint 

set as formulated here free of the nonlinearities. This can probably 

be accomplished by introducing the nonlinear constraints (S^ S t £ 0) 

in the criterion function as penalty functions thereby leaving only the 

linear spline functions in the constraint set.

Two polynomial formulations of the response of corn were estimated:
2

the square root and the quadratic forms. The "fit" as judged by the R 

was low (in the neighborhood of 55%) but could have been improved by 

including more sources of variation in yield. Both forms indicated lack 

of interaction between P and K. Generally, there was little response 

To P pointing to an oversupply of this nutrient in the experimental plots

The results based on the polynomial formulations were verified by
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those of the nutrient non-substitution model which indicated that the 

maximum corn yield could be obtained by total nutrient supplies no more 

than 165 kg/ha for both P and K. It is possible, however, that this value 

slightly overestimated the level of P required for maximum corn yield 

in most of the years examined. Had different knots been used for the 

spline functions of P and K, it is likely that the optimal knots for P 

would have been lower than those reported in subsection 4.2.2 and hence 

the accompanying residual sums of squares.

The decision to adopt equal knots for the two spline functions was 

on the grounds of computational convenience and admittedly sacrificed 

a certain amount of efficiency. In fact, the very idea of using linear 

splines to approximate the individual response functions was a simplifi­

cation which may have been traded for some degree of precision. These 

are certainly aspects which could benefit from further investigation and 

professional exchange of ideas.

From the foregoing discussion, it should be apparent that the non­

substitution model is still at a testing stage. The non-nested hypothesis 

tests carried out in this study showed that the model, even in a simplis­

tic (linear and plateau) form, generally performed better than the poly­

nomial approximations.

The three different test statistics gave consistent results for small 

samples (N = 44). When N was increased to 88 the C-statistic had results 

conflicting those of the Cox-Pesaran statistic.

The C-statistic is not reliable asymptotically and was used only 

as a preliminary test to be compared with the more involved Cox-Pesaran 

statistic.

On the basis of the Cox-Pesaran statistic, it can be concluded that
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the two polynomial forms could not be supported against the nutrient non­

substitution hypothesis given the data analyzed in this study. The 

linearized Cox-Pesaran statistic was not found useful since it could not 

reverse decisions made on the basis of the unlinearized statistic.

It is worth emphasizing that the samples analyzed here may not be 

considered as large enough to warrant application of asymptotic concepts. 

Further tests with larger samples may have to be conducted before making 

positive statements about the appropriateness of the non-substitution 

hypothesis vis-a-vis the polynomial approximations or any other specifi­

cation for that matter. The results of this study should not be used 

as a basis for discouraging the application of polynomial forms in crop 

response analysis. The non-substitution model is proposed as a flexible 

alternative, particularly in cases where the mathematical form of the 

conventional approximations do not accurately represent the underlying 

biological phenomena or the physical configuration of the response 

surface.

As indicated earlier in this study, the non-substitution model should 

be accepted not merely because it fits the data better than the polyno­

mials. The hypothesis tests showed that this is not a sufficient condi­

tion to guarantee acceptance of a given specification. The biases tested 

for in this study were more fundamental than differences based on measures 

of relative (statistical or economic) performance. It is hoped that the 

model will achieve professional acceptance as a generalized tool which 

is not only biologically more appealing but is also statistically more 

appropriate than the conventional approximations currently employed in 

crop response analysis.
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Appendix

A. 1 Data Transformations

Corn, soybean, and wheat data were originally reported in bushels 

(bu) per acre. Hay was reported in Ib/ac. All these yield data were 

consequently converted to kg/ha using the following unit conversion 

factors: 1 lb = 0.454 kg, 1 ha = 2.471 ac., 1 bu of soybean and wheat 

= 27.2 kg, and 1 bu of corn (shelled) = 25.4 kg. To facilitate easy 

computation, the yield data were further divided by 100.

The soil testing procedures varied over the years. From 1954 to 

1964 the Purdue Soil Testing Laboratory reported the phosphorus soil test 

results in pounds of P205 per 2 million pounds of soil. Test results 

for potassium were similarly reported in pounds of K^O per 2 million 

pounds of soil. From 1965 to 1967, both P and K test results were 

reported on an elemental basis. The extraction of P and K was done by 

shaking 5 g of soil with 15 ml of 0.7 HC1 in a shaker for 2 minutes. In

the case of P, this procedure was dropped in favor of Bray PI in 1968.

The analysis carried out in this study used soil tests, b*, mea­

sured in yg/g and for phosphorus, units have been standardized to Bray 

PI.

Denote the 1954-1964 test results by P^ and and the 1965-1967 

test results by P2 and K2. The change in 1968 in the testing procedures 

affected only P hence the test results from then on are denoted by P^ 

and «2. Given that P205 x 0.4366 = P and that «20 x 0.83 = K, the origi­

nal test results were converted to elemental units as follows:



Pj x 0.4366 = P2 (a.l) 

(a.2)
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K1 x 0.83 = K2

P2 and K2 are in lb (of P and K) per 2 million lb of soil.

The Purdue extraction procedure used prior to 1968 extracted 

approximately twice the amount obtained by Bray Pl.-^ The final 

test values are therefore obtained as follows:

P2/2x 2 = b*

v 2 * b;

K2/2 = bj

soil

(a.3) 

(a.4)

Notice that (a.3) and (a.5) convert P2 and «2 which are in lb of P and 

K per 2 million lb of soil to lb of P and K per 1 million lb of soil 

or ppm. P3 on the other hand is divided only by 2 since it is already 

in Bray PI units.

The phosphorus applied to corn-1 (CP) and wheat (WP) and similarly 

the potassium applied to corn-1 (CK) and wheat (WK), all derived from 

Appendix Table A.2, were divided by 100. Thus both yield and application 

rates were measured in quintals/ha (100 kg/ha) while soil test values 

were measured in yg/g and, in the case of P, in Bray PI units.

The results for the estimation of the carryover functions given 

in Section 4.1 are, however, in kg/ha. The scaling affected only the' 

coefficients corresponding to the scaled variables, not their t-ratios. 

Since in the carryover function the variables CP, CK, WP, WK, and all 

the yield data were measured in quintals/ha, the estimates of A^1, A^1,
/V 1 ^  1 (\

and a were retransformed to kg/ha by dividing A^ , a2 , and a by 100. In 

the case of the proportionality constants, the reported values are their

-^Private communication with Prof. Barber.
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reciprocals and X^ which were used to extrapolate the desired

estimates X and X. .
P k

For the estimation of the response functions, the corn yield data 

(as given in Appendix Table A.3) were further divided by 100. The 

independent variables were, however, left in quintals/ha. The tables 

reported in Section 4.2 have coefficients already retransformed to 

quintals/ha by multiplying by 100.

In carrying out the non-nested hypothesis tests using the Cox- 

Pesaran (CP) procedure, there was special interest in sums of squared 

residuals from the models under test. Since the variables in the poly­

nomials and the nutrient non-substitution models were scaled to the same 

degree, no retransformation of the residuals or their sums of squares 

was required; i.e., results from the estimation of the models under test 

were directly comparable.

There was one important exception to the statement made above. The 

regression

v + X^bg + Ejq (a.6)

in which the left-hand side vector represents estimates of the expected 

yield from the non-substitution model, gave the residuals e ^  used as 

the right-hand side (RHS) vector in the non-substitution model as . 

explained in the text. The magnitude and signs of some of the elements 

in the vector e^g made them unacceptable as members of the RHS in the 

mathematical programming setup which provided the vector egg^. The 

model estimated was therefore

e10 = y + e100 â ‘7^

given the constraints mentioned in the text and where e|g = M e^g + A.

There is no rigorous rule concerning the choice of the terms M and A



152

as long as the indicated manipulation leaves all the elements of e^Q 

non-negative.

The MINOS program used for estimating (a.7) is sensitive to 

variable scaling hence more than one combination of M and A may have 

to be tried out before obtaining a suitable vector e^g. Improper 

scaling may lead to non-converging problems or infeasibilities. In this 

particular study, success was achieved by scaling all variables so as 

to make their values lie between 0.0 and 15.0. The corn-1 yield data 

(Y), after the transformation already mentioned in this appendix, had 

values less than 2.0. It therefore turned out that after estimating 

the non-substitution model with the corn-1 yield data as the right hand 

side (RHS) in the MPS file of the MINOS program, convergence of problems 

in which only the RHS of the MPS file was changed (as in the case of 

(a.7)) was achieved much faster if the new RHS vector (in this case e^g)

was approximately of the same magnitude as the outgoing RHS vector (Y). 

The aim, therefore was to choose values of M and A which led to a vector 

e|g which approximately maintained the identity of the original problem 

with Y as the RHS. Once this was achieved, the problem in (a.7) was 

then given a "warm start" from the basis saved from the original problem 

with Y as the RHS vector. This procedure led to a significant reduction 

in the computer processing time and the number of major iterations 

required before convergence was achieved.

All the data fitting problems estimated here using the MINOS program 

involved functions not forced through the origin. The additive factor 

A therefore merely shifted the elements of e^g away from the negative 

quadrant. The desired residual vector was therefore obtained as

e100 e100/M (a.8)



where e*0Q is the vector of residuals obtained from the estimation of 

(a.7). ei o o elOO which was needed in testing the nutrient non-substi­

tution hypothesis was then obtained as e^0Q'e10Q/M2. The retransfor­

mation involves only the scalar M and not the additive factor A.
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A.2 Application Rates for P and K on 

Purdue Fertility Experiment (kg/ha)

Treatment
# Before Corn-1 @ 4 Yrs. Corn-1 Soybean Wheat Hay/Corn-2

P-K P-K P-K
1 0 - 0 4.84- 9.20 -- 14.51-27.58 --

2 0 -183.89 0 - 0 — 0 - 0 --
3 0 -183.89 4.84- 0 -- 14.51- 0 --
4 0 -183.89 12.09- 0 — 36.27- 0 —

5 0 -183.89 24.18- 0 — 72.55- 0 --
6 0 -551.67a 0 - 0 — 0 - 0 --
7 0 -551.67 4.84- 0 -- 14.51- 0 --

8 0 -551.67 12.09- 0 -- 36.27- 0 --
9 96.73-183.89 0 - 0 -- 0 - 0 --

10b 77.38-183.89 4.84- 0 -- 14.51- 0 --

11 48.37-183.89 12.09- 0 -- 36.27- 0 --
12 96.73-551.67 0 - 0 -- 0 - 0 --

13b 77.38-551.67 4.84- 0 -- 14.51- 0 --

14 48.37-551.67 12.09- 0 -- 36.27- 0 —
15 193.46- 0 4.84- 0 -- 14.51- 0 —

16 193.46- 0 4.84-22.98 -- 14.51-68.96 --
17 193.46-183.89 0 - 0 -- 0 - 0 --

18b 193.46-183.89 4.84- 0 -- 14.51- 0 --
19 193.46-183.89 4.84-22.98 -- 14.51-68.96 --
20 193.46-551.67 0 - 0 -- 0 - 0 --

21b 193.46-551.67 4.84- 0 -- 14.51- 0 —

22 193.46-551.67 12.09- 0 -- 36.27- 0 —

aChanged from 367.78 kg/ha to 551.67 kg/ha in 1957.

bFour treatments on which application of P was stopped in 1973.
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Subroutine: CALCFGA.4

100 »StT LIBRARY
200 SUBROUTINE CALCFG(MODE,N ,X ,F ,6,N3TATE,NPROB)
300 _______  IMPLICIT REALIA-H,Q t2) ________________________
400 REAL X(N),G(N)
500 C-
600____________NT; N/i_______________________________________________
700 C-
800 Fa 0.
900____________00 500 JL a t,NT_____________________ ______________

1000 Fa F A X(2 a NT a I) * X(2*NT+I)
1100 G ( I) a 0.
1200____ _________G(lANI)Xl).________________________________________
1300 G(I*2*NT)» X(I a 2 a NT)
1400 500 CONTINUE
1500____ C-_______________ ____________________________________________
1600 Ft F«.5
1700 RETURN
1800_____________ EN11_______________________________________________

A. 5 Subroutine: CALCON

100
200
300
400
500
600

SSET

C-
C- _

LIBRARY
3UBRUUTINE C A L C O N (MODE,M,N,NJACK,X,F,G,NSTATE, NPROB)

IMPLICIT RtAL (A-HtQ-Z)____________ __
REAL X(N),F(M),G(NJACK)

700 UU 500 la 1,M
800 F E D  a X ( I ) a X (I AM)
900 ___c-

1000 G ( I ) a X (I a m )
1100 G CI A M )a X(I)
1200 50 0 CUNTINUE
1300 RETURN
1400 END

oooootoo 
00000200  
00000300 
00000400 
00000500 
00000600 
00000700 
OOOOOBOO 
00000900 
0 0 0 0 1 0 0 0  
00001100 
0000 1200  
00001300 
00001400 
00001500 
00001600 
00001700 
_0OQO 18DQ

0 0 0 0 0 1 0 0
00000200
Q0000300
00000400
00000500
00000600
00000700
00000800
00000900
0 0 0 0 1 0 0 0
00001100
0 0 0 0 1 2 0 0
00001300
00001400

cr>
CO



A.6 The MPS for the 1960 non-substitution
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A.7 Solution for the 1960 non-substitution problem

BURROUGHS B7B00 PROGRAM BINDER - VERS ION 31 .103.004, FRIDAY# 02/10/62, 20|20.

M I N  0 S O N  D I M

HOST IS (R503!4T)MIN0S/HOST» 
BIN0_C*LCFG FROM OHJECT/USERI| 
BIND CALCON FROM 00JECT/USER2I

BEGIN_BINOING_CALCFG OF_,OUT FROM OBJECT/USER_l_____________________________________
CALCFG (02,0002) CHANGED TO (02,0053)
7010 (01,0004) CHANGED TO (01,0004)

___  <SEG PICT ITEM»___(01,0902) CHANGED TO (OI,OOOC) a 03 000002200ICO____
END OF BINDING CALCFG
BEGIN BINDING CALCON OF .OUT FROM OBJECT/USER2

CALCON (02,0002) CHANGED TO (02,0055)___________________________ __________
7oio (0 1 ,0 0 0 4 ) c h a n g e d  to (o i .o o o a )
<SEG DICT ITEM*. (01,0002) CHANGED TO (OI,OOOE) ■ 03 000001B001F2 

END OF BINDING C A L C O N ______ _______ ______ ____________

NUMBER OF ERRORS OCTECTED * 0.
HOST FILE ■ (R503147)MINOS/HOST ON DISK.
SEGMENT DICTIONARY LENGTH ■ 1)4, GLOBAL STACK SIZE ■ 524. STACK ESTIMATE a 512. 
CORE ESTIMATE ■ 24011 WORDS. CODE FILE LENGTH > IB5R DISK SEGMENTS,
BINDING TIME ■ 12 SECONDS ELAPSED, 2.24 SECONDS PROCESSOR, 20.14 SEcONOS I/O.



VERSION 4 . 0 ___SEP — I960M I N O S

SPECS FILE

____ BEGIN __________ ______________________
NEwBASIS FILE II 
OLD BASIS FILE 10

... SOLUTION FILE 15 _______________ ____
INPUT FILE 9 
ROWS 700

_______ COLUMNS 500________ __________________
ELEMENTS 5000 

JACOBIAN SPARSE
MAJOR ITERATIONS 100 ___  ____
NONLINEAR CONSTRAINTS 44 
NONLINEAR JACOBIAN VARIABLES SB

____NONLINEAR 0HJ£CUVE_VARIABL£S H i
SUPERBASICS 155 
HESSIAN DIMENSION 1)6

__LU RQN-.TOLERANCE 0.001, .. ..
LU COL TOLERANCE 0.1 
ERROR MESSAGE LIMIT 10

END

< t



—Icn



PARAMETERS

m p s  In p u t  d a t a ,
ROM LIMIT.............. ,,........  700 _ ___LIST L l * M ....... ........
COLUMN LIMIT........... . 500 ERROR MESSAGE LIMIT.
ELEMENTS LIMIT (COEFFS) JOOO PHANTOM ELEMENTS.........

FILES.
MPS FILE (INPUT FILE)..
SOLUTION FILE.a........
INSERT FILE..............
PUNCH FILE...............

f r e q u e n c i e s .
LOG ITERATIONS..........  1 CHECK ROM ERROR.........
SAVE NEM OASIS HAP...**________10ft   FACTQR12L— 11NVERI1.....

LP PARAMETERS.
ITERATIONS LIMIT.......______ ____________FEASIBILITY TOLERANCE•«
CRASH OPTION............. I DJ TOLERANCE.............
HEIGHT ON OBJECTIVE.... 0. PIVOT TOLERANCE.........

NONLINEAR PROBLEMS. 
NONLINEAR CONSTRAINTS.. 
NONLINEAR JACOBIAN_¥AR$ 
NONLINEAR OBJECTIV VARS 
PROBLEM NUMBER..........

AUGMENTED LAGRANG1AN.
JACOBIAN........... .
LaqRangjan.,...........
p e n a l t y  p a r a m e t e r ......

MISCELLANEOUS. _ __ _ _ _  _
LU ROM TOLERANCE........ I.00E-0J PRINT LEVEL.,(JFLXI) ...
LU COL TOLERANCE........ 0.10000 OEBUG LEVEL..............
LU_MQCL_T0LERANCE.......___ft.ROOOft_________ UNBOUNDED OBJECTV_VALUE_

A A SUPERBASICS L IMIT......
OS HESSIAN DIMENSION,.....

152 LINESEARCH TOLERANCE...
0 REDUCED-GRADIENT TOL...

SPARSE MAJOR ITERATIONS LIMIT.
YES MINOR ITERATIONS LIMIT,

.27EA00 COMPLETION...............

9 OLD BASIS FILE (MAP)...
15 NEM BASIS FILE (MAP),.,
0 BACKUP BASIS FILE......
0 LOAD FILE,

NUMBER OF mORDS OF CORE AVAILABLE FOR MORKSPACE 999999



0 LOMER BOUND DEFAULT..., 0.
10 ..... UPPER BOUND DEFAULT;,;. "  J.OOEtOO
o a i j  t o l e r a n c e ....... ;... 1,OOE• I 0

10 (CARO READER)....... 5
I I ______ <PR I*UEII)m ( . i u 1  !<•«!«__________ *
0 (SCRATCH F I LE)...........  •
0 DUMP FILE............;... •

JO CYCLE L I M I T ..................   1
_____ 09_______ CYCLE TOLERANCE.. . . . . . . __ _________

1.0OE-05_______PARTIAL PRICE FACTOR,M ____________ |_
2.7 OE *06 MULTIPLE PRICE...... . •
2.70E-06

U S  DERIVATIVE LEVEL . J
us________v e r i f y  l e v e l ......... ;...__________ • _

0.01000 DIFFERENCE INTERVAl T... S.J9E-06
0.20000 CONJUGATE-GRADNT METHOD I

100 RADIUS OF CONVERGENCE,. 1.00E-02
40 ______ ROM T O L E R A N C E , . t.OOE-OS

FULL

'» IMBED....... ............. YE»
0 PRINT S P U E S . . ...... . NO

1. 00E + 20________ UNBOUNDED STEP SIZE^,}, I . M E * 1 #



II
L NPS FILE 
I --- ....
I 1 NAME
______  2 ROMS

181 COLUMNS

XXXX WARNING - NO LINEAR OBJECTIVE FUNCTION FOUND 
558 RM$
585 BOUNDS

__ ___652____ E N D A T A ________________________________ ...____

NAMES SELECTEO

!__ OBJECTIVE— —  (HIN)_ „  0 ________ ________
, RMS RMS I 4«

RANGES 0
__ BOUNDS___________ BOUND!_________________ R8____________________

fI MATRIX STATISTICS

ROMS
COLUMNS

TOTAL NORMAL 
178 0 
182 2

FREE
0

AA

FIXED 
1 78

________ 0

j NO, OF MATRIX ELEMENTS 605 DENSITY 1.851
[. NO. OF REJECTED COEFFS __ 17 AIJTOL 1.00000E-10_

BIGGEST AND SMALLEST COEFFS 6.A5690E AOO 7.29000E-02

I LENGTM.OF MOM-NAME.MASH T A B L E _________ 1A09 
f COLLISIONS DURING TABLE LOOKUP 69
I
L_ NO. OF JACOBIAN ENTRIES SPECIFIED 68
| NO. OF LAGRANGE MULTIPLIERS SPECIFIED 0

NO. OF— I N ITIAL-BOUNDS PROC E S S E D____ ______0 __
NO. OF SUPERBASICS SPECIFIED 0

L_ PARTITION SIZE FOR PARTIAL PRICING ____  162



BOUNDED
0

___ 13*_

XCLUDING OBJ AND RHS)



ITERATIONS

BASIS TO BE LOADEO FROM FILE 10
ITN 3 OPTIMAL SOLN PHASE 3 OBJ 3.551055516990E- 02

OB Ja RHSaRHSI RNGa BNDaBOUNDI Ha 178 N a 361 SB* 3
NO, OF SUPER -BASICS LOADED 3 . --- — ■ - —

FACTORIZE 1 DEMAND 0 ITERATION 0 INFEAS 1 OBJECTV 0.
SLACKS 19 LINEAR 99 NONLINEAR no ELEMS 539 DENSITY 1.7
P9 BUMPS 25 SPIKES 26 CORE REQD 17127 L L1MIT293B71 U LIMIT195919
LU BUMPS 25 SPIKES 29 A I J ELEMS 370 L ELEMS 302 U ELEMS 90 F ELEMS 30
TRISm APS 3 SPKSHP 0 REJECTED 0 MIN PIV RATIO 0,00857 TOLS 0,00100 0.10000

ITN 0 —  FEASIBLE SOLUTION. OBJECTIVE ■ 3.939939290E-02

CHOLESKY FACTOR OF HESSIAN RESET TO I.

ITN PH 
1 9

PP NOPT 
0 -1

OJ/RC
1.5E-02

♦ SBS 
0

-SBS
0

-BS
0

STEP
5.3E-09

PIVOT
0.

NSPK L 
29 302

U NINF 
90 0

SINF/OBJECTIVE 
3.50922179E-02

NFC
9

NS6
3

RIM 
9 9

RC TOLS REDUCED. TOLRC a 1.329E -05

2 V 1 0 5.6E-03 0 0 0 9.2E-0I 0, _ 29 302 90 0 3,99666238E-02 6 3 9 9
3 9 1 0 3.5E-11 0 0 0 9.0E-01 0. 29 302 90 0 3,99935903E-02 8 3 9 9

BICGEST DJ _■ _  0»_ _NQRM_R6 ■_3.51 BE-I i___ NORM PI_R_R.?}«E*00

ENO OF MAJOR ITN I - OPTIMAL SOLN AT MINOR ITN 3 - TOTAL ITNS ■ 3

START OF MAJOR ITN 2 - PENALTY PARAMETER • 2.27E900

ROM ERROR AFTER RELINEARIZATION ■ 9.5991E-11
RELATIVE CHANCE IN MULTIPLIERS ■ 9.8929E-0I

FACTORIZE 2 DEMAND 0 ITERATION 3 INFEAS 0
SLACKS 19 LINEAR 99 NONLINEAR 110 ELEMS 539
P9 BUMPS 25 _  SPIKES _  26 __ CORE REQD 17127 L LIMIT90SI55
LU BUMPS 25 SPIKES 29 A1J ELEMS 370 L ELEMS 302
TRISNAPS 3 SPKSHP 0 REJECTED 0 MIN PIV RATIO
ITN __ 3 —  FEASIBLE SOLUTION. OBJECTIVE ■ _ 3.099359039E-02 
NORH RC IS ALREADY SMALL 3.SB5E-09 —  RETURN TO PHASE 3. NORM

OBJECTV 3.0903590S9E-02 
DENSITY 1.7 

_ U LIMIT SI631
U ELEMS 90 F ELEMS 30 6.9

0.00375 TOLS 0.00100 0.10000

PI • I.053E90I

_  BIGGEST.DJ ■ 0.____ _____ NORM RC a 3.B65E-09___NORM PI a _1.053E*01

END OF MAJOR ITN 2 - OPTIMAL SOLN AT MINOR ITN 0 - TOTAL ITNS 3

oo



•TART OF MAJOR ITN 3 - PENALTY PARAMETER • 2.27EA00

ROM ERROR 
RELATIVE

AFTER
CHANGE

RELINEARIZATION
i n m u l t i p l i e r s

■ I.4700E-11
■ 5.3969E-0I

FACTORIZE 3 d e m a n d 0 ITERATION 3 INFEAS 0 OBJECTV 3.494359034C-02
SLACKS 19 LINEAR 49 NONLINEAR 110 ELEMS 534 DENSITY 1.7
P4 BUMPS 25 SPIKES 26 CORE REOO 17127 L LIMIT406155 U LIMIT B163I
LU BUMPS 25 SPIKES 29 AIJ ELEMS 370 L ELEMS 302 U ELEMS «0 F ELEMS 30 6.9
TRI3MAPS 3 SPKSNP 0 REJECTED 0 MIN Plv RATIO 0.00375 TOLS 0.00100 8.10000
I T N ____3 —  FEASIBLE SOLUTION. OBJECTIVE * ___ 3 . 4 9 4 3 5 9 0 3 4 E - 0 2 _  _ _ ________
NORM R6 IS ALREADY SMALL 3.952E-09 -—  RETURN TO PHASE 3. NORM PI ■ I.OSSEaOI

B16CE3T DJ ■ 0.____________ NORM RG ■__ J.952E-0?__ NORM PJ_* _ |  .05JE»01_____________

END OF MAJOR ITN 3 • OPTIMAL SOLN AT MINOR ITN 0 - TOTAL ITNS ■ 3

•TART OF MAJOR ITN 4 - PENALTY PARAMETER ■ 2.27E«00

RON ERROR AFTER RELINEARIZATION ■ I.A700E-11
RELATIVE CHANCE IN MULTIPLIERS ■ 5.3905E-09

PENALTY PARAMETER DECREASED.TO 0,

FACTORIZE 4 DEMAND 0 ITERATION 3 INFEAS 0 OBJECTV 3.4943590S4E-02
SLACKS 19 LINEAR 49 NONLINEAR t10 ELEMS 534 DENSITY 1.7

_P4 BUMPS_____ 25 SPIKES____ 2 t ___ CORE RE q D_1_Z12J_____L L1MIT40815S____U LIMIT 81631  _____________
LU BUMPS 25 SPIKES 29 AIJ ELEMS 370 L ELEMS 302 U ELEMS 40 F ELEMS 30 6.9
TRISNAPS 3 SPKSNP 0 REJECTED 0 MIN Plv RATIO 0.00375 T0L8 0,00100 0.10000
_I T N ___ J —  FEASIBLE SOLUTION*. OBJECTIVE • __3.494359034E-02_________-______________ -  ____  ____________________
NORM RG IS ALREADY SMALL 3.929E-09 —  RETURN TO PHASE 3, NORM PI ■ I.053EA0I

_ BIGGEST_DJ ■ .0.__________ _ N O R M  JlC_P_J.929E.-09_ NORM PJ_«__ l*053Et0l_______________________________________________

ENO OF MAJOR ITN « - OPTIMAL SOLN AT MINOR ITN 0 - TOTAL ITNS • 3

V|
VO



EXIT —  OPTIMAL SOLUTION FOUND.

n o , o f ~ i t e r a t i o n s ~  " '3

NOi OF_HAJO« ITERATIONS__________________ 4

OBJECTIVE FUNCN AND GRADIENT CALLS 10

CONSTRAINT F U N C N A N D  GRADIENT CALLS 14

NORM Of X   R.SRRE-01

NO. OF SUPERBASICS 3

BASIS MAP SAVED ON FILE 11 ITN ■ 3

SECTION 1 - ROMS

n u m b e r i(tRON(a AT ...ACTIVITV... SLACK

.184 ROHSOOl .. EO 0.00000 _____
IBS R0MS002 EO 0.00000
18b R0MS003 EO 0.00000

D 187 R0MS004 __ B3 0.00000
168 R0N3005 EO 0.00000

D 189 R0NJ006 BS 0.00000
D___198 _ R 0 N S 0 0 7__ BS . 0.00000

191 R0WSO06 EO 0.00000
192 ROWS009 EO 0.00000
193 ROMSOIO__ .EO 0.00000
194 ROMS 0 1 1 EO 0,00000
195 R0MS012 EO 0.00000
196 ROMSO 1 3 EO 0.00000
197 ROMSO 1 4 EO 0.00000
198 ROMSO 1 5 EO 0.00000

D 199 ROMSOlb 08 0.00000
200 ROMSO17 EO 0.00000

D 201 RO m SOIB BS 0.00000
_ 202 ROMSO 19 EO 0.00000

D 203 ROMS020 83 0.00000
0 204 R0MS02I BS 0.00000

205 ROMS022 EO 0.00000
206 R0WS023 E 0 0.00000
207 R0M3O24 EO , 0.00000
208 _ JIOMS025__ E O ________ 0.00000^ _____



OBJECTIVE VALUE 3.*9* 5590J39900E-02

LINEAR OBJECTIVE ___0, ________

NONLINEAR OBJECTIVE 3.4943590339900E-02

PENALTY PARAMETER 0.000000

NORM OF PI______________________  1,053E»0I

NORM OF REDUCED GRADIENT 3.929E-09

ACTIVITY ..LOWER LIMIT. ..UPPER LIMIT. .dua l a c t i v i t y ..I

0.00000 __  0.00000 0.00000 ____ -0.43526 1 -
ft. 00000 0.00000 0.00000 •0.46999 2
0.00000 0.00000 0.00000 -0.01599 3
0.00000 0.00000 0.00000 0.00000 0
0.00000 o.noooo 0.00000 -5.71*61 5
0.00000 0.00000 0.00000 0.00000 6
0.00000 0.00000 0.00000 _____  0.00000 ____7 _______
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0.00000 0.00000 0.00000 -1.09022 9
0.00000 0.00000 0.00000 -6.17*06 .__I f __ _ . .
o.noooo 0.00000 0.00000 -17.65632 II
0.00000 0.00000 0.00000 -1.2*927 12
0.00000 0.00000 0.00000 •16.2*056 ___ 1 J _____
0.00000 0.00000 0.00000 -3.25770 14
0,00000 0.00000 0.00000 •0.16356 15
0.00000 0.00000 o.oooon 0.00000 _ 1 i _____
o.oonoo 0.00000 o.oonoo -2.90002 17
0.00000 0.00000 0.00000 0.00000 16
0.00000 o.noooo 0.00000 -13.60967 _ 1 ▼ ... ...
o.noooo o.oooon 0,00000 0.00000 20
o.noooo 0.00000 0.00000 0.00000 21
o . n o o o o o . o o o o o 0.00000 -15.*1676 ___ 2 2_____:
ft.00000 0.00000 0,00000 -1.61*39 23
ft.00000 0.00000 0.00000 -0,65*78 2*

_ 0.00000 ________ 0.00000 ..... . 0.00000 -0.45317 25
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344 ROMZP029 EO 0.00000 0.00000
A 345 90NZPO 30 EO 0.00000 0,00000
* 346 ROMZP031 EO 0.00000 0,00000
A 347 ROMZP032 EO 0.00000 0.00000
A 348 ROMZP033 EO 0,00000 0,00000
A 349 RON7P034 E (J 0.00000 0.00000
A 350 RONZP035 EO o.ooooo 0.00000
A 351 ROMZP03b EU 0.00000 0.00000

„ 152 ROhZROJ7„ EQ 0.00000 0.00000
A 353 RO<«ZP036 EO 0.00000 0.00000
A 354 ROMZP039 EO 0.00000 0,00000
A _ 355 RORZP040 EO 0,00000 0.00000
A 35b ROHZP041 EO 0.00000 0,00000
A 357 RORZP042 EO 0.00000 0.00000

358 RUHZP04) EQ 0.00000 0,00000
A 359 RO m ZP044 EO 0.00000 0,00000

360 ROWKS EO 0,00000 0,00000
A 3b 1 R O m PS EO 0.00000 0.00000

SECTION 2 - COLUMNS

NUMBER .COLUMN. AT ...‘CTIVITY... .OBJ GRADIENT,

D 1 COLSKO0I 83 0,00000 0.00000
2 COL3K002 H 3 0,Obi 86 -0,00000
3 COLSK003 B3 0.04736 0.00000
4 COLSKO04 LL _  0.00000 ______  0.00000

D 5 COLSK005 BS 0.00000 0.00000
b COLSKOOb BS 0.05148 0.00000
7 COLSK007 _ LL 0.00000 0.00000

0 8 COLSKOOB BS 0.00000 0.00000
D 9 COLSK009 BS 0.00000 0.00000
0 .10 COL3K010 BS 0.00000 ________  0.00000
D 1 1 COLSKOl1 BS 0.00000 0.00000
D 12 COLSKO12 BS 0.00000 o.ooooo
0 13 COLSKO13 BS 0.00000 . 0.00000
0 14 C0L3K014 83 0.00000 0.00000
0 15 COLSKO15 BS 0.00000 0.00000

16 C0L3K016 LL 0.00000 __________0.00000
D 17 COLSKO17 BS o.ooooo 0,00000

18 COLSKO18 LL 0.00000 0,00000
D 19 COLSKO19 BS 0.00000 0.00000

20 COLSK020 LL 0.00000 0,00000
21 COL SK 021 LL 0.00000 0,00000

D 22 _COLSK022_ BS __________0.00000 0.00000



0.00000 0.00000 •0,015b* 101
0.00000 0.00000 0.00000 162
0.00000 0,00000 0.00000 10)
0.00000 0.00000 0.00000 10«
0,00000 0.00000 0.00000 165
0.00000 0,00000 0,00000 160 . _ ..
0.00000 0.00000 0,00000 tor
0,00000 0.00000 0.00000 160
0 . O O O Q O 0,00000 0.00000 too
0,00000 0.00000 0.00000 170
0.00000 0.00000 0.00000 171
0.00000 0,00000 0,00000 172
0.00000 0.00000 0,00000 17)
0.00000 0.00000 0.00000 170
0.00000 0,00000 0,00000 175
0.00000 0,00000 0.00000 170
0,00000 0.00000 •0.25200 177
0.00000 0.00000 0,00000 170

LONER LIMIT, ..UPPER LIMIT. REDUCED GRADNT MtJ

0.00000 ),00000 0.00000
0.00000 ).00000 •0.00000 100
0.00000 ),ooooo 0.00000 101
0.00000 ).00000 0.01230 102
0.00000 ).ooooo 0.00000 103
0,00000 ).ooooo 0.00000 too
0.00000 5.ooooo 0.00767
0.00000 ),ooooo 0.00000 106
0.00000 ).ooooo 9.00000 107
0.00000 ).O O O O O 0.00000 _ 166____
0.00000 ).O O O O O 0.00000 109
0.00000 ).ooooo 0.00000 190
0.00000 ).ooooo 0.00000 1 ▼ 1 _____
0.00000 ),ooooo 0.00000 192
0.00000 ).ooooo 0.00000 19)
0.00000 ).O O O O O 0.00712 _1 ▼ 6
0.00000 ).ooooo 0.00000 195
0.00000 ).ooooo 0.01757 196
0.00000 3.00000 0.00000
0.00000 3.00000 0,00299 190
0.00000 3.00000 0.02037 199

___  0.00000 3.00000 o.oooOo 200

co



D 23 C0L5K023 BS 0,00000 0.00000
2« COLSK024 BS 0.05796 0.00000
25 C0L3K025 03 0.07032 -0.00000
2b C0LSK026 SB3 0.03735 0.00000
27 C0L5K027 LL 0.00000 0.00000
20 C0LSK026 BS 0.06243 0.00000
29 C0LSK029 BS 0.04737 0.00000
30 C0LSK030 LL 0.00000 0,00000

D 31 C0L9K03I BS 0.00000 0.00000
0 32 C0LSK032 BS 0.00000 0.00000

33 C0L3K033 LL 0.00000 0.00000
34 C0LSK034 LL___ 0.00000 0.00000
35 C0LSK035 LL 0.00000 0.00000

D 36 C0LSK036 BS 0,00000 0.00000
n 37 _COL3KQ37 BS 0.00000 0.00000

36 C0LSK038 LL 0.00000 0,00000
0 39 COL3K039 BS 0,00000 0.00000

40 TOI SK040 1 1 0.00000 0.00000 -
01 COLSK04I LL 0.00000 0,00000

0 42 C0LSK042 BS 0.00000 0.00000
43 X0LSK043 LL 0,00000 0.00000
44 COLSK044 LL 0.00000 0.00000
45 COLSPOOI BS 0.10649 0.00000

D 4b COLSp 002 93 -0.00000 -0.00000
D 47 COLSP003 BS 0,00000 0.00000

• 8 C0LSP004 LL o . o o o o o 0.00000
49 COLSPO05 BS 0.00375 0.00000
50 COLSP006 LL 0.00000 0,00000
51 COLSP007 BS 0.00375 0.00000
52 COL3P004 BS 0r*0375 0.00*40
53 CULSPO09 HS 0.00377 0.00000
54 COLSPOIO BS 0.00375 0.00000
55 C0LSP011 BS 0.00375 0.00000
56 COLSP012 BS 0.00377 0.00000
57 COLSP013 BS 0.00376 0.00000
58 QOLSP014 BS 0.00375 0 , 0 0 0 0 0 _
59 COLSPOI5 BS 0.17195 0.00000
60 COLSPO16 BS 0.10679 0.00000
61 COUSP017 BS 0,00376 0,00000
6 2 COLSP016 BS 0.00375 0.00000
63 CULSP019 BS 0,00376 0,00000
64 COLSP020 BS 0.00376 0,00000 ________
65 C0LSP021 BS 0.00375 0.00000
66 C0LSP022 BS 0.00376 0,00000
67 COLSP023 SBS 0.01642 0,00000



0 . 0 0 0 0 0 ) .
0 . o o o o o 3 .
0 . 0 0 0 0 0 ________ ) .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 ________  3 .
0 , 0 0 0 0 0 3 .
0 . o o o o o 3 .
0 . o o o o o 3 .
0 . o o o o o 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
o . o o o o o 3 .
o . o o o o o 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .

, 0 ^ 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
O . O O O O O 3 .
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0 . 0 0 0 0 0 3 .
0 , 0 0 0 0 0 ________ 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 , 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 , 0 0 0 0 0 3 .
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0 , 0 0 0 0 0 3 .
0 , 0 0 0 0 0 3 .
0 . 0 0 0 0 0 3 .
0 , 0 0 0 0 0 3 .

0 ,00000 201
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0.01569 208
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0.05)57__ 212
0.04047 21)
0 .00000 214
0 .0 0 0 0 0__ 215
0,06815 210
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C0LHU02O B3 0.94256 0,00000
COLMU030 BS 0.98991 0,00000
COLHU031 BS 0.98991 0.00000
COLMU032 BS 0.98993 0,00000
C0LMU033 BS 0.98991 0.00000
COLMU034 es _ „ 0 . 98993 0.00000
C0LHU035 BS 0.98993 0,00000
C0LHU036 BS 0.98993 0.00000
C0LMU037 BS 0.85220 0,00000
C0LHU038 BS 0.93935 0.00000
C0LMU039 BS 0.98993 0.00000
COL«UO«0 BS 0.98993 A,00000
C0LMU041 BS 0.98993 0.00000
COLMU042 BS 0.98991 0,00000
C0LMU0U3 BS 0.98993 0.00000
COLMU044 BS 0.98993 0,00000
CLZKl SBS 0,70338 0.00000
CLZ*2 BS 0.17950 O.OOOQO
CLZK3 BS -0.17950 0.00000
C L Z M BS 0,84425 0.00000
CLZP2 BS 0,09361 0,00000
CLZP3 US -0,09361 0.00000
RMS 1 E0 •1,00000 0.00000



0,00000 3
0.00000 3
0,00000 J
0.00000 3
0.00000 3
o.ooooo 3
0 .ooooo 3
0.00000 3
0.00000 3
0.00000 3
0.00000 3
0.00000 3
0.00000 3
0.00000 3
o.ooooo 3
0.00000 3
0.00000 3
0.00000 3

NONE 0
o.ooooo 3
0,00000 3

NONE 0
1,00000 -1

0.00000 33
0.00000 3*
0,00000 3«
0.00000 3«
0,00000 34
0,00000 __34
0.00000 34
0.00000 34
0,00000 34
0.00000 34
0.00000 34
0,00000 35
0,00000 35
0,00000 35
0.00000 35
0.00000 35
0,00000 35
0,00000 35
0.00000 35
0,00000 35
0,00000 35
0,00000 36
0,06900 361

00000
00000
ooooo
00000
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo
ooooo



p r o b l e m  n a m e  o b j e c t i v e  v a l u e

---- STATUS ......  O P T I M A L S O L N  ITERATION---- «

OBJECTIVE (HIN)
---- RHS ------------ RHS | * ......*

MANGES
BOUNDS BOUND 1

A.8 Solution for the 1963

SECTION 1 - RONS

NUMBER ...ROW., AT ...ACTIVITY... SLACK ACTIVITY

ISA RONSOOI EO 0.00000 0.00000
185 RO n 3002 EO 0.00000 0.00000
18o ROnSOOl EO 0,00000 0.00000
181 HU n SOOA EO 0.00000 0.00000

D 188 RO-S005 B3 0.00000 0.00000
189 RUNSOOb EQ 0.00000 0.00000
190 RO m 30 0 7 EO 0,00000 0,00000
191 RO n SOOS EO 0.00000 0.00000
192 MUn3009 EO 0.00000 0.00000

D 19i RO n 3 0 |0 B3 0.00000 0.00000
19 9 ROrtSO11 ~ EQ 0.00000 0.00000
195 HOwSO12 EO 0.00000 0,00000

0 19» HUN3013 BS 0.00000 0.00000
0 197 H On 3 0 19 ~ B 3 0.00000 0.00000

190 R0N3015 EU 0.00000 0.00000
199 ROMSOlb EQ 0.00000 0,00000
200 HUN3017 EO 0.00000 0.00000

0 201 R0N3018 B3 0.00000 0.00000
202 ROm S O 19 EO 0.00000 0.00000

T) 203 HOM3020 BS 0.00000 0.00000
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p r o b l e m  n a m e

A.9 Solution for the 1965

OBJECTIVE VALUE

STATUS OPTIMAL SOLN ITERATION

OBJECTIVE
RHS
RANGES
BOUN03

IMIN)
RHS!

BOUNDl

• —

SECTION 1 - HONS

NUMBER ...RON,. AT ...ACTIVITY,V, SLACK ACTIVITY

IBM ROm SOO 1 Efi 0.00000 0.00000
IBS RONS002 E0 0.00000 0.00000
IBS RUnSO 0 3 EO 0.00000 0.00000
187 ROH3004 E0 0.00000 0.00000
IBS RO n SOOS EO 0.00000 0.00000
18V ROn SO 06 EO 0.00000 0,00000

D 190 RUN SO 0 7 BS 0.00000 0.00000
191 RONSOOS EO 0.00000 0.00000

0 192 RON3009 BS 0.00000 0.00000
193 RONSOIO EO 0.00000 0.00000
194 R O N S O U  * EO 0,00000 ‘0.00000
19S RONSO12 EO 0.00000 0.00000
196 RONSO13 EO 0.00000 0.00000
197 RONS 0 14 EO 0.00000 0.00000
196 RO n SOIS EO 0.00000 0.00000

0 199 RU n S u 16 BS 0.00000 0.00000
200 RONSO 1 7 EO 0.00000 0.00000
201 RO n SOIB EO 0.00000 0.00000

0 202 RO n SO 1 9 B8 0.00000 0.00000
203 RON3020 EO 0,00000 0.00000
204 RONS021 EO 0.00000 0.00000
2 OS ROWS022 EO 0.00000 0.00000
206 R0NS023 EO “  0.00000 0.00000
207 HO n S024 EO 0.00000 0.00000
208 HOH802S EO 0.00000 0.00000
209 RON3026 EO 0.00000 0.00000“
210 RONS027 EO 0.00000 0,00000

0 211 RONS028 BS 0.00000 0.00000
212 RUWS029 EO 0.00000 0.00000
213 RONS030 EO 0.00000 0.00000
21« ROn SO 31 EO 0.00000 0.00000



non-substitution problem

3.5142882356E-02 

SUPEH0ASIC3 4

.ONER LIMIT. ..UPPER LIMIT. '.DUAL ACTIVITY” ..I

0.00000 0.00000 -2.31041 1
0.00000 0.00000 -0.00070 2
0.00000 0.00000 -0.04101 3
0.00000 0.00000 0.0424b 4
0.00000 0.00000 -0,23524 5
0.00000 O.OOUOU •0.01207 6
0.00000 0.00000 0.00000 7
0.00000 0.00000 0.12728 8*
0.00000 0.00000 0.00000 V
0.00000 0.00000 -0.11745 10
0.00000 0.00000 -0.04584 ~ n
0.00000 0.00000 0.03461 12
0.00000 0.00000 •0.00884 13
0.00000 o.oooocr 0.07274 1 *
0.00000 0.00000 0.Obi 14 15
0.00000 0.00000 0.00000 16
0.00000 0.00000 -0.1288b 17
0.00000 0.00000 0.04554 18
0.00000 0.00000 0.00000 14
0,00000 0.00000 0.02670 20
0.00000 0.00000 -0.20747 21
o.ooouo 0.00000 •0.15608 22
0.00000 0.00000 0.6405b 23
0.00000 0.00000 •0.26133 24
0.00000 0.00000 -0.03167 25
0.00000 0.00000 -0.24052 26
0.00000 0,UOOOO 0,02044 27
0.00000 0.00000 0.00000 28
0.00000 0.00000 0.12470” --24
0.00000 0.00000 0.03764 30
0.00000 0.00000 -0.12623 31

<X>
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261 R0WY034 EO 0,96*70
262 ROwY 035 E 0 0.66240
263 NOHY036 EQ 0.90090
26* KONY037 EO 0.65220
265 ROMY 030 EO 0.65560
266 Rl)w Y 0 39 EO 0.98040
267 R0n Y0*0 EO 0.91060
260 ROm YO* 1 EO 0.90520
209 ROWY 0*2 EQ 0.94490
270 RON Y0* 3 EO 0.92940
271 ROwVO** EO 0.95230
272 ROwZKOOl EO 0.00000
27J ROwZKOUZ EQ 0.00000
2 7* ROw ZK 003 EO 0.00000
275 ROn Zk OO* EO 0.00000
276 ROw ZKOOS EQ 0.00000
277 ROWZK006 EO 0.00000
270 ROftZKOOZ EO 0.00000
279 ROHZK006 EO 0.00000
200 ROwZK009 EO 0.00000
261 RO w Zk OIO EO 0.00000
262 ROWZKOl1 EO 0,00000
263 HOwZKO12 EQ 0,00000
264 HG n ZKO13 EO 0.00000
265 ROrt ZK 0 |* EO 0.00000
266 HOWZK015 EO 0.00000
267 ROW ZK 016 EO 0.00000
280 HOnZK 0 1 7 EO 0.00000
26« ROrtZK 010 EO 0,00000

290 R0HZK019 EO 0.00000
2*1 R0MZK020 EO 0.00000
292 ROWZK021 EQ 0,00000
293 ROW ZK 0 22 EO 0.00000
294 ROMZK023 EO 0.00000
295 RONZK024 EO 0.00000
296 RONZK025 EO 0.00000
297 ROMZK026 EO 0,00000
296 R0NZK027 EO 0.00000
299 R0WZK026 EO 0.00000
300 ROWZK029 EO 0.00000
301 R0NZK030 EO 0.00000
302 ROWZK 0 31 EO' 0.00000
303 RONZK032 EO 0,00000
30* ROMZK033 EO 0.00000



0.00000 0.9607 0 0.96470 0.04196 76
o.oouoo 0.06240 0.06240 -0.06032 79
0.00000 0.90090 0.40090 ----0.02162 -  60 -
0.00000 0.65220 0.65220 •0.11442 61
0.00000 0.05560 0.05560 -0.01482 62
0.00000 0.^0640 0.90640 --------- 0.06366 — —  63 -
0.00000 0.91000 0.91000 -0.01192 84
0.00000 0.90520 0.90520 -0.01752 65
0.00000 --- 0.94490 ---- - 0.94490 ---------0.02218 — — •6 —
0.00000 0.92940 0.92940 0.00666 67
0.00000 0.95230 0.45230 0.02956 66
0.00000 - 0.00000 0,00000 ------- -0.03454 — —  69 -
0.00000 0.00000 0.00000 o.oouoo 90
0.00000 0.00000 0.00000 0.00000 91
0.00000 - - 0.00000 -------- 0.00000 --- -0.00000 - —  92 -
0.00000 0.00000 0.00000 -0.00000 93
0.00000 0.00000 0.00000 -0.00000 44
0.00000 0.00000 ..... - 0.00000 -------- 0.00000 - -95 -
0.00000 0.00000 0.00000 0.00000 96
0.00000 0.00000 0.00000 0.00000 97
0.00000 0.00000 0.00000 0•0 00 00— -96-
0.00000 0.00000 0.00000 0.00000 99
0.00000 0.00000 0.00000 o.oouoo too
0.00000 0.00000 - 0.00000 — o.oouuo— 101-
0.00000 0.00000 0.00000 0.00000 102
0.00000 0.00000 0.00000 0.01483 103
0.00000 0.00000 0.00000 -----0.10169- 104-
0.00000 0.00000 0.00000 o.ouooo 105
0.00000 0.00000 0.00000 0,00000 106
o.oonoo 0.00000 0.00000 ------- 0.00000-- -107
0.00000 0.00000 0.00000 0 .oouoo 108
0.00000 0.00000 0.00000 0.00000 109
0.00000 0.00000 0.00000 0.00000 " 1 10
0.00000 0.00000 0.00000 0.04726 111
0.00000 0.00000 0.00000 0.00000 112
0.00000 0.00000 0.00000 --------- 0.00000 — 113
0.00000 0.00000 0.00000 0.00000 1 1 4

0.00000 0.00000 0.00000 0.00000 115
0.00000 0.00000 0.00000 0.00000 T i b

0.00000 0.00000 0.00000 0.00000 117
0.00000 0.00000 0.00000 0.00000 118
0.00000 0.00000 0.00000 0.00000 114
0.00000 0.00000 0.00000 0.00000 120
0.00000 0.00000 0.00000 0.00000 121
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550 RO*ZP055 EU 0.00000 0,00000
551 K0MZP05b to 0.00000 0.00000

A 552 NUnZP037 EU 0.00000 0,00000
A 555 KO n ZPO 3# EQ 0.00000 0.00000

55* R0*ZP039 EU 0.00000 0.00000
555 RU m ZPOOO EU 0.00000 0.00000
556 ROMZPOAl EU 0,00000 0.00000
357 RO m ZPO«2 EU 0.00000 0,00000
55# HOfcZP043 EQ 0.00000 0,00000
359 R0*ZP044 EU 0.00000 0.00000

A 360 RUwKS EU 0,00000 0.00000
361 ROnPS EQ 0.00000 0.00000

SECTION 2 - COLUMNS

NUMBER .COLUMN, AT ...ACTIVITY , . , .OBJ g r a d i e n t .

0 1 COLSKOOl BS 0.00000 0.00000
2 C0L3K002 BS 0.36924 ------- 0.00000
3 COLSK0O3 BS 0.35276 0.00000
A COLSK004 BS 0.22756 -0.00000

- 5 COLSK005 BS 0.22759 -0.00000
6 COL3K006 BS 0.36384 -0.00000
7 COLSKOOT BS 0.28302 0.00000_  ( COLSKOOO BS ---------  0,22754 0.00000
9 C0LSK0O9 BS 0.22756 0.00000

10 COLSKOIO 83 0.22754 0.00000
11 COLSKOl1 BS 0.22760 0.00000
12 COLSKO12 sas 0.22756 0.00000
13 COLSKO13 BS 0.22760 0.00000

~  1* COL 3k 014 BS 0.22754 0.00000
0 15 COLSKOl 5 BS 0.00000 0.00000

16 COLSK016 LL 0.00000 0.00000
It COLSKO 17 BS 0.22756 0.00000
1# COLSKOl# BS 0.22754 0.00000
19 COLSKO19 BS 0.22760 0,00000
20 COLSK020 BS 0,22756 0.00000
21 COL3K021 BS 0.22756 0.00000
22 COL SK022 BS 0.22760 0.00000

0 23 COLSK023 BS - 0.00000 — 0,00000
24 COLSK024 BS 0.29415 0.00000
23 C0L3K025 BS 0.26164 0.00000
2* C0LSK026 B8 - 0.22759 0.00000
2/ COL8K027 BS 0.22760 0.00000
20 C0LSK02# BS 0.32273 0.00000



0 , 0 0 0 0 0 0 . 0 0 0 0 0 - 0 . 0 6 0 3 2 167
0 . 0 0 0 0 0 0 . 0 0 0 0 0 - 0 . 0 3 1 8 2 166
0 . 0 0 0 0 0 o.ooooo o.ooooo 160
0 . 0 0 0 0 0 0 . 0 0 0 0 0 ------------ 0 . 0 0 0 0 0 170
0 . 0 0 0 0 0 0 . 0 0 0 0 0 G. 06 3b8 171
0 . 0 0 0 0 0 0 . 0 0 0 0 0 - 0 . 0 1 1 0 2 172
0 . 00 00 0 0 . 0 0 0 0 0 - 0 . 0 1 7 5 2 1 7 J
0 . 0 0 0 0 0 0 . 0 0 0 0 0 0 . 0 2 2 1 8 17 6
0 . 0 0 0 0 0 0 . 0 0 0 0 0 O.OObbB 175
0 . 0 0 0 0 0 0 . 0 0 0 0 0 0 . 0 2 0 5 6  — 176
0 . 0 0 0 0 0 0 . 0 0 0 0 0 - 0 . 0 0 0 0 0 177
0 . 0 0 0 0 0 0 . 0 0 0 0 0 - 0 . 25 17 1 178

0WER LIMIT. ..UPPER LIMIT. REDUCEU GRADNT— M*J

0.00000 1.00000 0.00000 179
0.00000 l.ooooo- — -O.OOOOO — -180--------
0.00000 1.00000 -0.00000 181
0.00000 1.00000 •0.00000 182
0.00000 1.00000 - 0 . 0 0 0 0 0 — 1 8 3 -------
0.00000 1.00000 -0.00000 189
0.00000 1.00000 0.00000 185
0.00000 1.00000 o.ooooo- 166
0.00000 1.00000 0.00000 187
0.00000 1.00000 0.00000 188
0.00000 1.00000 0.00000 - 189----
0.00000 1.00000 0.00000 190
0.00000 l.ooooo 0.00000 191
0.00000 1.00000 0.00000 192
0.00000 1.00000 0.00000 193
0.00000 1.00000 0.10169 198
0.00000 1.00000 - — 0.00000 — 195--------
0.00000 1.00000 0.00000 196
0.00000 1.00000 0.00000 197
0.00000 1.00000 o.ooooo T98
0.00000 1.00000 0.00000 199
0.00000 1.00000 0.00000 200
0.00000 l.ooooo 0.00000 201
0.00000 1.00000 0.00000 202
0.00000 1.00000 0.00000 203
0.00000 1.00000 O.OOOOO^
0.00000 1.00000 0.00000 205
0.00000 1.00000 0.00000 206

rooro



29
30
31

COLSK029
COLSK030
COLOK031

8 3 --
83
B3

---- 0.22756
0.22020
0.22756

--------  0.00000
0.00000
0.00000

32 C0L3K032 B 8 0.2275b 0,00000
33 C0L3K033 80 0.22760 0.00000
3* COL3K034 83 0,22756 0.00000
35 COL3K035 83 “ 0.2275b ■..... 0.00000
3b COLSK036 80 0.22756 0.001)00

0 37 COL3K037 83 0.00000 0.00000
0 30 C0L3K038 83 0.00000 0.00000

3<* C0L3K039 83 0.22760 0.00000
40 COLSK040 83 0.22756 0.00000
41 C0L3K041 -B3 0.22756 ■ ----  0.00000
42 COLSK042 83 0.22756 0.00000
43 C0L3K043 83 0.22756 0,00000
44 ~ COL3K044 - 83 --- —  0.22754 ------0.00000
43 C0L3P001 883 0.01490 0.00000

0 4b COUSP002 83 -0.00000 -0.00000
0 47 COL3P003 B3 •0.00000 -0.00000
0 40 COL3P004 83 0.00000 -0.00000
0 49 C0LSP005 83 -0.00000 -0.00000
o - 50 C0L3P006 - B 3 -0.00000 -0,00000

51 COL3P007 LL 0.00000 0.00000
0 52 C0L3P000 83 -0.00000 0.00000

53 COL3P009 LL 0,00000 0.00000
0 54 COL3P010 83 -0.00000 0.00000
u 55 COL8PO11 83 •0,00000 -0.00000
u 5b COLSPO12 83 0,00000 0.00000
0 57 COLSP013 83 0,00000 0.00000
0 50 COLSPO14 83 0.00000 0,00000

59 COLSPO15 83 0.24257 0.00000
bO COLSPOI6 83 0.12791 0.00000

1) bl COLSPO17 88 0.00000 0,00000
u b2 CUL3P010 88 0.00000 0.00000

b3 COLSPO19 LL 0.00000 0.00000
0 b4 COL3P020 B3 0.00000 0.00000
0 63 COLSP021 83 0,00000 0.00000
0 bb COLSP022 83 0.00000 0.00000

67 C0LSP023 3B3 0.07J78 0.00000
0 60 COL3P024 80 0.00000 0.00000
0 69 COLSP025 BS 0.00000 0.00000
0 70 COLSP026 83 0.00000 0.00000
0 71 C0L3P027 B3 0.00000 0.00000

72 COL3P028 LL 0.00000 0,00000
u 73 C0L3P029 83 0.00000 0.00000



0.00000
0.00000
0.00000

1.00000-----
1.00000 
1.00000

0.00000
0.00000
0.00000

--- 207----
20*
209

0.00000 1.00000 0.00007 210
0.00000 1.00000 0.00000 211
0.00000 1.00000 0.00000 212
0.00000 ----1.00000 0.00000 ---213----
0.00000 1.00000 0.00000 214
0.00000 1.00000 0.000 0 0 215
0.00000 1.00000 0.00000 216
0.00000 1.00000 0.00000 217
0.00000 1.00000 0.00000 210
0.00000 ' 1.00000---- ---- 0.00000 219
0.00000 l . o o o o o 0.00000 220
0.00000 1.00000 0.00000 221
0.00000 1.00000 0.00000 ? ? ?
0.00000 1.00000 -0.00000 223
0.00000 1.00000 -0.00000 224
0.00000 ~ 1.00000 -0.00000 -- 225
0.00000 1.00000 -0.00000 22b
0.00000 1.00000 0.00000 227
0.00000 “ 1.00000 0.00000 - 22* -  -
0,00000 1.00000 0.0534a 229
0.00000 1.00000 0.00000 230
0.00000 1.00000 0.03ASS 231
0.00000 1.00000 -0.00000 232
0.00000 1.00000 -0.00000 233
0.00000 1.00000 0.00000 234
0.00000 1.00000 0.00000 235
0.00000 l . o o o o o 0.00000 236
0.00000 1.00000 0.00000 - 237
0.00000 1.00000 0.00000 230
0.00000 1.00000 0.00000 239
0.00000 1.00000 0.00000 240
0.00000 1,00000 0.03060 241
0,00000 1.00000 0.00000 242
0.00000 1.00000 ”  0.00000 243
0.00000 1.00000 0.00000 244
0.00000 1.00000 0.00000 245
0.00000 1.00000 - - 0.00000 -— 246-----
0.00000 1.00000 0,00000 247
0.00000 l . o o o o o 0,00000 24*
0.00000 1.00000 0.00000 —  249-----
0.00000 1.00000 0.05655 250
0.00000 1.00000 0.00000 251

roo
CO



0 7* COLSP030 BS 0.00000 0.00000
0 75 CO l SPO31 US 0.00000 0.00000
0 7b COLSPO 32 BS 0.00000 0.00000
0 77 COLSPO 33 BS 0.00000 0,00000

7b C0LSP034 LL 0.00000 0.00000
0 7* COLSPO 35 B8 0.00000 0.00000
l) SO COLSPO 3b BS 0.00000 0.00000

81 C0LSP037 BS 0.15b 1 0 0.00000
82 COLSPO 38 BS 0.05230 0.00000
8) COLSP039 LL 0,00000 o.ooooo

u 8« COL3P040 B8 0.00000 0.00000
0 85 C0LSP041 BS 0.00000 0.00000
a 8b COLSP042 B8 0.00000 0,00000
0 87 COLSPO** 3 BS 0.00000 0.00000
0 88 COLSP044 BS 0.00O00 0,00000

88 COLEEOOl BS •0.03454 -0.03454
90 COLEE 002 BS -0.00358 •0.0035S
91 COl EEOOS BS -0,01447 -0,01447
92 COLEE 004 BS 0.00978 0.00978
93 C0LEE005 BS -0.05354 -0.05354
94 COLEEOOb BS •0.004b8 -0.00468
95 COLEEOO 7 BS " 0.05344 -----  0.05344
9b COLEEOOS BS 0.02896 0.0289b
97 COLEE009 BS 0.03888 0.0388S
98 CO l EEOIO BS •0.02684 •0.02684
99 c o l e e o i i BS -0.021B2 •0.02182
too CO l E E O 12 B8 0.00/88 0.00788
101 COLEEO1 3 BS •0.00202 -0.00202
102 COl EEO 14 BS 0.01656 0,01o5b
103 COLEEO 15 BS 0.01483 0.01483
104 COLEEOlb BS 0.10169 0.10169
105 CO l EEOI 7 BS •0.02932 -0.02932
10b COLEEO18 BS 0.0103b 0.01036
10/ COLEEOI9 BS 0.03868 0.03808
108 COLEE020 BS O.OObOB 0.00608
109 COLEE021 BS •0.04/32 -0.04732
110 COLEE022 BS -0.03552 -0.03552
111 C0LEE023 BS 0.04/2b 0.04726
112 C0LEE024 BS -0.07687 -0.07687
113 COLEE 025 BS •0,00828 -0.00628
114 COLEE026 BS -0.05474 -0,05474
115 COLEE027 BS 0,00478 0.00478



0.00000 1.00000
0,00000 1.00000
0.00000 1.00000
0.00000 1.00000
0,00000 1.00000
0.00000 1.00000
0.00000 l.ooooo
0.00000 1.00000
0.00000 1.00000
0.00000 1.00000
0,00000 1.00000
0.00000 1.00000
0.00000 1.00000-
0.00000 1.00000
0.00000 1.00000

NONE NONE
NONE NONE
NONE NONE
NONE --- - NONE -
NONE NONE
NONE NONE
NONE ---- NONE
NONE NONE
NONE NONE
NONE NONE
NONE NONE
NONE NONE
NONE --- NONE
NONE NONE
NONE NONE
NONE --- NONE
NONE NONE
NONE NONE

- NONE - ---  NONE -
NONE NONE
NONE NONE
NONE NONE
NONE NONE
NONE NONE
. NONE NONE
NONE NONE
NONE NONE

O.OOUOO "  252 
•0.00000 253
0.00000 254
0.00000--- 255
0.04198 25b
0.00000 257
0.00000--  258
0.00000 259
0.00000 2b0

--- 0.08368--- 2b 1
0.00000 262 
0.00000 263

------ 0.00000 2b4
0.00000 265
0.00000 26b

---- 0.00000----ibT
0.00000 268 
0.00000 269

-----  0.00000--- 270
0.00000 271
0.00000 272
0.00000---273
0.00000 274
0.00000 275
0.00000 - 276 
0.00000 277
0.00000 278

• — ---  0.00000  279
0.00000 280 
O.OOoOO 261 
0.00000- 282 
0.00000 283
0.00000 284

------- 0.00000--- 285
0.00000 286 
0.00000 287
0.00000 — - 268 
0.00000 289
0.00000 290
0.00000 - 291
0.00000 292
0.00000 293



life COLEE028 83 0.05655 0.05655
n r C0LEE029 BS 0.02B38 0.02838
H i C0LEE030 03 0.00860 0.00860
it* COLEE031 BS •0.02872 -0.02872
120 COLEEO32 BS 0.03458 0.03458
121 COLEE033 BS 0.01158 0.0115U
122 COLEE034 BS 0.04198 0.04198
123 COLEEO 35 BS •0.06032 -0.06032
124 COLEE036 BS -0.02182 •0.02182
125 C0LEE037 BS -0.11442 -0.11442
124 C0LEE036 BS -0.01482 -0.01482
12T C0LEE039 BS 0.06368 0.06368
120 C0LEE040 BS -0.01192 " -0.01192
12* C0LEE04l BS -0.01752 -0.01752
130 COLEE042 BS 0.02218 0.02218
131 COLEE043 BS 0.00668 0.00668
132 COLEE044 BS 0.02956 0.02956
133 COLMUOO1 BS 0.76304 0.00000
134 COLMU002 BS 0.78108 0.00000
135 C0LMU003 BS 0.79757 0.00000
1 30 COLMUOO 4 BS 0.92272 0.00000
n r COLMUO 05 BS 0.92274 0.00000
136 COLMU006 BS 0.78648 0.00000
13* COLMUOOT BS 0.8672b 0.00000
140 COLMuOOfl BS 0.92274 0.00000
141 COLMUOOV BS 0.92272 0,00000
142 COLMUOIO BS 0.92274 0.00000
143 COLMUOl1 BS 0.92272 0.00000
144 COLMUO12 BS 0.92272 0.00000
145 COLMUOl3 BS 0.92272 0.00000
146 COLMUOl4 BS --------  0.92274“ - ' 0.00000
147 COLMUO15 68 0.68017 0.00000
146 COLMUO16 BS 0.79481 o.oouoo
14V COLMUOl7 BS ----- 0.92272 0.00000
150 COLMUO16 BS 0.92274 0.00000
151 COLMUO1V BS 0.92272 0.00000
152 COLMU020 BS --------- 0.92272 0.00000
153 COLMU021 BS 0.92272 0.00000
154 C0LMU022 BS 0.92272 0.00000
155 C0LMU023 BS 0,7 b 30 4 0.00000
156 COLMU024 BS 0.85617 0,00000
157 COLMU025 BS 0.88868 0.00000
156 COLMU026 BS - 0.92274 ■ 0.00000
15V COLMU027 BS 0.92272 0.00000
160 COLMU026 BS - 0.62755 0.00000



NONE NONE O.OOOttO" ~ 2 9 9
NONE NONE 0.00000 295
NONE NONE 0.00000 296
NONE NONE 0.00000 297
NONE • NONE 0.00000 296
NONE NONE 0.00000 299
NONE NONE 0.00000 ' 300 —
NONE NONE 0.00000 301
NONE NONE 0.00000 302
NONE ' NONE 0.00000 303 -
NONE NONE 0.00000 309
NONE NONE 0.00000 305
NONE NONE ~ 0.00000 306 —
NONE NONE 0.00000 307
NONE NONE 0.00000 306
NONE NONE 0.00000 ~309
NONE NONE 0.00000 310

0.00000 1.00000 0.00000 311
0.00000 1.00000 0.00000 3 12
0.00000 1.00000 0.00000 313
0.00000 1.00000 0.00000 319
0.00000 1.00000 0.ooooo - 3 1 V —
0.00000 1.00000 0.00000 316
0.00000 1.00000 0.00000 317
0.00000 1.00000 -0.00000 31 6
0.00000 1.00000 0.00000 319
0.00000 1.00000 -0.00000 320
0.00000 1.00000 o.ooooo- -321 -
0.00000 1.00000 0.00000 322
0.00000 1.00000 0.00000 323
0 • 0 0 u 0 0 1.00000 0.ooooo 320
0.00000 1.00000 0.00000 325
0.00000 1.00000 0.00000 326
0.00000 1.00000 --------0 .ooooo- “ 327 —
0.00000 1.00000 0.00000 326
0.00000 1.00000 0.00000 329
0 • 0 0 0 0 0 1.00000 0.00000" 330
0.00000 1.00000 0.00000 331
0.00000 l.ooooo 0.00000 332
0.00000 —  1.00000 -0.00000 333 —
0.00000 1.00000 0.00000 339
0.00000 1.00000 0.00000 335
0.00000 --- 1.00000 ..— 0.00000 - 336 —
0.00000 1.00000 0.00000 337
0.00000 1 .00000 0.00000 338
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