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#### Abstract

In this paper we define the notion of normal efficiency solution. Necessary conditions for normal efficient solutions of a class of multiobjective fractional variational problem (MFP) with nonlinear equality and inequality constraints are are established using a parametric approach to relate efficient solutions of fractional problems and a non-fractional problems. Also, the sufficiency of these conditions for efficiency solutions in problem (MFP) is established using the ( $\rho, b$ )-quasiinvexity notion. Particularly, for the multiobjective variational problem (MP), similar results are derived.
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## 1 Introduction

The first result on the necessity of the optimal solutions of the scalar variational problems was established by Valentine [15] in 1937. The papers of Mond and Hanson [9], Bector [1], Mond, Chandra and Husain [11], Mond and Husain [10], Preda [13] developed the duality of the scalar variational problems involving convex and generalized convex functions. Mukherjee and Purnachandra [12], Preda and Gramatovici [14], Mititelu [8] established weak efficiency conditions and developed different types of dualities for multiobjective variational problems generated by various types of generalized convex functions. Kim and Kim [6] used the efficiency property of the nondifferentiable multiobjective variational problems in duality theory. In this paper we introduce the notion of normal efficient solution and establish necessary conditions of normal efficiency for the multiobjective fractional and non-fractional variational problems. For these problems we also establish sufficient efficiency conditions using ( $\rho, b$ )-quasiinvexity hypotheses.
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## 2 Notions and statement of the problem

Let $I=[a, b]$ be a real interval and $f=\left(f_{1}, \ldots, f_{p}\right): I \times \mathbf{R}^{n} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{p}, k=$ $\left(k_{1}, \ldots, k_{p}\right): I \times \mathbf{R}^{n} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{p}, g=\left(g_{1}, \ldots, g_{m}\right): I \times \mathbf{R}^{n} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{m}, h=$ $\left(h_{1}, \ldots, h_{q}\right): I \times \mathbf{R}^{n} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{q}$ be twice differentiable functions.

Consider the vector-valued function $f(t, x, \dot{x})$, where $t \in I, x: I \rightarrow \mathbf{R}^{n}$ with derivative $\dot{x}$ with respect to $t . f_{x}$ and $f_{\dot{x}}$ denote the $p \times n$ matrices of first-order partial derivatives of the components with respect to $x$ and $\dot{x}$, i.e.

$$
f_{i x}=\left(\frac{\partial f_{i}}{\partial x_{1}}, \ldots, \frac{\partial f_{i}}{\partial x_{n}}\right) \quad \text { and } \quad f_{i \dot{x}}=\left(\frac{\partial f_{i}}{\partial \dot{x}_{1}}, \ldots, \frac{\partial f_{i}}{\partial \dot{x}_{n}}\right), \quad i=1,2, \ldots, p
$$

Similarly, $k_{x}, g_{x}, h_{x}$ and $k_{\dot{x}}, g_{\dot{x}}, h_{\dot{x}}$ denotes the $p \times n, m \times n, q \times n$ matrices of the first order of $k, g$ and $h$ respectively, with respect to $x$ and $\dot{x}$.

For any vectors $v=\left(v_{1}, \ldots, v_{n}\right)$ and $w=\left(w_{1}, \ldots, w_{n}\right)$ the relations $v=w, v<w$, $v \leqq w, v \leq w$ are defined as follows

$$
\begin{array}{ll}
v=w \Leftrightarrow v_{i}=w_{i}, i=\overline{1, n} ; & v \leqq w \Leftrightarrow v_{i} \leqq w_{i}, i=\overline{1, n} \\
v<w \Leftrightarrow v_{i}<w_{i}, i=\overline{1, n} ; & v \leqq w \Leftrightarrow u \leqq w \text { and } u \neq v .
\end{array}
$$

Denote be $X$ the space of piecewise smooth functions $x$ with the norm $\|x\|:=$ $\|x\|_{\infty}+\|D x\|_{\infty}$, where the differential operator $D$ is given by

$$
u=D x \Leftrightarrow x(t)=x(a)+\int_{a}^{t} u(s) d s
$$

Therefore, $D=\frac{d}{d t}$, except at discontinuities.
The mathematical model of study is the following multiobjective variational problem

$$
(\text { MFP })\left\{\begin{array}{l}
\text { Minimize (Pareto) }\left(\frac{\int_{a}^{b} f_{1}(t, x, \dot{x}) d t}{\int_{a}^{b} k_{1}(t, x, \dot{x}) d t}, \ldots, \frac{\int_{a}^{b} f_{p}(t, x, \dot{x}) d t}{\int_{a}^{b} k_{p}(t, x, \dot{x}) d t}\right) \\
\text { subject to } x(a)=a_{0}, x(b)=b_{0}, \\
g(t, x, \dot{x}) \leqq 0, h(t, x, \dot{x})=0, \forall t \in I
\end{array}\right.
$$

Assume that $\int_{a}^{b} k_{i}(t, x, \dot{x}) d t>0$ for all $i=1,2, \ldots, p$. Let

$$
\mathbf{D}=\left\{x \in X \mid x(a)=a_{0}, x(b)=b_{0}, f(t, x, \dot{x}) \leqq 0, h(t, x, \dot{x})=0, \forall t \in I\right\}
$$

be the set of all feasible solutions (domain) of (MFP).

## 3 Preliminaries: optimality and efficiency for variational problems, ( $\rho, b$ )-quasiinvexity

Let $s: I \times \mathbf{R}^{n} \times \mathbf{R}^{m} \rightarrow \mathbf{R}$ be a scalar twice differentiable function and consider now the following scalar variational problem:

$$
\left\{\begin{array}{l}
\text { Minimize } \quad \int_{a}^{b} s(t, x, \dot{x}) d t  \tag{SP}\\
\text { subject to } x(a)=a_{0}, x(b)=b_{0}, \\
\qquad g(t, x, \dot{x}) \leqq 0, h(t, x, \dot{x})=0, \forall t \in I
\end{array}\right.
$$

The first result in literature for the necessity of the optimality of $x^{0}$ to (SP) was established by Valentine in the following form:

Theorem 3.1 (Necessary Valentine's conditions [15]). Let $x^{0}$ be an optimal solution to (SP) and let $s, g$ and $h$ be twice differentiable functions. Then there exists scalar $\lambda$ and the piecewise smooth functions $\mu^{0}(t)$ and $\nu^{0}(t)$ satisfying the following conditions:

$$
\left\{\begin{array}{l}
\lambda s_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)=  \tag{VC}\\
=\frac{\mathrm{d}}{\mathrm{~d} t}\left[\lambda s_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right] \\
\mu^{0}(t)^{\prime} g\left(t, x^{0}, \dot{x}^{0}\right)=0, \mu^{0}(t) \geqq 0, \forall t \in I,[\lambda \geqq 0]
\end{array}\right.
$$

For the relation (VC) there are excluded the values of $t$ corresponding to the corners of $x^{0}(t)$ where $\mu^{0}(t)$ and $\nu^{0}(t)$ cannot vanish.

Definition 3.1. The optimal solution $x^{0}$ of (SP) is called normal if $\lambda \neq 0$. According to this definition in what follows without loss of generality, we can take $\lambda=1$.

Consider now the following multiple variational problem
(MP)

$$
\left\{\begin{array}{l}
\min \int_{a}^{b} f(t, x, \dot{x}) d t=\min \left(\int_{a}^{b} f_{1}(t, x, \dot{x}) d t, \ldots, \int_{a}^{b} f_{p}(t, x, \dot{x}) d t\right) \\
\text { subject to } x(a)=a_{0}, x(b)=b_{0} \\
g(t, x, \dot{x}) \leqq 0, h(t, x, \dot{x})=0, \forall t \in I
\end{array}\right.
$$

The domain of (MP) is also $\mathbf{D}$.
Definition 3.2 [3]. A feasible solution $x^{0} \in \mathbf{D}$ is said to be an efficient solution (or a Pareto minimum) to the problem (MP) if there exists no other feasible solution $x \in \mathbf{D}$ such that

$$
\int_{a}^{b} f(t, x, \dot{x}) d t \leq \int_{a}^{b} f\left(t, x^{0}, \dot{x}^{0}\right) d t
$$

Let $\rho \in \mathbf{R}$ be and the functions $b: X \times X \rightarrow[0, \infty)$ and $H(x)=\int_{a}^{b} h(t, x, \dot{x}) d t$.

Definition 3.3 [13]. The function $H$ is said to be [strictly] $(\rho, b)$-quasiinvex at $x^{0}$ if there exist vector functions $\eta: I \times X \times X \rightarrow \mathbf{R}^{n}$ with $\eta(t, x(t), \dot{x}(t))=0$ for $x(t)=x^{0}(t)$ and $\theta: X \times X \rightarrow \mathbf{R}^{n}$ such that for any $x\left[x \neq x^{0}\right], H(x) \leqq H\left(x^{0}\right)$

$$
\begin{gathered}
\Rightarrow b\left(x, x^{0}\right) \int_{a}^{b}\left[\eta^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}, u^{0}\right)+(D \eta)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}, u^{0}\right)\right] d t[<] \leqq \\
-\rho b\left(x, x^{0}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2}
\end{gathered}
$$

## 4 Necessary conditions of normal efficiency for the problems (MFP) and (MP)

In this section we establish necessary conditions for the normal efficiency of a point $x^{0} \in \mathbf{D}$ in the problem (MFP). Consider the following scalar problem

$$
(\mathrm{FP})_{i}\left(x^{0}\right)\left\{\begin{array}{l}
\min _{x} \frac{\int_{a}^{b} f_{i}(t, x, \dot{x}) d t}{\int_{a}^{b} k_{i}(t, x, \dot{x}) d t} \\
\text { subject to } x(a)=a_{0}, x(b)=b_{0} \\
g(t, x, \dot{x}) \leqq 0, h(t, x, \dot{x})=0, \forall t \in I \\
\frac{\int_{a}^{b} f_{j}(t, x, \dot{x}) d t}{\int_{a}^{b} k_{j}(t, x, \dot{x}) d t} \leqq \frac{\int_{a}^{b} f_{j}\left(t, x^{0}, \dot{x}^{0}\right) d t}{\int_{a}^{b} k_{j}\left(t, x^{0}, \dot{x}^{0}\right) d t}, j=\overline{1, p}, j \neq i
\end{array}\right.
$$

Lemma 4.1 (Chankong, Haimes [2]). $x^{0} \in \mathbf{D}$ is an efficient solution to problem (MFP) if and only if $x^{0}$ is an optimal solution to problems $(\mathrm{FP})_{i}, i=\overline{1, p}$.

We denote

$$
R_{i}^{0}=\frac{\int_{a}^{b} f_{i}\left(t, x^{0}, \dot{x}^{0}\right) d t}{\int_{a}^{b} k_{i}\left(t, x^{0}, \dot{x}^{0}\right) d t}=\min _{x, u} \frac{\int_{a}^{b} f_{i}(t, x, \dot{x}) d t}{\int_{a}^{b} k_{i}(t, x, \dot{x}) d t}, \quad i=\overline{1, p}
$$

and then, (Remark 4.1) the problem $(\mathrm{FP})_{i}\left(x^{0}\right)$ can be written under the next equiv-
alently form:

$$
(\mathrm{FPR})_{i}\left\{\begin{array}{l}
\min _{x} \frac{\int_{a}^{b} f_{i}(t, x, \dot{x}) d t}{\int_{a}^{b} k_{i}(t, x, \dot{x}) d t} \quad\left[=R_{i}^{0}\right] \\
\text { subject to } x(a)=a_{0}, x(b)=b_{0}, \\
g(t, x, \dot{x}) \leqq 0, h(t, x, \dot{x})=0, \forall t \in I \\
\int_{a}^{b}\left[f_{j}(t, x, \dot{x})-R_{j}^{0} k_{j}(t, x, \dot{x})\right] d t \leqq 0, j=\overline{1, p}, j \neq i
\end{array}\right.
$$

Consider now the problem:

$$
(\mathrm{SPR})_{i}\left\{\begin{array}{l}
\min _{x} \int_{a}^{b}\left[f_{i}(t, x, \dot{x})-R_{i}^{0} k_{i}(t, x, \dot{x})\right] d t \\
\text { subject to } x(a)=a_{0}, x(b)=b_{0}, \\
g(t, x, \dot{x}) \leqq 0, h(t, x, \dot{x})=0, \forall t \in I \\
\int_{a}^{b}\left[f_{j}(t, x, \dot{x})-R_{j}^{0} k_{j}(t, x, \dot{x})\right] d t \leqq 0, j=\overline{1, p}, j \neq i
\end{array}\right.
$$

Lemma 4.2 (Jagannathan [5]). $x^{0} \in \mathbf{D}$ is optimal to (FPR) ${ }_{i}$ if and only if $x^{0}$ is optimal to (SPR) ${ }_{i}$.

Lemma 4.3. If $x^{0}$ is a [normal] optimal solution for the scalar problem $(S R P)_{i}$, then there exist real scalars $\lambda_{j i} \geq 0\left[\lambda_{i i}=1\right]$ and the piecewise smooth functions $\mu_{i}$ and $\nu_{i}$ such that

$$
(V F)_{i}\left\{\begin{array}{l}
\sum_{j=1}^{p} \lambda_{j i}\left[f_{j x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+ \\
+\mu_{i}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu_{i}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)= \\
=\frac{d}{d t}\left\{\sum_{j=1}^{p} \lambda_{j i}\left[f_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\right. \\
\left.+\mu_{i}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu_{i}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)\right\} \\
\mu_{i}(t)^{\prime} g\left(t, x^{0}, \dot{x}^{0}\right)=0, \quad \mu_{i}(t) \geqq 0, \quad \forall t \in I \\
\lambda_{j i} \geqq 0, \quad j=\overline{1, p} \quad\left[\lambda_{i i}=1\right] .
\end{array}\right.
$$

Proof. For $j=\overline{1, p}, \quad j \neq i$ we define a twice differentiable function $\omega_{j}$ : $I \times \mathbf{R}^{n} \times \mathbf{R}^{n} \rightarrow \mathbf{R}$ by

$$
F_{j}(x)=\int_{a}^{b}\left[f_{j}(t, x, \dot{x})-R_{j}^{0} k_{j}(t, x, \dot{x})+\omega_{j}(t, x, \dot{x})\right] d t=0
$$

where $\omega_{j}(t, x, \dot{x}) \geq 0, j=\overline{1, p}, j \neq i$. Then $x^{0}$ is a [normal] optimal solution to (SPR) $)_{i}$ if and only if $x^{0}$ is a [normal] optimal solution to the problem

$$
\bar{P}_{i}\left(x^{0}\right)\left\{\begin{array}{l}
\text { Maximize } \int_{a}^{b}\left[f_{i}(t, x, \dot{x})-R_{j}^{0} k_{i}(t, x, \dot{x})\right] d t \\
\text { subject to } \quad x \in D, F_{j}(x)=0 \\
\omega_{j}(t, x, \dot{x}) \geq 0, j=\overline{1, p}, j \neq i
\end{array}\right.
$$

According to an Euler's theorem, there exist scalars $\lambda_{j i} \geq 0, j=\overline{1, p}$ such that $x^{0}$ is [normal] optimal to problem

$$
\overline{\bar{P}}_{i}\left(x^{0}\right)\left\{\begin{array}{l}
\text { Maximize } \int_{a}^{b}\left\{f_{i}(t, x, \dot{x})-R_{j}^{0} k_{i}(t, x, \dot{x})+\right. \\
\left.+\sum_{j=1, j \neq i}^{p} \lambda_{j i}\left[f_{j}(t, x, \dot{x})-R_{j}^{0} k_{j}(t, x, \dot{x})+\omega_{j}(t, x, \dot{x})\right]\right\} d t \\
\text { subject to } x \in D, \omega_{j}(t, x, \dot{x}) \geq 0, j=\overline{1, p}, j \neq i
\end{array}\right.
$$

or equivalently, to

$$
\tilde{P}_{i}\left(x^{0}\right)\left\{\begin{array}{l}
\text { Maximize } \int_{a}^{b}\left\{f_{i}(t, x, \dot{x})-R_{i}^{0} k_{i}(t, x, \dot{x})+\right. \\
\left.+\sum_{j=1, j \neq i}^{p} \lambda_{j i}\left[f_{j}(t, x, \dot{x})-R_{j}^{0} k_{j}(t, x, \dot{x})+\omega_{j}(t, x, \dot{x})\right]\right\} d t \\
\text { subject to } x(a)=a_{0}, x(b)=b_{0}, g(t, x, \dot{x}) \leq 0, h(t, x, \dot{x})=0 \\
-\omega_{j}(t, x, \dot{x}) \geq 0, j=\overline{1, p}, j \neq i
\end{array}\right.
$$

We associate to $\tilde{P}_{i}\left(x^{0}\right)$ the function

$$
\begin{gathered}
V_{i}(t, x, \dot{x})=\gamma_{i}\left\{f_{i}(t, x, \dot{x})-R_{i}^{0} k_{i}(t, x, \dot{x})+\right. \\
\left.+\sum_{\substack{j=1, j \neq i}}^{p} \lambda_{j i}\left[f_{j}(t, x, \dot{x})-R_{j}^{0} k_{j}(t, x, \dot{x})+\omega_{j}(t, x, \dot{x})\right]\right\} d t+ \\
+\mu(t)^{\prime} g(t, x, \dot{x})+\nu(t)^{\prime} h(t, x, \dot{x})-\sum_{\substack{j=1, j \neq i}}^{p} \alpha_{j}(t) \omega_{j}(t, x, \dot{x}),
\end{gathered}
$$

where $\gamma_{i} \in \mathbf{R}$ and $\mu: I \rightarrow \mathbf{R}^{m}, \nu: I \rightarrow \mathbf{R}^{q}$ and $\alpha_{j}: I \rightarrow \mathbf{R}, j=\overline{1, p}, j \neq i$ are piecewise smooth functions.

Because $x^{0}$ is a [normal] optimal to $\tilde{P}_{i}\left(x^{0}\right)$ then there are scalars $\gamma_{i} \geq 0[=1]$ and the functions $\mu_{i}, \nu_{j}$ and $\alpha_{j} \geq 0, j=\overline{1, p}, j \neq i$ such that the next Valentine's
conditions are true

$$
\left\{\begin{array}{l}
V_{i x}\left(t, x^{0}, \dot{x}^{0}\right)=\frac{d}{d t} V_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)  \tag{4.1}\\
\mu_{j}(t)^{\prime} g\left(t, x^{0}, \dot{x}^{0}\right)=0, \mu_{i}(t) \geqq 0, \forall t \in I \\
\alpha_{j}(t)^{\prime} \omega_{j}\left(t, x^{0}, \dot{x}^{0}\right)=0, \alpha_{j}(t) \geqq 0, j=\overline{1, p}, j \neq i, \forall t \in I \\
\gamma_{i} \geq 0[=1], \lambda_{j i} \geqq 0, j=\overline{1, p}, j \neq i
\end{array}\right.
$$

Developed, the first condition of (4.1) can be written so:

$$
\begin{aligned}
& \gamma_{i}\left[f_{i x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{i}^{0} k_{i x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\sum_{\substack{j=1 \\
j \neq i}}^{p} \gamma_{i} \lambda_{j i}\left[f_{j x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+ \\
& (E) \quad+\sum_{\substack{j=1 \\
j \neq i}}^{p}\left[\gamma_{i} \lambda_{j i}-\alpha_{j}(t)\right] \omega_{j x}\left(t, x^{0}, \dot{x}^{0}\right)=\mu_{i}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu_{i}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)= \\
& \frac{d}{d t}\left\langle\gamma_{i}\left[f_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)-R_{i}^{0} k_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\sum_{\substack{j=1 \\
j \neq i}}^{p} \gamma_{i} \lambda_{j i}\left[f_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\right. \\
& \left.\quad+\sum_{\substack{j=1 \\
j \neq i}}^{p}\left[\gamma_{i} \lambda_{j i}-\alpha_{j}(t)\right] \omega_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)=\mu_{i}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu_{i}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right\rangle .
\end{aligned}
$$

(E) is a linear system by $n$ equations and $2(p-1)+m+q$ unknowns (coefficients). Consider $n<2(p-1)+m+q$ and we choose a set of values for these coefficients putting conditions $\gamma_{i} \lambda_{j i}-\alpha_{j}=0, j=\overline{1, p}, j \neq 1$. Then we define $\lambda_{i i}=\gamma_{i}$ and $\lambda_{j i} \equiv \gamma_{i} \lambda_{j i} \geqq 0, j=\overline{1, p}, j \neq 1$ and (E) becomes

$$
\begin{gathered}
\left.\lambda_{i i} f_{i x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{i x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+ \\
+\sum_{\substack{j=1 \\
j \neq i}}^{p} \lambda_{j i}\left[f_{j x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\mu_{i}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+ \\
\nu_{l}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)=\frac{d}{d t}\left\langle\lambda_{i i}\left[f_{i x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{i}^{0} k_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\right. \\
\sum_{\substack{j=1 \\
j \neq i}}^{p} \lambda_{j i}\left[f_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\mu_{i}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu_{i}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right\rangle
\end{gathered}
$$

Conditions $\gamma_{i} \lambda_{j i}-\alpha_{j}=0, j=\overline{1, p}, j \neq 1$ corresponding modify the second relation of (4.1). So, from (4.1) there result conditions (VF) ${ }_{i}$.

Theorem 4.4. $x^{0} \in \mathbf{D}$ is an efficient solution to (MFP) if and only if it is an optimal solution for each of problems (SPR) $i, i=\overline{1, p}$.

Proof. $x^{0}$ is efficient in (MFP) if and only if it is optimal in the problems (FPR) ${ }_{i}$, $i=\overline{1, p}$ (according to Lemma 4.1 and Remark 4.1 ) and also, for each $i, x^{0}$ is optimal to (FPR) $)_{i}$ if and only if it is optimal to (SPR) ${ }_{i}$ (according to Lemma 4.2).

Definition 4.1. $x^{0} \in \mathbf{D}$ is a normal efficient solution to (MFP) if it is a normal optimal solution at least one of the scalar problems (FP) ${ }_{i}, i=\overline{1, p}$.

Now it follows the main result of this section.
Theorem 4.5 (Necessary efficiency conditions for (MFP)). Let $x^{0} \in \mathbf{D}$ be a normal efficient solution to problem (MFP). Then there exist $\lambda^{0} \in \mathbf{R}^{p}$ and the piecewise smooth functions $\mu^{0}: I \rightarrow \mathbf{R}^{m}$ and $\nu^{0}: I \rightarrow \mathbf{R}^{q}$ that satisfy the following conditions:
(MFV)

$$
\left\{\begin{array}{l}
\sum_{i=1}^{p} \lambda_{i}^{0}\left[f_{i x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{i}^{0} k_{i x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\mu(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+ \\
+\nu(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)=\frac{d}{d t}\left\{\sum_{i=1}^{p} \lambda_{i}\left[f_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)-R_{i}^{0} h_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\right. \\
\left.+\mu(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right\} \\
\mu^{0}(t) g\left(t, x^{0}, \dot{x}^{0}\right)=0, \mu^{0}(t) \geqq 0, \forall t \in I \\
\lambda^{0} \geq 0, e^{\prime} \lambda^{0}=1, e^{\prime}=(1, \ldots, 1) \in \mathbf{R}^{p}
\end{array}\right.
$$

Proof. According to Lemma $4.1 x^{0}$ is an optimal solution for each problem (SPR) ${ }_{i}$ where $i=\overline{1, p}$. If $x^{0}$ is a [normal] optimal solution to (SPR) ${ }_{i}$, then relations $(\mathrm{VF})_{i}$ of Lemma 4.3 are true.

Summing over $i=\overline{1, p}$ all the relations of $(\mathrm{VF})_{i}$ and setting

$$
\lambda_{j}=\sum_{i=1}^{p} \lambda_{j i}, i=\overline{1, p}, \quad \mu(t)=\sum_{i=1}^{p} \mu_{i}(t), \quad \nu(t)=\sum_{i=1}^{p} \nu_{i}(t)
$$

the next relations are obtained
(FV)

$$
\left\{\begin{array}{l}
\sum_{j=1}^{p} \lambda_{j}\left[f_{j x}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\mu(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+ \\
+\nu(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)=\frac{d}{d t}\left\{\sum_{j=1}^{p} \lambda_{j}\left[f_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)-R_{j}^{0} k_{j \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\right. \\
\left.+\mu(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right\}, \\
\mu(t)^{\prime} g\left(t, x^{0}, \dot{x}^{0}\right)=0, \mu(t) \geqq 0 \forall t \in I, \lambda_{j} \geq 0, i=\overline{1, p},\left[\lambda_{j} \geqq 1\right]
\end{array}\right.
$$

By dividing all relations of (FV) by $S=\sum_{j=1}^{p} \lambda_{j} \geqq 1$ and setting

$$
\lambda_{j}^{0}=\lambda_{j} / S, \quad \mu^{0}(t)=\mu(t) / S, \quad \nu^{0}(t)=\nu(t) / S
$$

then, from (FV) its result the relations (MFV) ( $j$ was replaced by $i$ ).
Denote

$$
F_{i}\left(x^{0}\right)=\int_{a}^{b} f_{i}\left(t, x^{0}, \dot{x}^{0}\right) d t, \quad K_{i}\left(x^{0}\right)=\int_{a}^{b} k_{i}\left(t, x^{0}, \dot{x}^{0}\right) d t
$$

and we obtain

$$
\begin{equation*}
R_{i}^{0}=\frac{F_{j}\left(x^{0}\right)}{K_{i}\left(x^{0}\right)}, \quad i=\overline{1, p} \tag{4.2}
\end{equation*}
$$

By replacing the numbers $R_{i}^{0}$ by (4.2) in the relations (MFV) ${ }_{i}$ and redefining $\mu^{0}$ and $\nu^{0}$ then the following result is obtained:

Theorem 4.6 (Necessary efficiency conditions for (MFP)). Let $x^{0}$ be a normal efficient solution to the problem (MFP). Then there exist $\lambda^{0} \in \mathbf{R}^{n}$ and the piecewise smooth functions $\mu^{0}: I \rightarrow \mathbf{R}^{m}$ and $\nu^{0}: I \rightarrow \mathbf{R}^{q}$ that satisfy

$$
(\mathrm{MFV})_{0}\left\{\begin{array}{l}
\sum_{i=1}^{p} \lambda_{i}^{0}\left[K_{i}\left(x^{0}\right) f_{i x}\left(t, x^{0}, \dot{x}^{0}\right)-F_{i}\left(x^{0}\right) k_{i x}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, u^{0}\right)+ \\
+\nu^{0}(t)^{\prime} h_{x}\left(t, x^{0}, u^{0}\right)=\frac{d}{d t}\left\{\sum _ { i = 1 } ^ { p } \lambda _ { i } ^ { 0 } \left[K_{i}\left(x^{0}\right) f_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)-\right.\right. \\
\left.\left.-F_{i}\left(x^{0}\right) k_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]+\mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, u^{0}\right)+\nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, u^{0}\right)\right\} \\
\mu^{0}(t)^{\prime} g\left(t, x^{0}, \dot{x}^{0}\right)=0, \mu^{0}(t) \geqq 0, \forall t \in I, \lambda^{0} \geq 0, e^{\prime} \lambda^{0}=1
\end{array}\right.
$$

In Theorem 4.5 or Theorem 4.6 we put $K_{i}(x) \equiv 1, i=\overline{1, p}$ and then there are obtained the following conditions for the of normal efficiency of $x^{0}$ in the multiobjective variational problem (MP) :

Theorem 4.7 (Necessary efficiency conditions for (MP)). Let $x^{0} \in \mathbf{D}$ be a normal efficient solution to (MP). Then there exist a vector $\lambda^{0} \in \mathbf{R}^{p}$ and the piecewise smooth functions $\mu^{0}: I \rightarrow \mathbf{R}^{m}$ and $\nu^{0}: I \rightarrow \mathbf{R}^{q}$ that satisfy the following conditions:
(MV)

$$
\left\{\begin{array}{l}
\lambda^{0^{\prime}} f_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t) h_{x}\left(t, x^{0}, \dot{x}^{0}\right)= \\
=\frac{d}{d t}\left[\lambda^{0^{\prime}} f_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t) g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t) h_{x}\left(t, x^{0}, \dot{x}^{0}\right)\right] \\
\mu^{0}(t)^{\prime} g\left(t, x^{0}, \dot{x}^{0}\right)=0, \mu_{i}(t) \geqq 0, \forall t \in I, \\
\lambda^{0} \geq 0, e^{\prime} \lambda^{0}=1 .
\end{array}\right.
$$

## 5 Sufficient conditions of efficiency for the problems (MP) and (MFP)

First, we establish sufficient efficiency conditions for(MP).
Theorem 5.1 (Sufficient efficiency for (MP)). Let $x^{0}, \lambda^{0}, \mu^{0}$ and $\nu^{0}$ be satisfying the relations (MV) from Theorem 4.6. We suppose that exist vector functions $\eta$ and $\theta$ satisfying Definition 3.3 and that the following conditions are fulfilled:
a) For each $i=\overline{1, p}, \int_{a}^{b} f_{i}(t, x, \dot{x}) d t$ is $\left(\rho_{i}^{1}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
b) $\int_{a}^{b} \mu^{0}(t)^{\prime} g(t, x, \dot{x}) d t$ is $\left(\rho_{2}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
c) $\int_{a}^{b} \nu^{0}(t)^{\prime} h(t, x, \dot{x}) d t$ is $\left(\rho_{3}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
d) One of the integral of a)-c) is strictly $(\rho, b)$-quasiinvex at $x^{0}$
e) $\sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{1}+\rho_{2}+\rho_{3} \geqq 0 \quad\left(\rho_{i}^{1}, \rho_{2}, \rho_{3} \in \mathbf{R}\right)$.

Then $x^{0}$ is an efficient solution to (MP).
Proof. Let us suppose toward a contradiction, that $x^{0}$ is not an efficient solution for (MP). For each $i=\overline{1, p}$ there exists $x$, a feasible solution to (MP), such that:

$$
\int_{a}^{b} f_{i}(t, x, \dot{x}) d t \leq \int_{a}^{b} f_{i}\left(t, x^{0}, \dot{x}^{0}\right) d t
$$

The case $x=x^{0}$ is excluded. According to a) it follows that:

$$
\begin{gathered}
b\left(x, x^{0}\right) \int_{a}^{b}\left[\eta\left(t, x, x^{0}\right) f_{i x}\left(t, x^{0}, \dot{x}^{0}\right)+D \eta\left(t, x, x^{0}\right) f_{i \dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t \leqq \\
-\rho_{i}^{1} b\left(x, x^{0}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2}
\end{gathered}
$$

Multiplying this inequality by $\lambda_{i}^{0} \geq 0$ and summing over $i=\overline{1, p}$ we obtain

$$
\begin{gather*}
b\left(x, x^{0}\right) \int_{a}^{b}\left[\eta\left(t, x, x^{0}\right) \lambda^{0^{\prime}} f_{x}\left(t, x^{0}, \dot{x}^{0}\right)+D \eta\left(t, x, x^{0}\right) \lambda^{0^{\prime}} f_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t \leqq \\
-\left(\sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{1}\right) b\left(x, x^{0}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2} \tag{5.1}
\end{gather*}
$$

We have

$$
\int_{a}^{b} \mu^{0}(t)^{\prime} g(t, x, \dot{x}) d t \leqq \int_{a}^{b} \mu^{0}(t)^{\prime} g\left(t, x^{0}, \dot{x}^{0}\right) d t
$$

and taking into account the condition b) it results

$$
\begin{gather*}
b\left(x, x^{0}\right) \int_{a}^{b}\left[\eta\left(t, x, x^{0}\right) \mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+D \eta\left(t, x, x^{0}\right) \mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t \leqq  \tag{5.2}\\
-\rho_{2} b\left(x, x^{0}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2}
\end{gather*}
$$

Taking into account the condition c ), from

$$
\int_{a}^{b} \nu^{0}(t)^{\prime} h(t, x, \dot{x}) d t=\int_{a}^{b} \nu^{0}(t)^{\prime} h\left(t, x^{0}, \dot{x}^{0}\right) d t
$$

it results

$$
\begin{gather*}
b\left(x, x^{0}\right) \int_{a}^{b}\left[\eta\left(t, x, x^{0}\right) \nu^{0}(t)^{\prime} h_{x}(t, x, \dot{x})+D \eta\left(t, x, x^{0}\right) \nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t \leqq  \tag{5.3}\\
-\rho_{3} b\left(x, x^{0}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2} .
\end{gather*}
$$

Summing side by side relations (5.1), (5.2) and (5.3) and taking into account d) we obtain

$$
\begin{gather*}
b\left(x, x^{0}\right) \int_{a}^{b}\left[\eta\left(t, x, x^{0}\right)\left[\nu^{0^{\prime}} f_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t+\right.  \tag{5.4}\\
+b\left(x, x^{0}\right) \int_{a}^{b} D \eta\left(t, x, x^{0}\right)\left[\lambda^{0^{\prime}} f_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t< \\
<-\left(\sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{1}+\rho_{2}+\rho_{3}\right) b\left(x, x^{0}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2}
\end{gather*}
$$

¿From (6.4) it results $b\left(x, x^{0}\right)>0$ and then (5.4) becomes

$$
\begin{aligned}
& \int_{a}^{b} \eta\left(t, x, x^{0}\right)\left[\lambda^{0^{\prime}} f_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t+ \\
(5.5) & +\int_{a}^{b} D \eta\left(t, x, x^{0}\right)\left[\lambda^{0^{\prime}} f_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]< \\
& <-\left(\sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{0}+\rho_{2}+\rho_{3}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2}
\end{aligned}
$$

Using an integration by parts, (5.5) becomes

$$
\begin{aligned}
& \int_{a}^{b} \eta\left(t, x, x^{0}\right)\left[\lambda^{0^{\prime}} f_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t+ \\
& +\left.\eta\left(t, x, x^{0}\right)\left[\lambda^{0^{\prime}} f_{\dot{x}}\left(t, x, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]\right|_{a} ^{b-} \\
& -\int_{a}^{b} \eta\left(t, x, x^{0}\right) \frac{d}{d t}\left[\lambda^{0^{\prime}} f_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right] d t< \\
& <-\left(\sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{1}+\rho_{2}+\rho_{3}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2} .
\end{aligned}
$$

Using now the boundary conditions $\eta\left(a, x(a), \dot{x}^{0}(a)\right)=0$ (where $x(a)=x^{0}(a)=a_{0}$ and $\eta\left(b, x(b), \dot{x}^{0}(b)=0\right.$ ) (where $x(b)=x^{0}(b)=b_{0}$ ) from (5.6) we obtain

$$
\begin{gather*}
\int_{a}^{b} \eta\left(t, x, x^{0}\right)\left\{\lambda^{0^{\prime}} f_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{x}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{x}\left(t, x^{0}, \dot{x}^{0}\right)\right]- \\
\left.-\frac{d}{d t}\left[\lambda^{0^{\prime}} f_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\mu^{0}(t)^{\prime} g_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)+\nu^{0}(t)^{\prime} h_{\dot{x}}\left(t, x^{0}, \dot{x}^{0}\right)\right]\right\} d t<  \tag{5.7}\\
<-\left(\sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{1}+\rho_{2}+\rho_{3}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2}
\end{gather*}
$$

Taking into account the first relation of (MV), (5.7) becomes

$$
0<-\left(\sum_{i=1}^{p} \lambda_{i}^{0} \lambda^{0^{\prime}} \rho_{1}+\rho_{2}+\rho_{3}\right) b\left(x, x^{0}\right)\left\|\theta\left(x, x^{0}\right)\right\|^{2}
$$

Having $\left\|\theta\left(x, x^{0}\right)\right\| \geqq 0$ and the hypothesis e), the obtained inequality $0<0$ is false. Therefore $x^{0}$ is an efficient solution to (MP).

In what follows we establish efficiency sufficient conditions for the problem (MFP).
Theorem 5.2 (Sufficient efficiency for (MFP)). Let $x^{0}, \lambda^{0}, \mu^{0}$ and $\nu^{0}$ be satisfying the relations (MFV) from Theorem 4.4. Also, we suppose that exist the vector functions $\eta$ and $\theta$ as in Definition 3.3 and the following conditions are fulfilled:
$\mathrm{a}^{\prime}$ ) For each $i=\overline{1, p}, \int_{a}^{b}\left[f_{i}(t, x, \dot{x})-R_{j}^{0} k_{i}(t, x, \dot{x})\right] d t$ is $\left(\rho_{i}^{1}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
b) $\int_{a}^{b} \mu^{0}(t)^{\prime} g(t, x, \dot{x}) d t$ is $\left(\rho_{2}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
c) $\int_{a}^{b} \nu^{0}(t)^{\prime} h(t, x, \dot{x}) d t$ is $\left(\rho_{3}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
$\left.\mathrm{d}^{\prime}\right)$ One of the integral by $\mathrm{a}^{\prime}$ ), b) and c) is strictly $(\rho, b)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\nu$ ( $\rho=\rho_{i}^{1}, \rho_{2}$ or $\rho_{3}$, respectively).
e) $\sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{1}+\rho_{3}+\rho_{4} \geqq 0$.

Then $x^{0}$ is an efficient solution to (MFP).
Proof. It is similarly to those of Theorem 5.1 where, for each $i=\overline{1, p}, \int_{a}^{b} f_{i}(t, x, \dot{x}) d t$, is replaced by $\int_{a}^{b}\left[f_{i}(t, x, \dot{x})-R_{i}^{0} k_{i}(t, x, \dot{x})\right] d t$.

Theorem 5.3 (Sufficient efficiency for (MFP). Let $x^{0}, \lambda^{0}, \mu^{0}$ and $\nu^{0}$ be satisfying the relations (MFV) from Theorem 4.5. Also, assume that exist the vector functions $\eta$ and $\theta$ as in Definition 3.3 such that the following conditions are satisfied:
$\left.\mathrm{a}^{\prime \prime}\right)$ For each $i=\overline{1, p}, \int_{a}^{b}\left[K_{i}\left(x^{0}\right) f_{i}(t, x, \dot{x})-F_{i}\left(x^{0}\right) k_{i}(t, x, \dot{x})\right] d t$ is $\left(\rho_{i}^{1}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
b), c) and e) of Theorem 5.2.
$\mathrm{d}^{\prime \prime}$ ) One of the integrals from $\left.\mathrm{a}^{\prime \prime}\right)$, b) and c$)$ is strictly $(\rho, b)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$ ( $\rho=\rho_{i}^{1}, \rho_{2}$ or $\rho_{3}$ respectively).

Then $x^{0}$ is an efficient solution to (MFP).
Proof. It is similarly to those of Theorem 5.1, where the hypothesis a) is replaced by hypothesis $\mathrm{a}^{\prime \prime}$ ) of this theorem.

If in Theorems 5.1-5.3 the integrals from the hypotheses b) and c) are replaced by the integral $\int_{a}^{b}\left[\mu^{0}(t)^{\prime} g(t, x, \dot{x})+\nu^{0}(t)^{\prime} h(t, x, \dot{x})\right] d t$, then there are the following results:

Corollary 5.1 ${ }^{\prime}$ (Sufficient efficiency conditions (MP)). Let $x^{0}, \lambda^{0}, \mu^{0}$ and $\nu^{0}$ be satisfying the relations (MV) from Theorem 4.6. We suppose that exist the vector functions $\eta$ and $\theta$ as in Definition 3.3 and the following conditions are satisfied:
a) For each $i=\overline{1, p}, \int_{a}^{b} f_{i}(t, x, \dot{x}) d t$ is $\left(\rho_{i}^{1}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
$\left.\mathrm{b}^{\prime}\right) \int_{a}^{b}\left[\mu^{0}(t)^{\prime} g(t, x, \dot{x})+\nu^{0}(t)^{\prime} h(t, x, \dot{x})\right] d t$ is $\left(\rho_{2}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\hat{\theta}$.
$\left.\mathrm{d}^{\prime}\right)$ One of the integrals from a) and $\mathrm{b}^{\prime}$ ) is strictly $(\rho, b)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$ or ( $\rho=\rho_{i}^{1}$ or $\rho_{2}$, respectively).
$\left.\mathrm{e}^{\prime}\right) \sum_{i=1}^{p} \lambda_{i}^{0} \rho_{i}^{1}+\rho_{2} \geqq 0$.
Then $x^{0}$ is an efficient solution to (MP).
Corollary 5.2 ${ }^{\prime}$ (Sufficient efficiency conditions for (MFP). Let $x^{0}, \lambda^{0}, \mu^{0}$ and $\nu^{0}$ be satisfying the relations (MFV) from Theorem 4.4. Also, we suppose that exist the vector functions $\eta$ and $\theta$ as in Definition 3.3 such that the following conditions are satisfied:
$\left.\mathrm{a}^{\prime}\right)$ For each $i=\overline{1, p}, \int_{a}^{b}\left[f_{i}(t, x, \dot{x})-R_{i}^{0} k_{i}(t, x, \dot{x})\right] d t$ is $\left(\rho_{i}^{1}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
$\mathrm{b}^{\prime}$ ) and $\mathrm{e}^{\prime}$ ) from Corollary 5.1'.
$\mathrm{d}^{\prime \prime}$ ) One of the integrals from $\mathrm{a}^{\prime}$ ) and $\left.\mathrm{b}^{\prime}\right)$ is strictly $(\rho, b)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.

Then $x^{0}$ is an efficient solution to (MFP).
Corollary 5.3' (Sufficient efficiency conditions for (MFP)). Let $x^{0}, \lambda^{0}, \mu^{0}$ and $\nu^{0}$ be satisfying the relations (MFV) from Theorem 4.5. Also, suppose that exist the vector functions $\eta$ and $\theta$ as in Definition 3.3 such that the following conditions are satisfied:
$\left.\mathrm{a}^{\prime \prime}\right)$ For each $i=\overline{1, p}, \int_{a}^{b}\left[K_{i}\left(x^{0}\right) f_{i}(t, x, \dot{x})-F_{i}\left(x^{0}\right) k_{i}(t, x, \dot{x})\right] d t$ is $\left(\rho_{i}^{1}, b\right)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.
$\mathrm{b}^{\prime}$ ) and $\mathrm{e}^{\prime}$ ) from Corollary 5.1'.
$\mathrm{d}^{\prime \prime}$ ) One of the integrals from $\mathrm{a}^{\prime \prime}$ ) and $\mathrm{b}^{\prime}$ ) is strictly $(\rho, b)$-quasiinvex at $x^{0}$ with respect to $\eta$ and $\theta$.

Then $x^{0}$ is an efficient solution to (MFP).
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