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Abstract

Cloud computing is a new computing paradigm thagaming popularity in Kenya and the
world over and as such this study was conducteatder to gain a better understanding of
this phenomenon. This study was primarily aimediggntifying the primary factors that
influence the acceptance and use of cloud compugargices in Universities in Kenya,
establishing the moderating factors to the idesdiforimary factors, present a model for post
adoption evaluation of cloud computing servicedizatiion in universities in Kenya and
compare utilization levels of the different catagerof cloud computing services among
university students in Kenya. We reviewed literaton technology adoption theories and
models, focusing on the postulates of these theosied models, their strengths and
weaknesses, selected case studies where each diettves or model had been used in
technology adoption studies, the results obtainatl the conclusions drawn. Our research
methodology involved the use of questionnaires Bodus Group Discussion (FGD) to
gather data, analysis of the quantitative data themugh computation of partial correlation
coefficients between the dependent and independmidbles and using the Focus Group
Discussion to explain some of the observed tremdspdnenomenon. Our findings revealed
that Performance Expectancy and Facilitating Camalt were the two main factors that
influence Behavioral Intention to accept cloud cotimmy services, while behavioral intention
directly influences use behavior. Effort Expectaaog Social Influence constructs were both
found have no significant influence on behaviomatention. The correlation between
Performance Expectancy and Behavioral Intention nvederated by gender and age, while
that between Facilitating Condition and Behavidrééntion was moderated by gender, age
and duration of use. Facilitating condition wasrfduo directly affect behavioral intention
contrary to the findings of Venkatesh et al.,, (2008hich established that facilitating
conditions directly influences use behavior. ThedsoGroup Discussion results revealed that
personal ego negatively influenced the willingnesdndividuals to admit that they were
influenced by others towards adoption and use clowdputing services. Based on these
findings, a model for post adoption evaluation lolud computing services is presented. Due
to financial constraint, the study did not introdwstoud computing services to the students in
order to learn the adopter’s behavior before, duand after adoption of the cloud computing

services. The resulting model was derived fromddita obtained from the students who were
i



already using cloud services. It is therefore rev@mded that future research work on cloud
services adoption and use should include observatighe cloud services adoption process
and behavior change of the students before, danmbafter adoption. This would allow for
the validation of the resulting model presentecher

Secondly, random sampling did not allow us to ablfair and balanced samples as relates to
factors such as age, gender and duration of usehwiay have profound moderation effects
on the model relationships. It is therefore recomaee that future research should adopt or
use purposeful sampling in order to gain properasgntation of students in terms of age,

gender and duration of use.
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Key Terminologies
Computing
Describes any activities of using and/or develomogputing devices; hardware and

software

Cloud
Abstraction of the setup and configuration detaflshe “internet” and represented in

computer network schematic diagrams using a “claytibol (Sultan, 2010).

Cloud Computing
A paradigm that allows on demand access to a powledered computing resources
that include applications, platform and hardwafeastructure, offered as a service by

a provider/vendor via the internet infrastructure

Model
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Theory
A supposition or a system of ideas intended toarEomething, especially one

based on general principles independent of the ttarbe explained

Technology adoption/Acceptance

The first use or acceptance of the new technologyew product
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All items in any field of inquiry or the entire maef observations, which is the parent
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CHAPTER 1: INTRODUCTION
1.1 Background: Cloud Computing

Computers have become an indispensable part otlaig life. We find them being
applied in almost all fields; from business, metlfidad, engineering field, agriculture, space
exploration and academics. The adoption and usermputers and computing technology is
aimed at saving costs, reducing amounts of timeuired to accomplish complex
computational tasks, ensuring accuracy in comptafiincreasing production speeds and
precision and automating highly repetitive tasksere has been a steady increase in the need
for computing and computing services in the varidiedds. For any user; whether
individuals, small or large corporate firms, seVerhallenges are presented and these
include; acquiring and owning of the resources ireguto meet and satisfy their computing
needs and in addition, where the situations dentlagre may be need to lay a complex data
communication network infrastructure, carry outtno@ maintenance, periodic upgrades of
hardware components, setting up, configuring andog@ie upgrades to the system and
application software components.

Cloud Computing, a recent technology developmerdsgmts a paradigm shift in
computing (Luis et al., 2008). The shift representsove away from personal computers and
enterprise server systems (e.g. application seamadile servers) to a “cloud” of computers.
Applications and resources are accessed from tbhedchs opposed to the traditional
environment where they are accessed either fromntaie frame computers using dump
terminals or from dedicated server systems houseithe premises of the organization or
from standalone intelligent terminals with procagscapabilities like personal computers or
laptops. Some scholars have argued that even thimegbloud computing term is new, the
concept is not new (Shimba, 2010; Weinhardt et24lQ9) because it borrows from other
computing paradigms such as utility computing and gomputing (Luis et al., 2008, Wang
and Laszewski, 2008, Buyya et al., 2008). Zharg.e(2010) strongly echoes this argument
by stating that there is actually nothing new altbet notion of cloud computing, given the
fact that it includes existing technologies suchCastralized and Distributed Computing,

Utility Computing, and Virtualization.
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According to Aderemi, and Oluwaseyi (2011), clowsnputing came into the foreground as
a result of advances in virtualization, distributedimputing with server clusters and an
increase in the availability of broadband interaetess. Based on this, cloud computing can
be viewed as the convergence of the three majos afmechnology: virtualization, where
applications are separated from infrastructurdityitomputing and packaging of computer
resources in the form of metered services thataaoessible via the internet infrastructure
(Aderemi and Oluwaseyi, 2011). Weinhardt et al @0®ffers a different perspective by
placing cloud computing in technology timeline arduing that cloud computing represents
fifth generation of computing technology; after nfeame computing, personal computing,

client-server computing and the web.
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1.2 Problem Definition

User acceptance or rejection of a new technology fba a long time been cited as the
greatest aid or hindrance to success of any nelantdogy (Gould, Boies & Lewis, 1991;
McCarroll, 1991). Numerous technology adoptiondsts focusing on establishing factors
that influencebehavioral intentionand use behaviorof various technologies have been
carried out mainly in United States, Europe, Adgtr&hina, Japan, Singapore and Malaysia.
Studies on adoption and use of cloud computingi@es\vhave been carried out in the same
regions but it is worth noting that these regiohthe world have a highly developed internet
infrastructure, high levels of internet permeatard high utilization levels of internet and
associated services. A significant number of trstgdies have contributed immensely to the
success of these technologies by enabling stakefsotd understand and take advantage of
the factors that influence “behavioral intentiomidathe “use behavior”. In Kenya, the recent
development as regards cloud computing servicedgioo has witnessed the introduction of
“Safari Cloud” by the telecommunication companyfa®iaom Limited and this serves as
evidence of a growing interest in this technology lbcal investors. The success in the
adoption and use of cloud computing technology emya will depend on the ability of the
moversof this technology; researchers and vendors/pesitb identify and take advantage
of the factors that influence Behavioral intentaord the Use Behavior. The research focused
on the need to establish factors that influencewelnal intention and the use behavior of the

cloud computing services within Kenyan Universities
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1.3 Research objectives

|. Establish and compare the levels of utilization Sufftware as a Service (SaaS),
Platform as a Service (PaaS) and Infrastructuie &srvice (laaS) in the Universities

in Kenya

Il.  Establish factors that influence the acceptanceuaedf cloud computing services in

universities in Kenya.

lll.  Determine the moderators to the factors that inmibeeacceptance and use of cloud

computing services in universities in Kenya.

IV.  Present a model for post adoption evaluation aficcloomputing services utilization

in universities in Kenya

1.4 Research Questions

l.  Which category of computing service; PaaS, SaaSlaa8 is most utilized in the

universities in Kenya?

II.  What factors influence the acceptance and usageloofd computing services in

universities in Kenya?

[ll.  What is the moderating effect of age, gender amdtoiun on the factors that influence

acceptance and use of cloud computing servicegny&n Universities?

IV. What is the appropriate model for post adoptionlwation of cloud computing

services in universities in Kenya?
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1.5 Justification of the study

The findings of the study will be important to tareategories of people; the academic

researchers, Cloud Computing services providersratitiutions of higher learning.

Academically, it has added to the body of knowledg contributed positively
towards understanding cloud computing adoption a@mmwividual users in the
universities in Kenya; by establishing the facttirat influence the acceptance and
usage of cloud computing services and how modeyadictors affect the relationship
between the primary determinants and Behaviora&nbidn to accept and use cloud

services.

The benefit will also extend to cloud services astprovides. By understanding
factors that influence individual's Behavioral Inten and Use Behavior in cloud
computing service adoption, they can take advant@dlee information in this study
report to tailor products and services to address needs in addition to achieving

focused marketing of the same.

Finally, the report will also be useful to the ihgions that may have plans of rolling
out a cloud computing infrastructure. By undersiagdthe university student’s
behavioral intention towards adoption of cloud caoiimm, the institutions can design

their cloud infrastructures and cloud services wifsut from this report.
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1.6 Scope of the Research

The research was limited to evaluation of studeuis of publicly available cloud computing
services. It covered four universities in Kenyag mublic universities - University of Nairobi
(UoN), The Technical University of Kenya (TUK) Ided in Nairobi and two private
universities — Strathmore University and Catholimivérsity of East Africa (CUEA) located
in Nairobi as well. Further, study was also be fedito studying the usage of Email, Google
Docs, YouTube, Sendspace, Dropbox, Sky Drive, Godgbps Engine, Ubuntu-one and
Windows Azure)and not the functional specifications, configuratgetups or deployment

models behind Cloud Computing.

Page 6



1.7 Chapter Summary

The remainder of this report is organized as fodipw
Chapter 2 Focuses on reviewing literature related to prirespbf cloud computing,
technology adoption and technology adoption modetsframeworks

Chapter 3 covers research methodology: research design,lgtapu size and sample,
conceptual model, hypothesis formulation, dataectilbn instrument and data analysis
approach

Chapter 4 Presents the results; general characteristidseo$tudent, Pearson correlation
statistics and cross tabulation between construntsjerating factors and a detailed

discussion of these results

Chapter 5 presents the conclusion of the study, researchribahions, research

evaluation and assessment and recommendationsrfoerf work
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CHAPTER 2: LITERATURE REVIEW

2.1 The cloud service Models

In cloud computing, all available resources; inmasture, platform and applications, are
delivered in the form of services (Aderemi and Qdsewyi, 2011). The Cloud computing
technology can be visualized and described usiagidaS taxonomy that was developed and
first used by Scott Maxwell in 2006 (Ranjan, 201Zhe “X” can be substituted with
Software, Platform or Infrastructure, while the “8presents Service. Zhang and Chen
(2010) organized the different types of servicesilable in the cloud, into a layered
architecture. The layered architecture attemptshow the dependency and relationship
between the layers in the cloud infrastructurethe.layer above depends on the one beneath
it. The service models can take any of the threendts; Software as a Service (SaaS),

Platform as a Service (PaaS) and Infrastructuee@earvice (laaS), as shown in Figure 1.0.

Figure 1.0: Layered Cloud services diagrams

oftware as a Service
(SaaS)

Platform as a Service
(PaaS)

Infrastructure as a Service
{laaS)

Source: Aderemi and Oluwaseyi, 2011
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2.1.1 Software as a ServicesgaS)

The Software as a Service (SaaS) forms the topr laye¢he layered cloud architecture
(Figure 1.0 above where applications hosted on the provider's netware run and
interacted with via a web browser, which is a ttlient interface that is normally hosted on a
remote client. The software applications are madlable to multiple end users via the
internet infrastructure. The users do not have robrdr access to the underlying cloud
infrastructure that hosts the software applicat@uarrent and most popular examples of SaaS
service model include Google Docs, YouTube and Gfran Google (Chappell, 2009) and
Salesforce’s Customer Relationship Management soft\waria, 2009).

2.1.2 Platform as a Service (PaaS)

The middle layer of the layered cloud architect(ffegure 1.0 aboveforms the platform,
which is an environment on the provider/vendoraudlonfrastructure designed to enable
developers create/develop, test and even deplplcapons on the vendor’s or provider’s
platform (Allan, 2010; Bret and George, 2010). Thevider/vendor has the responsibility of
ensuring that the cloud infrastructure environmea the required platform, flexibility and
the necessary development tools that may inclusket @f programming languages. Just like
in SaaS service model, PaaS users do not havesamcesntrol of the underlying structure.
Among the most popular examples of this service ehadirrently include Google App
Engine (Rayport and Heyward, 2009) and Microsofurkz(Pastaki et al, 2009).

2.1.3 Infrastructure as a Service (laaS)

The Infrastructure as a service layer at the b&skeolayered architecturd-igure 1.0 is a
virtualized environment that makes it possibleqtlit & single physical piece of hardware into
independent, self-governed environments, whichleascaled in terms of CPU, RAM and
Disk (Victorde, 2010). In this service model, usacsjuire computing resources that may
include processing power, memory and storage framlaaS provider. The acquired
resources can then be used to deploy and run #re applications and data storage (Mel,
2010). This service model permits users to acdaessuhderlying infrastructure in order to
configure virtual machines. The virtualization teology provides a virtual and elastic

infrastructure environment on the vendor/provideud infrastructure that allows access and
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configuration of hardware into complete and indejemn, self-governed environments that
consist of CPU, memory, disk; for storage and dpegasystem (Sun Microsystems, 2009).
Common examples of laaS service models include spa@.com services, Amazon Web
Services, EC2 and S3 (Khajeh-Hosseini, 2010).

2.2 The Deployment Models

This section describes the various cloud deploymmetels which include public cloud,

private cloud, community cloud and hybrid cloud.

2.2.1 Public Cloud

Public cloud is the traditional and most common wéyroviding cloud services, where a
vendor or company provides various cloud servicamely SaaS, laaS and PaaS via the
internet infrastructure. Each potential customean gain access to their favorite cloud
services by making a formal application online gthg through the registration procedure
required by the cloud services provider. In thipldgment model, the services are visible to
all the internet users and accessible to multipkrsiat the same time but may not necessarily
be for free. The public cloud infrastructure trase= national and regional geographical
boundaries. The management and control is the me#iplity of the company that provides
or sells the services (Armbrust et al., 2010; IBM10; Victor et al., 2010). Examples of
publicly available cloud services include; Safato@, from Safaricom Limited here in
Kenya, Google AppEngine from Google, Amazon ElaStienpute Cloud (EC2), IBM's Blue
Cloud, and Windows Azure Services Platform. Thelipubloud services present several
advantages to the user in the sense that the ngepays for what they use, it can easily
scale to meet the needs of the user, the applirdtardware and related maintenance costs

are met by the cloud provider.

2.2.2 Private Cloud

Private cloud or internal cloud or corporate clalescribes a proprietary cloud architecture
that provides hosted services to a limited numlbgreople. It is separated from the internet
or public networks by a firewall and is primarilga@ssed by employees of the particular

organization. It is built, managed, and directlytrolled by a single organization that owns
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the cloud infrastructure (Armbrust et al.,, 2010MB2010; Victoret al, 2010). There are

several advantages of implementing private cloud #rese include; infrastructure and
applications that are tailored to the needs of dhganization, the security design and
implementation is done by the organization, whicleg a sense control and finally, it also
saves on the cost of implementing network and datmmunication infrastructures for

organizations that have multiple braches spreadsacthe globe. An example of private
cloud is the one implemented by the United Kingdmased law firm, Taylor Vinters, which

has its headquarters in Cambridge and other officesndon and Singapore

2.2.3 Community Cloud

In this deployment model, the cloud infrastructisshared by several organizations (Dillon
et al, 2010), that together form the community. Wrenagement of the infrastructure may be
shared between the organization through provisioa common management policy, while

in some cases the management and control may ke ol third party on behalf of the
organizations that form the community (Thomas, 2088 example of the community cloud

is Federal Community Cloud (IBM, 2010), implemenfed the federal government of the
United States by IBM. The community cloud presented advantage of cost sharing
between the entities that come together to eshatiiis cloud and ensures access to the same

information for participating entities, making addoration easier.

2.2.4 Hybrid Cloud

Hybrid model is a cloud infrastructure that incaigges both public and private clouds
(Babcock, 2010). It is mostly adopted where an wiigdion builds a private cloud for the
most sensitive and essential services and theowuetss cloud services for the less-essential
services from a public cloud service provider (Duand Scott, 2009; Victaet al.,2010).

It enables organizations to balance between mas@ngices that core to its operations and
the cost associated with it. Therefore the impletaigon of hybrid cloud plays a major role
in the reduction of capital expenses on the orgdiog’'s information technology
infrastructure implementation, because a portiothefservices required by the organization
are outsourced from public cloud providers. An eghlaris the Cross Country TravelCorps

private cloud.
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2.3 Technology Adoption

The world has witnessed technology explosion inftakl of computing and information
technology and these developments have spurredrobsenterested in predicting and
explaining the adoption and use technology (Vergtatd al, 2003). Reviews of literature on
technology adoption show that research concerrengnology adoption has been done for
close to three decades (Agarwal & Prasad, 1999jsDa®86; Venkatesh & Davis, 2000;
Ochieng, 2012; Taylor, 2011; Venkatesh et al., 200@ng and Shih, 2009). Most of this
research has been carried out in the United Stdtésnerica, Europe, Australia and Japan
and china, but gradually the research on technadmigytion is gaining momentum in Africa
and the rest of the developing world (Ochieng, 2012

The human factors present the most complex andedgahg elements In technology
adoption studies, and thus has led to increaseshnmds activities. Among the research
activities that are of interest to researchersuighelestablishing the factors that influence the
Behavioral Intention and Use Behavior (Al-Adawiat, 2005). A number of theories and
models have been developed for the purpose of awvady and explaining technology
adoption by individual users. Research findingsnfrearious adoption studies focusing on
acceptance/adoption and usage of different tecigreddrave shown variations in factors that
influence adoption and levels of technology acaegea depending on the model or theory
applied in the research and the region of the woHdre the research was carried out.

The most cited models and theories include; ThebriReasoned Action (TRA), Theory of
Planned Behavior (TPB), Technology Acceptance Mdd@&M) and its extended version
called TAM 2, Social-Cognitive Theory (SCT) and tbeified Theory of Acceptance and
Use of Technology (UTAUT). Each of the models adty has its own defined independent
and dependent variables. Some variables have e to overlap across models (Morris
and Dhillon, 1996), even though they may assumtereéimt names under the respective
models. The existence of various technology adaptodels and theories has given birth to
a lot of debates on the suitability of some of th@dels in explaining technology acceptance

and adoption.
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2.3.1 Theory of Reasoned Action

The Theory of Reasoned Action (Ajzen et al., 1988hbein and Ajzen, 1975) was among
the first technology adoption theories to be depetb It is a well-established and accepted
model that has been applied to explain behavioossca variety of research settings and
environments (Vankatesh, 1999; Chau, 1996). Acagrth Fishbein and Ajzen (1975), TRA
predicts the behavior of a given individual througkir behavioral intentions, which in turn
is determined by the person’s attitudes and subgcatorm (social influence) as shown
Figure 2 below.
Figure 2: Theory of Reasoned Action

Beliefs & Attitude
Evaluations »  Toward
Behavior (A) \
Behavioral Actual
Intention »| Behavior
(BI)
Normative Beliefs Subjective /
& Motivation to »| Norm (SN)
Comply

Source: Theory of Reasoned Action (TRA): Fishbein & AjEIV5)
Behavioral Intention is defined as the strengthaogberson’s intention to adopt a certain
behavior (Davis et al., 1989\ttitude Towards Behaviarefers to the negative or positive
way the individual evaluates the performance eftéc given behavior (Fishbein & Ajzen,
1975). Subjective normis defined as beliefs about what others think &aliba behavior
(Fishbein and Ajzen, 1975). When an individual éedis that those who are important or
significant to him/her perceives or views the oateoof performing the behavior as positive,
they are more likely perform the behavior.
The two constructs in this theory makes it impdrtam technology adoption because it
approaches the subject of adoption using two dimnasgChau et al., 2010). First, the social
psychological dimension where behavioral choicengisioned as a psychological process in
which beliefs influence attitudekowards behavioral intention, which may resulbiatdoption
or rejection of a technology and secondly, the reglefactors dimension which forms the

subjective norm. Under subjective norm, the rolsadial influence on behavioral intentions
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is considered. The model is important in technolagpption studies because it takes into
consideration both the internal and external factibrat may play a role in determining
behavioral intention of an individual towards tli®ption or rejection of a technology.

Ajzen (1991) points out that the main shortcomih@BA is the assumption that individual
behavior is controlled volitionally, which may nalways the case. Ajzen (1991) argues that
some individuals have little control of their belevand in some cases some individual think
they have little control of their own behavior. Ttleeory does not consider the effect of
prevailing conditions and the influence that thsynhave on the Behavioral Intention.

The subjective norm, otherwise called the sociii@mce from this model was used in the
conceptual for this research. This was because thas a need to establish the effect or role
played by social influence towards the acceptamceuse of cloud services among students
in Kenyan Universities. The review of this modedapointed us to the need to incorporate in
the final conceptual model, elements that wouldarphe effect of the prevailing condition

on technology adoption.

2.3.2 Theory of Planned Behavior (TPB)

In an attempt to address the short coming of TRAeofFy of Planned Behavior (TPB)
incorporates the “Perceived Behavior Control” camdt The construct is introduced to
primarily account for scenarios where the contreérothe target behavior is not entirely
volitional (Ajzen, 1985). TPB presents three camss that influence behavioral intention;
Perceived Behavioral Control, Attitude Toward a 8&abr and Subjective NornfF{gure 3
below). Perceived behavior control is described as #regption of the ease or difficulty of
performing the behavior (Ajzen, 1991).
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Figure 3: Theory of Planned Behavior

P

—
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Source: Theory of Planned Behavior (Ajzen, 1985)

“Attitude Toward Behavior” refers to the negative positive way the individual evaluates
the performance effect of a given behavior. The j&iive Norm is an individual's
perception of how others will view their performanaf the given behavior. A significant
number of studies have shown that TPB is applicadlgarious domains and provides a
valuable framework for explaining and predicting #icceptance of a new technology (Hung
et al, 2006). Scholars have further argued in sapgfol PB by saying that its constructs are
easy tooperationalize(Limayem, Khalifa and Frini 2000). Taylor (2011yhile studying
students use of cloud computing applications (Gadyics) at Appalachian State University
in the state of North Caroline in the United Stadé#\merica, used the Theory of Planned
Behavior and established that perceived behavicoakrol, subjective norm, behavioral
attitude were direct determinants of behaviorantibn, which in turn directly influenced the
use behavior.

However, TPB has been criticized for failing to @aet for effect on adoption of factors like
perceived levels of complexity to the user of aegitechnology, the role of experience and
voluntariness and perceived usefulness of a teoggoWe reviewed this model with the aim
of establishing its strengths, weaknesses andcshmings, as established by other scholars
through their research. This led us to include @gsx usefulness also known as
performance expectancy as an independent variableei conceptual model. We sought to
establish the role played the perception a user haae about the usefulness of a cloud
service before accepting and using the servicah&mmore, because of the criticism leveled
against this theory, it made us to consider thel neestablish the effect of perceived levels

of complexity, otherwise calleeffort expectancto the user of the technology to be adopted.
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2.3.3 Technology Acceptance Model (TAM) and TAM 2
Technology Acceptance Model (TAM) developed by Baii989) and currently one of the

most popular model, was developed to specificalgaldwith the prediction of the
acceptability of an information system. The modeggests that the acceptability of an
information system is primarily determined by twelibfs: Perceived Usefulness and
Perceived Ease of use. Theoretically, TAM finds gteunding in Fishbein and Ajzen’s
(1975) Theory of Reasoned Action (TRA) which states beliefs influence attitudes, which
lead to intentions and finally use behavior andceecan be used to explain an individual's
behavior when adopting a new technology. TAM higils the influence derived from
external variables and internal belief and indisdteat an information system adoption and
use can be explained on the basis of the percaaed of the use and perceived usefulness
(Davis, 1989). Perceived usefulness is definechagdegree to which a person believes that
the use of a system will improve his/her perfornsarierceived ease of use on the other hand
refers to the degree to which a person believestiigause of a system will be effortless. It

measures the effort that the user has to exedddhe system.

Figure 4: Technology Adoption Model (TAM)
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Source: Technology Acceptance Model (TAM) (Based on Deivid. 1989)

The TAM model has been used extensively to studiinelogy acceptance. Huang et al.
(2007) employed TAM to examine the acceptance obiledearning, while Liaw (2008)
investigated students’ perceived satisfaction, benal intention, and effectiveness of e-
learning.

TAM has received wide support from numerous scisold#mrough validations and

confirmatory studies for its ability to predict theehavioral intention and actual use of
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information systems (Davis, 1989; Davis et al.,2,98u et al., 2003). Davis et al (1989) and
Robey (1996) have argued in support of TAM by statihat it has contributed greatly
towards understanding information system acceptanceuse behaviors due to the fact it
more specific to information systems.

However, since the model in its original design Bagizes on the design characteristics of
system, scholars have pointed out that it doesacodunt for social influence, an extremely
important factor in the adoption and utilizationn&w information systems (Davis, 1989; and
Davis et al., 1989; Fu et al., 2006; Mathieson,1091). Furthermore, it was found that TAM
excludes some important sources of variance and doeconsider challenges such as time
or money constraints as factors that would prewntndividual from using information
system. According to Mathieson et al (2001), TAMs hailed to provide meaningful
information about the user acceptance of a padidelchnology due to its generality. Straub
et al (1997) point out that there is a struggle agnesearchers to understand whether or not
TAM is applicable in all cultural contexts sincends majorly been validated in United States
and Europe. In a research conducted in United §t&witzerland and Japan focusing on
adoption of emails at three different airlinegridduced evidence that suggested that culture
could be a factor. In the study, the results fro® &hd Switzerland were to a great extend
consistent with one another and hence validated T#Ne the results from Japan could not
validate TAM. This led to speculation that it migive been due to cultural differences.
TAM does not account for cultural or social vareglDavis (1989:334), a pioneer scholar of
TAM admitted that his model needed further reseancbrder to shed more light on the
generality of its findings. Other scholars haveuadjthat since TAM is primarily designed to
be a predictive tool whose underlying assumptioth& beliefs concerning usefulness and
ease of use are always the principal determindrasyp use decision, it fails in cases where
there is need to establish motives for specificeolmd behavior (Mathieson, 1991).
According to Venkatesh (2000), TAM is powerful ielping to predict acceptance, but it
does explain acceptance in ways that guide devedoprbeyond suggesting that system
characteristics impact usefulness and ease ofthsesby placing limitation on the ability to
meaningfully design interferences to promote aces.

Consequently, a modified TAM model, referred to eedended Technology Acceptance

Model or TAM 2 was proposed for contemporary tedbgies studies (Chau and Hu, 2001).
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TAM 2, just like TAM posits that an individual’s iention to use a system is determined by
two beliefs: perceived usefulness and perceived ehase. TAM 2 attempts to give a better
understanding of the determinants of perceivedulise$s by incorporating two additional
theoretical constructs: cognitive instrumental psses and social influence processes. The
four cognitive factors that influence perceivedfubeess are: job relevance, output quality,
result demonstrability and perceived ease of use three social forces that influence
perceived usefulness are: subjective norm, imagevaluntariness (Venkatesh and Davis,
2000).
Figure 5: Technology Adoption Model 2

Experience Voluntariness
Subjective Norm
Image ke Percerved Usefulness

Ly
Job Relevance |— | \ A4

Intention to Use — Usage Behavior

Percerved Ease of Use /

Result Original TAM model
Demeonstrability

Output Quality

Source: Technology Acceptance Model 2 (TAM 2) Source atesk, V. and Davis, F.D
(2000)
Subjective norm is defined as an individual's pptima about what the people who are
important to him/her think of him/her should or glibnot use the technology. Image is the
degree to which one perceives the use of the téohypas a means of enhancing one’s status
within a social group. Voluntariness is the extémtwhich one perceives the adoption
decision as non-mandatory. Job relevance is amithdil's perception of the degree to which
the technology is applicable to his or her job.gtitquality is an individual's perception of
how well a system performs tasks necessary to thigepojob. Result demonstrability is the
tangibility of the results when using the technglogenkatesh and Davis (2000) argue that
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without any positive demonstrable results fromaegitechnology, the implementation of an
effective system can lead to failure if the perediwsefulness cannot be demonstrated. This
model is significant improvement from the previgushientioned models and important to
technology adoption studies because it introdugcebs accounts for the effect of making
technology adoption mandatory or voluntary. It a&gounts for the effect of experience on
both the subjective norm and perceived usefulness.

The inclusion of the effort expectancy in our resbaonceptual model was informed by the
fact that it had been included in TAM and TAM-2 @erceived ease of use and numerous
technology adoption research findings had estaddighat this factor significantly influenced
adoption and use of new technology. We therefoedre establish what role if any, was
played by this factor in cloud computing adoptianomg students in Kenyan Universities.
TAM-2 includes experience as a moderator to thecgyeed usefulness factor. This
influenced the inclusion of moderator factduration of usein our research conceptual
model, in order to establish how duration of usBuénced adoption and use of cloud
services among students in Kenyan universitieshEurbecause of the criticism by scholars
that both TAM and TAM2 do not explain the effect fatilitating condition for example
availability of resources required to enable the twsadopt and use a technology, we sought

to establish the effect of facilitating conditionscloud services adoption.

2.3.4 Unified Theory of Acceptance and Use of Techlogy

To confront and address some the limitations ancemainties that multiple models may
pose to the researcher, the Unified Theory of Atanege and Use of Technology (UTAUT)
model was developed. The model was designed with dim of simplifying the
understanding of Behavioral Intention and Use Barawas the dependent variables
(Venkatesh et al., 2003) and achieving of a unifiexlv of user acceptance of technology
(Abdulwahab and Dahalin, 2010; Venkatesh et alQ320UTAUT model was developed
through consolidating of previous technology acaepé theories and models (Venkatesh et
al, 2003). It combines eight previous adoption thesothrough empirical studies. The models
include; the Theory of Reasoned Action (Davis etl@i89, Technology Acceptance Model
(Davis, 1989), the Motivational Model (Davis et, d992), The Theory of Planned Behavior
(Ajzen, 1991), a model combining the technologyeptance model and the Theory of
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Planned Behaviour (Taylor and Todd 1995), the madd?C utilization (Thompson et al.,
1991), the Innovation Diffusion Theory (Rogers, 399and Social Cognitive Theory
(Compeau and Higgins, 1995).

The theory holds that four key constructs; Perfaoroea Expectancy, Effort Expectancy,
Social Influence and Facilitating Conditions areedi determinants of Behavioral Intention
and Use Behavior (Venkatesh et al., 2003). Gentlge, Experience and Voluntariness of
use are posited to mediate the impact of the foungry constructs on behavioral intention
and use behavior (Venkatesh et al., 2003). Subségaéidation of UTAUT in longitudinal
study by Venkatesh et al., (2003) found that itoacts for 70% of the variance in usage
intention, making the UTAUT model a broad, robust gpowerful model in technology
adoption studies.

Figure 6: Unified Theory of Acceptance and Use of Technology
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Intention / Behavior
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Source Venkatesh et al., (2003)

Venkatesh et al., (2003) tested the UTAUT moddbur different organizational settings for
a period of six months and the study showed thagethprimary constructs; Performance
Expectancy, Effort Expectancy and Social Influerttag a significant and direct effect on
behavioral intention while Facilitating Conditiorend behavioral intention are direct
determinants use behavior (Venkatesh et al., 20G81g, 2003).

Critics of this model have argued that it is a réceodel and therefore requires more

validation. Scholars have argued for UTAUT by sigtihat it is based on a strong theoretical
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foundation which is as a result of rigorous devalept process of combining eight models
(Schaper and Pervan, 2005, Han et al., 2004). ffaegith of UTAUTmodel is in its ability to
explain up to 70% of variance (adjustef) Rse Behavior, whereas the other models are kriown
account for between 17% and 53% (Han et al., 20@#katesh et al., 200YTAUT also includes
aspects of the user's characteristics, as welbagegrevailing conditions at the time of the
possibility to use a certain system or service.tharr by including voluntariness as a
moderating factor, it able to account for scenanbsre technology adoption is mandatory or
voluntary, which is ignored by many other mod&enkatesh et al., 2003)

While a lot of literature exist detailing cloud cpating adoption, three things are evident;
firstly, few studies have used the UTAUT model twastigate the factors influencing cloud
computing adoption, even though it presents a supeption based on the fact that it
includes other aspects of user characteristicsreghby other model and in addition, it can
explain up to 70% of variance in use behavior. 8dyp most of the studies have been
conducted mainly in America, Europe, Australia aagan, China and Taiwan), countries
that are evidently advanced in terms of computieghmology and internet technology
infrastructure permeation. Thirdly, most of the ds&s have focused on adoption of
technologies like online learning, telemedicined an the cases where cloud computing
issues have been addressed; it has mainly focuseddoption of cloud by corporate
organization and institutions and rarely on theuiatial users.

This model includes facilitating condition as atéadhat influences the use of technology. It
also includes age, gender and experience as modéaators to the relationship between the
independent and dependent variables. We needestablish whether facilitating conditions
had any influence on behavioral intention to addptd services among students in Kenyan
Universities and in addition, to find out the rpliayed by age, gender and duration of use as
moderator factors.

2.4 Research Conceptual model:

Based on review of the literature related to tedbgyp adoption and technology adoption
models and theories, the research conceptual modeigure 7 below, derived from the
UTAUT model was used in this research. Since teearch focused on the publicly available
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cloud computing services where users voluntariept and use the available cloud services,

the voluntariness was not considered as a modgriatator for the conceptual model.

Figure 7: Research Conceptual Model
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CHAPTER 3: RESEARCH METHODOLOGY

3.0 Introduction

This study sought to establish the factors thdti@rfce adoption and use of cloud computing
services through a conceptual model mainly derivech the UTAUT model (Venkatesh et
al., 2003), which incorporate constructs used meotechnology adoption theories and model
but assuming different nhames under the respectigdeia. In the conceptual model the
primary constructs; Performance Expectancy, Efflerpectancy, Social Influence and
Facilitating Conditions are the independent vaagaplwhile Behavioral Intention and Use

Behavior the dependent variables.

3.1 Research Design

The approach had both quantitative and qualitalimeensions; the quantitative aspect used
cross sectional survey design, while the qualigatigpect used focus group discussion. The
guantitative approach uses numerical methods aatdtatal tools for data collection and
analysis. The cross sectional survey involved ctllg data at one time from the sampled
population, which in this study consists of univigrstudents from four universities located
in Nairobi. The qualitative aspect involved collagt data by engaging in focused group
discussion with a group of students to obtain thalitative aspects of that would help

explain certain phenomenon.

3.2 Population

Population is a term that refers to the entire n@ssbservations; the parent group from
which a sample is normally formed (Yogesh, 200&)e Btudy targeted a population of
university students at two levels of study - Undadgate and Postgraduate level, from across
four universities; two public universities - Unigdy of Nairobi (UoN), The Technical
University and two private university — Strathmdyeiversity and Catholic University of
East Africa (CUEA), all located in Nairobi. The pdation in this study was roughly 80,000

students.
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3.3 Sample

A sample is defined as the number of entities tjests in a subset of a population selected
for analysisThere are several approaches to obtaining andndieieg the sample size to use
in a research. These may include using a censupdpulation that is small, imitating a
sample size of similar studies, using publishedegbor applying formulas to compute a
sample size. According to Mugenda and Mugenda (20A3he situations where time and
resources allow, a research should take as bighplsaas possible since this would measure
the reliability of the results. Kothari (2004) alpoints out that an optimum sample is one
which fulfills the requirements of efficiency, resentativeness, reliability and flexibility.

The level of desired precision and the size of gopulation are two key factors in
determining the sample size. Samples are used Wwkenot possible or practical to study an
entire population Kothari (2004).

In this study, the sample was derived as a functibthe population using the formula
derived by Yamane (1967:886).

N
1 + N(e)’

n:

Where:

* n=the sample size

* N = the population size, and

» e=the level of precision.
The population size of the four universities is @pmately 80,000, applying the above
formula where e = £7%. Thievel of precision (¢)sometimes calledampling error is the
range in which the true value of the populationeggimated to be. This range is often

expressed in percentage points, which is 7% mdtudy.

N = 80,000/ (1 + 80,000 (0.0%)
=204

Sample size 204 students
3.4 Data Collection: Techniques and Instruments
We considered several options of data collectichrnigjues by examining the ability of the

tool to assist in efficiently and effectively caiteng the required data, in addition to
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minimizing bias, cost and duration of data collesti Two techniques were used in data
collection for this research; questionnaire and usod&roup Discussion (FGD). The
guestionnaire method presented a number of advesitatplike the interview, it is free from
the bias of the interviewer (Kothari, 2004; Sin@906). Respondents and for our case
university students, who may not be easily apprableh could be reached conveniently.
Since it can be used to cover a large geographrea, large samples can be made use of,
making the results much more dependable and reliddildents have adequate time to give
well thought out answers. There are several dis#tdgas as well and these include; Low
rate of return of the duly filled in questionnair@sd a high possibility of ambiguous replies
or omission of replies altogether to certain questj which presents the difficulty of
interpretation of the omissions. There is inbuilflexibility because of the difficulty of
amending the approach or questions once questm@snaiave been dispatched. It also
assumes that the intended students are educatedidiion to the difficulty of knowing
whether willing students are truly representative.

The research used a 5-part likert-scale-based iqoeatre, designed to generate
descriptive characteristics on the independent @gepkendent variables. The 5 point likert
scale questionnaire was adopted because of theerroabout the ability of the students to
differentiate between the different levels in thals, if wider scale were used.

The questions were made easy to understand andbimens for the responders. The
guestionnaire was designed to capture all possifiermation on factors influencing
adoption and use of cloud computing services a$ agelto gather statistics on individual
characteristics that include age, gender, durabionse, types of cloud services used and
frequency of usage. The questionnaire did not delany part that required free text from
student $ee Appendix)1

The focus group discussion (FGD) was also usedrderoto get qualitative data that
could not be captured through the questionnaireagiyng probing questions, we were able

to obtain answers and explanations on some ofuhatgative findings.
3.5 Validity of Data Collection Instrument

Validity is defined as the extent to which dataledion method/methods accurately

measures what they were intended to measure (Sauetdal., 2006). This is supported by
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Copper and Schindler (2003) who state that validifers to the extent to which a test
measures what they actually would wish to mead@enerally, validity is concerned with

whether the findings are really what they appedreto

Two forms of validity measures exist; the extewelidity and internal validity. The external
validity refers to the data’s ability to be generadl across persons, settings and times. The
internal validity on the other hand is the abilitiyresearch constructs to accurately measure
what is purposed to measure. To ensure internalityain the study, several measures were
taken that include; collecting data from reliablmukes i.e. bona fide students from the
targeted universities. The survey questionnaire wesgeloped based on extensive and
intensive literature review to guarantee validifytlee results. It was also pre-tested using 30
students for meaning and semantics and appropriageiewed by consulted experts and

experienced researchers.

3.6 Ethical Consideration

Permission from the administration/authorizing céf of the targeted universities was sought
before the data collection began. The universitg veassured of privacy and confidentiality.
In order to ensure that the prospective studentngty participated in the research, their
consent was sought before being asked to partecipathe study and they were assured of
privacy and confidentiality. The students were exjad to exercise honesty when filling the
guestionnaires. The name field in the questionnaas optional and was therefore not used

in the final data analysis.

3.7 Data Collection Process

The process started by obtaining a formal appriveat the administration of the targeted
universities. An introductory letter from the officof the deputy director of School of
Computing and Informatics of the University of Ndir and a copy of the questionnaire were
submitted to the information/research office of thegeted universities for evaluation and
approval. After the approval, the hard copies oédionnaires that were intended for
distribution were assigned identification codes #reh distributed to students in the targeted

universities at random. The coding of questionsameas to enable the tracking of the
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distributed questionnaires in order to know the bemof questionnaires returned from a
given locality. The data collection exercise invadv415 questionnaires that randomly

distributed among students in the four particiggatiniversities.

3.8 Data cleaning Process

The returned questionnaires were perused for walgi identifying those with errors and
discarding them. The errors included incompletenfoespecially for the fields that were not
optional and those with double or triple resporfeesa single statements. After identifying
valid questionnaires, the data was then code apeldkmto Microsoft Excel worksheet data
file and then imported into Statistical Program focial Scientists (SPSS) for detailed

analysis.

3.9 Reliability

Reliability is defined as an assessment of the ede@f consistency between multiple
measures of a variable. It is designed to demdssthe extent to which the operations in a
study; data collection procedures can be repeaittdsimilar results. A measure is deemed
reliable if an individual’'s score on the test i dtame when given more than once in similar
test and under similar circumstances. Several lbiétia tests were considered. The First
method to be considered was the test-retest metderk, the same questionnaire is re-
administered after sometime. The method is resoum@msive and time consuming and
therefore was considered less suitable for thidystgiven the time constraints. The second
method was the split-half reliability method. Thmethod randomly splits the data set into
two. A score of each participant is the calculdtaded on each half of the scale. If the scale
is very reliable, a participant’s score on one loalthe scale should be the same to their score
on the other half, therefore across several ppdmis score from the two halves of the
guestionnaire should correlate perfectly. A highrelation signifies reliability. This method
though slightly better than the test-retest, preskimne major challenge; there are several
ways of splitting a set of data and the therefaneeatation results could be a product of how
the data is split. To overcome the problems preseby the first two methods, Cronbach
(1951) came up with a measure that is loosely edgmt to splitting data into two in every
possible way and computing the correlation coedfitifor each. The average value is
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equivalent to the Cronbach’s Alpha coefficient, @his the most common measure of the
scale of reliability. This was the reliability mems used in this study. In addition to the fact
that it is superior over the split half methodwias selected and used in this study on the
strength that it has been successfully applied anynother similar and related studies
(Taylor, 2011; Venkatesh et al., 2003; Davis, 198%e generally agreed upon lower limit
for Cronbach’s Alpha is 0.7 (Pallant, 2003; Da@89).

3.10 Conceptual Model showing Causal Relationshipetween variables
The research was carried out using the followingceptual model,

Figure 8: Conceptual Model - Causal relationships

Independent Variables Dependent Variables

| | ;l

H1

Performance Expectancy 3 Behavioral Intention |———| Use Behavior
=1
Effort Expectancy -1
A
Social Influence “
)/
Facilitating Condition /
Gender Age Duration of Use
‘ J
[
Moderating Factors

Source:Research
3.11 Hypothesis Formulation
To test the proposed model, five hypotheses wenegzed. The hypotheses are stated below.
Performance Expectancy
Venkatesh et al (2003) defined Performance Expegtan the degree to which an individual

believes that using the new technology will helpnhor her to attain gains in job
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performance. They argued that performance expegt@ntstruct is the strongest predictor of
Behavioral Intention in both voluntary and mandgteettings. Venkatesh et al (2003) further
argued that from a theoretical point of view, thesas reason to expect that the relationship
between performance expectancy and intention weilhinderated bgenderandage The
argument about gender having a moderation effe¢henelationship between performance
expectancy and behavioral intention was based odings of the research on gender
differences conducted by Minton and Schneider (1,980ich suggested that men tend to be
highly task-oriented and, therefore, performancepeetancies, which focus on task
accomplishment, were especially salient to mera similar manner, Venkatesh et al (2003)
theorized that age would play a moderating roleghim relationship between Performance
expectancy and Behavioral intention, by basingrtagjument on the research on job-related
attitudes conducted by Hall and Mansfield (1975 &orter (1963) which suggested that
younger workers placed more importance on extriresiards.

We therefore in like manner expect that the infaeeaf performance expectancy on

behavioral intention will be moderated by both garahd age.

H1: Performance expectancyis positively associated with tHgehavioral intention and
this effect will be moderated lyenderandage such that the effect will be stronger for men

and in particular younger men.

Effort Expectancy

Venkatesh et al (2003) defined Effort expectancyhasdegree of ease associated with the
use of a new technology or system. They arguedth®ateffort expectancy construct was
significant in both voluntary and mandatory usagmtexts; however, each was only
significant during the first time period, and be@non-significant over periods of extended
and sustained usage. This, they argued was camsigitlh previous research findings that
included Agarwal and Prasad (1997, 1998), Davial.e1989) and Thompson et al. (1991,
1994). Furthermore, by basing their argument onptle®ious research findings by Davis et
al. (1989), Szajna (1996), Venkatesh (1999), Vesdtaiand Morris (2000), Bem and Allen
(1974) and Bozionelos 1996) they stated that efiaented constructs were expected to be

more salient in the early stages of a new behdteéschnology adoption), and more salient for
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womenthan formen From research findings by Plude and Hoyer 198&nkdtesh et al
(2003) argued that increaseje has been shown to be associated with difficulty in
processing complex stimuli and allocating attentiornformation on the job both of which
may be necessary when using software systems. Yésfkat al (2003) also considered other
studies that had shown that effort expectancy wboeldtronger determinants of individuals’
intention for women (Venkatesh and Morris 2000; kaesh et al. 2000). In a similar
manner, we expected that effort expectancy willstsenger for women, particularly those
who are older and with relatively little or no exigace with the cloud computing services.

H2: Effort Expectancy is negatively associated withehavioral intention and this effect
will be moderated bgender, age andexperience such that the effect will be stronger for
females, particularly younger females, and pardidulat early stages of experience.

Social Influence

Venkatesh et al (2003) defined Social influencetltes degree to which an individual
perceives that important others believe he or $loeld use the new system. Based on the
findings of Venkatesh and Davis (2000), Venkatashl €2003) argued that Social influence
is a direct determinant of behavioral intention adjgested that such effects could be
attributed to compliance in mandatory contexts taatses social influences to have a direct
effect on intention; in contrast, social influenice voluntary contexts which operates by
influencing perceptions about the technology. Inndaory settings they argued; social
influence appears to be important only in the eathges of individual experience with the
technology, with its role eroding over time andmwally becoming non-significant.

Basing their argument on previous research findimg&rench and Raven (1959), Warshaw
(1980) and Hartwick and Barki (1994), Venkateshale2003) suggested that individuals
were more likely to comply with others’ expectasowhen those referent others have the
ability to reward the desired behavior or punisim-behavior and furthermore, that reliance
on others’ opinions is significant only in mandgtsettings particularly in the early stages of
experience, when an individual's opinions are reddy ill-informed. By drawing from other
prior studies by Miller (1976), Venkatesh et al0@R) and Venkatesh and Morris 2000),
Venkatesh et al (2003) suggested that older waRkdrparticularly wometended to be more
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sensitive to others’ opinions and therefore findialoinfluence to be more salient when
forming an intention to use new technology, witl #ifect declining with experience.

Even though Vankatesh et al (2003) argues thatvolantary context, social influence only
influences perception, we seek to investigate ffexteof lecturer, peer influence and other

forms of social influence towards adoption of cl@avices.

H3: Social Influence is positively associated witthéaoral intention and this effect will be
moderated byender, age andexperience such that the effect will be stronger for women,

particularly older women in the early stages dfiahiusage.

Facilitating Conditions

In technology adoption studies, facilitating corafis is defined as the degree to which an
individual believes that an organizational and tecal infrastructure exists to support use of
the new technology (Venkatesh et al., 2003). Byintlgagheir argument on the findings by
Bergeron et al. (1990), they suggested that whganizational and technical infrastructure
exists to support use of a new technology, usersilaly to use the technology. Furthermore,
the effect of facilitating conditions was likely timcrease with experience as users of
technology find multiple avenues for help and supplaroughout the organization, thereby
removing impediments to sustained usage. Drawioi fthe findings of Hall and Mansfield
(1975) they further suggested that that older wrkdtach more importance to receiving
help and assistance on the job. They concludedwhen moderated by experience and age,
facilitating conditions will have a significant InEnce on usage behavior. In this study, we

sought to establish the effect of facilitating cibioth on behavioral intention.

H4: Facilitating conditions will not have any significant influence drehavioral intention

Use Behavior

From the UTAUT model, Venkatesh et al (2003) argtiead consistent with the underlying
theory for all of the intention models; behaviowaention directly influenced use behavior.
We expect that behavioral intention will have angigant positive influence on technology
usage.

H5: Behavioral Intention will have a significant influence amse behavior.
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3.12 Construct Measures

Performance Expectancy

In order to directly measure the students’ opimonthe usefulness of the cloud computing
services, Performance Expectancy was measured fasingtatements.

* PELXL I find cloud computing service(s) useful in mgka

* PEZ2: Using cloud computing service(s) enable me to mgdish tasks more quickly

* PE3: Using cloud computing service(s) increases my (pcodity

* PE4: Using cloud computing service(s) is conveniennt®

Effort Expectancy
To measure the effort in relation to using clouchpating services, Effort Expectancy was

measured using four statements;

* EEL: My interaction with cloud computing service(sklear and understandable
 EE2: Itis easy for me to become skillful at usingudacomputing service(s)

» EES: I find cloud computing service(s) easy to use

» EE4: Learning to operate cloud computing service(®aisy for me

Social Influence
The social influence was measured using four setesn

» Sll1: Classmates who influence my behavior think thahduld use cloud computing
service(s)

» SI2: Friends who are important to me think that | sdaide cloud computing service(s)

* SI3: My lectures have encouraged me to use of clongpcbing service(s)

* Sl4: My peers have encouraged me to use of cloud ctngpservice(s)

Facilitating Condition:
Facilitation condition was measured using fourestants;

* FC1: | have the resources (financial — Money to purehais time) and/or equipment —
modem and laptop/notebook) necessary to use clomgating service(s)

* FC2: 1 have the knowledge necessary to use cloud cangpsiervice(s)

* FC3: Cloud computing service(s) is not compatible with university systems (internet

access system and associated applications) | use
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» FC4: There are people available for assistance withudcl@omputing service(s)
difficulties

Behavioral Intention
Behavioral intention was measured using threersiatés;

* BI1: Iintend to continue using cloud computing sesgic
* BI2: | predict | would continue to use cloud computsagvices

» BI3: I will always use cloud computing services

3.13 Data Analysis

Two techniques; partial correlation and focus grdiggussion were used for data analysis.
Partial Correlation:

In research, it may at times be desirable to knowstimate the relationship or association
between two variables; a predictor variable anditarmon or outcome variable. In order to
see the actual relationship or association betwleewariables without the influence of other
variables, controlling for the effects of other iahtes is necessary. The effects of the other
variables on the relationship or association betwthe predictor variable and the criterion
are eliminated when they are held constant. Thieges of exercising statistical control is
known as partialing or residualization. A partalrelation or Partialing measures the degree
of association between two variables that wouldtekiall influences of one or more other
variables could be removed. The purpose is totfiedunique variance between two variables
while eliminating the variance from a third variebThe Pearson partial correlation between
two variables, after controlling for variables inet partial statement, is equivalent to the
Pearson correlation between the residuals of the wariables after regression on the
controlling variables. We chose partial correlatienhnique in order to establish the degree
of association between primary constructs (indepenhdariables) and Behavioral intention
(dependent variable).
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Focus Group Discussion (FGD)

A technique used to collect qualitative data. Tisiwhere a group of individuals from among

the students that are participating in a study gada discussion under the guidance of the
researcher, in order to generate certain informatlmat the researcher deems critical in
explaining certain results from the study. The allesim is to capture certain qualitative

aspects of the study in greater details in ordezxqolain certain phenomenon. We selected
FGD because of its ability to generate certain dlasga could not be captured through the

guestionnaire or which would have taken too longagisther methods like interview.
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CHAPTER 4: RESULTS AND DISCUSSION

4.0 Introduction

This chapter focuses on the results and analyBiSSSversion 16.0 software complimented by
MS excel was used for analysis of data.

4.1 Response rate
Out of the 415 questionnaires distributed, 217 wlexend valid for use in the analysis
process.

4.2 General Characteristic of the Students
The students were categorized into age groups laaid level of studyTable 1 shows the

statistics. The age group 19 years to 24 yearsuated for 52.5% of the total number of
students. Out of the 52.5%, of the total numbersiofdents, the postgraduate students
accounted for 5.3%, which translates to 6 studewisile the undergraduate students
accounted 94.7%, which translates to 108 studdrite. 25 years to 30 years age group
accounted for 25.8% of the total number of studemtsere the postgraduate were 66.1%
while the undergraduates were 33.9%. The contohutf the 31 years to 36 years age group
to the overall number of students was 14.3%, whiegepostgraduate were 93.5% while the
undergraduate were 6.5%. The 37 years to 42yearg@yp accounted for 6% of the total
number of students, where 92.3% were postgradwatds7.7% being the undergraduate
students. The age group with students who werendiBabove accounted for 1.4% of the
overall number of students of the study. The resigihd to suggest that most undergraduate
fall in the 19 years to 24 years age group whike gbstgraduate students are 30 years and
above.
Table 1: Age group and level of study characteristics

Number of | Overall Age Group Postgraduatq Undergraduate| Total
Students (%) (%) (%) (%)
114 52.5 19-24 5.3 94.7 100
56 25.8 25-30 66.1 33.9 100
31 14.3 31-36 93.5 6.5 100
13 6.0 37-42 92.3 7.7 100
3 1.4 43+ 100 0 100
217 100 Total 40.1 59.9 100

Source Research
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The results were also analyzed to obtain the oveistlibution of students as well as gender
distribution across the targeted universities. Asvan in table 2, results indicate that
University of Nairobi accounted for most of the d#gats with 152 students, Strathmore
University had 45 students, Catholic UniversityEdst Africa had 1, while The Technical

University of Kenya had 19 students. University Ndirobi accounted for most of the

students in both genders; 99 male and 53 females.

Table 2: Institution and gender characteristics

Gender
o No. of Total
Institution of study Male Female
Students (%)
No. | (%) | No.| (%)
University of Nairobi 152 99 | 45.7%| 53| 24.4% 70.1%
Strathmore University 45 23 | 10.6%| 22| 10.1% 20.7%
Catholic University of East Africa 1 1 | 05% | O 0% 0.5%
Kenya Polytechnic University Collegeg 19 13 | 5.9% 6 2.8% 8.7%
Total 217 136 | 62.7%| 81| 37.3% 100%

Source Research
The results were organized and then categorizeeldbas the duration that the students had
been using cloud computing services. Those witlee&pce of up to 1 year were 48%, those
with experience of 2 years to 3 years accounte®38t while those with experience of more
than 3 years accounted for the remaining 19%. Ei@ushow the results of the analysis of
duration of usage.
Figure 9: Duration of usage of Cloud Services

Duration of Use (Experience)

Source: Research
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The frequency of use statistics showrigure 10 indicates that 80.64% of the students were
using the cloud services on a daily basis andtthisslates to 175 of the total students in the
study. Those who use the services weekly wereiests, which translated to 14.28% of
the total number of students. The remaining 5.08%oanted for the monthly, yearly and
those users who were unable to tell how frequesy tised the services. We observed that
most students were daily users of cloud services.

Figure 10: Frequency of Usage statistics
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200

180

160

140

120

Count 100
80

60

80.64%

40 14.28%
20 - 27 7% 1-38% 0-93%%
0 T T T T 1
Daily Weekly Montly Year Do not Know

Usage

Source:Research
Service Utilization
The cloud services were grouped into three majtegoaies; SaaS, PaaS and laaS. The
instances of usage were computed and the ovenadll lef services usage percentage
extracted. The results in table 3 suggested tha® Seas the most utilized cloud service at
72.9%, followed by laaS 21.68% and finally PaaS.42%.

Table 3: Services and service utilization level

Service Category Services Type Responges  Totahioss of use

Google Docs 152

SaaS YouTube 148 444
Email 144
Google Apps Engine 30

Paas Windows Azure 3 33
Dropbox 69
Sendspace 26

laas Sky Drive 24 132
Ubuntu-one 13

Source:Research

Page 37



4.3 Descriptive statistics of the independent varides

Analysis of responses for constructs measuring stnents
A summary of the responses for the measure staterf@meach construct was computed on

statement by statement basis. The likert scalbanquestionnaire had five levels; Disagree,
Disagree Somewhat, Neutral, Agree Somewhat andeAdree responses for Disagree and
Disagree Somewhat were summed up and presentedsagré&e. The responses for Agree
Somewhat and Agree were also summed up and prdsastAgree, while the responses of
Neutral were left as Neutral. The final output sealwree measures; Disagree, Neutral and
Agree See table 4 below

Table 4: Responses Analysis Scale

Agree Somewhat Agree| Neutral Somewhat Disagree Disagree

The two combined to formAgree” | Neutral | The two combined to formDlisagree”

Source:Research
Performance Expectancy
The students were asked to indicate their levelagifeement with four statements of
performance expectancy. Table 5 shows the resatigesponse levels associated with each
measure statement.

Table 5: Response Analysis for Performance Expectancy measur

Statistics of Agreement or disagreement
Performance Expectancy ’
with Statements
ltem Disagree Neutral Agree Total (%)
PE1 | find cloud computing service(s) useful in
my tasks. 0.5% 1.8% | 97.7%  100%
PE? Using cloud computing service(s) enable me
to accomplish tasks more quickly 2 304 4.6% 93.1% 100%
PE3 Using cloud computing service(s) increases
my productivity. 1.8% 4.1% 94.1% 100%
PE4 Using cloud computing service(s) is
convenient to me 2.3% 2.3% 95.4% 100%

Source:Research
The students were first asked whether they fouaddctomputing services useful to in their
tasks. A high percentage of students (97.7%) agraesmall percentage of users (0.5%)
disagreed while the remaining students (1.8%) cowlither agree nor disagree. Therefore,
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for most of the students, using the cloud compuienyices found the services useful in their
tasks.

The students were then presented with a seconeirstat that was aimed at establishing;
whether the cloud computing services enabled thdestts to accomplish their tasks more
quickly. Out of all students 93.1% agree, 2.3% glisa while 4.6% remained neutral. The
results tend suggest that most users found thadcservices enabled them to accomplish
their tasks more quickly.

The students were further asked whether using clordputing services increased their
productivity. The results show that 94.1% agreef8%ldisagreed while 4.1% were neutral.
This is an indication that most students’ produttivincreased when they used cloud
computing services.

Finally, they were asked whether they found cloed/ises convenient. Table 4 shows that
95.4% of the users agree, 2.3% are neutral angthaining 2.3% disagree. From the results,
it is evident that the students find the cloud B®w convenient.

Figure 11 shows a summary of the overall respomsetiie performance expectancy
construct, an indication that users generally Gloild computing services useful

The overall response for the performance expectatetgments showed that 1.7% of the
students disagreed, 3.2% were neutral while 95.1%he total number of students agreed
with the measure statements.

Figure 11: Response Summary - Performance Expectancy
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Effort Expectancy

Effort Expectancy measure was designed to captatee related to effort that the user has to
exert in order to use cloud computing services laoa the level of effort exerted influences
adoption and use of cloud computing services.

Table 6: Response Analysis for Effort Expectancy Measure

Effort Expectancy Statistics of Agreement with 8taénts
ltem Disagree Neutra| Agree Total (%)

My interaction with cloud computing
service(s) is clear and understandaple

It is easy for me to become skillful at

EE1 19.4% 6.5% | 74.1% 100%

EE2 ) , . 18.4% 8.8% | 72.8% 100%
using cloud computing service(s).

EE3 | find cloud computing service(s) 17 5% 83% | 74.29% 100%
easy to use.

EE4 Learning to operate cloud computing 18.1% 6.0% | 75.99 100%

service(s) is easy for me

Source Research
To establish this, the students were first askedthdr their interaction with cloud services
was clear and understandable. From table 6, 74di#ea6.5% remained neutral and 19.4%
disagree. This response statistics suggest thagta rumber of the students have good
knowledge of the usage of cloud computing services.
The students were then asked whether it was eadyetome skillful at using cloud
computing services; 72.8% agree, 18.4% disagre€8a&9d are neutral. A high percentage of
those who were in agreement is an indication that @verage university student in the
sampled university does not find the process dfisgiup on how to use cloud computing
services a hindrance. The students were furtheedaskhether using cloud computing
services was easy; 74.2% agree, 17.5% disagreg.a¥dare neutral.
Finally, the students were asked whether learmingperate cloud computing services was
easy for them. Table 6 shows that 75.9% agree, @@ meutral and 18.1% disagree. The
high levels of agree is an indication that it iRtieely easy for the students to operate cloud

computing services, which is a confirmation of tinst three statements.
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The overall response for the effort expectancy meastatements indicated that 18.4% of the

students disagreed, 7.4% were neutral while 74 8Bftedatotal number of students agreed.

Figure 12: Summary of responses - Effort Expectancy
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Social Influence
The social influence variable was designed to aaptlata on the social influence, in an
attempt to establish its role in the adoption afud computing services among university
students in Kenya. To establish this, the studemte presented with four statements and
asked to indicate their levels of agreement witthea the statements.

Table 7: Response Analysis for Social Influence Measure

Social Influence Statistics of Agreement with Stagats
Item Disagree| Neutral Agreé Total (%)

People who influence my behavior think

SI1 | that | should use cloud computing 28.1% 17.1%| 54.8% 100%
service(s)
People who are important to me think

SI2 | that | should use cloud computing 27.8% 23.6%| 48.6% 100%
service(s).

My lectures havge encouraged me to use 47 5% 13.5% 39% 100%
of cloud computing service(s).

S|4 My peers haye encou.raged me to use |of 17.6% 14.40%  68% 100%
cloud computing service(s).

SI3

Source:Research
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The students were first asked whether people whoeimce their behavior think that they
should use cloud computing services. Table 7 shbe/sesponses; 54.8% agree, 17.1% are
neutral and 28.1% disagree, an indication thaetiesome degree of influence.

The students were then asked whether people whamgertant to them think that they
should use cloud computing services; 48.6% agrée®%2 disagree and 23.6% are neutral.
This shows important people in the students’ litavén a slight influence on the students’
adoption and use of cloud computing services.

The students were further asked whether their lecguencouraged them to use cloud
computing services; 39% agree, 13.5% are neutth¥&rb% disagree, an indication thiaé
influence of the lecturer on the student with regard to use of cloud computing is minimal.

The students were finally asked whether their perce®uraged them to use cloud computing
services. The responses from table 7 indicate@®% agree, 17.6% disagree and 14.4% are
neutral. This is a pointer to the fact that thera isignificant level of peer influence among
the university students towards the use of cloudmding services. Figure 13 is a summary
of the responses regarding Social Influence towasésof cloud computing services.

The overall response for the social influence stategs showed that 30.3% of the students
disagreed, 17.2% were neutral while 52.6% of thal toumber of students agreed with the

measure statements.

Figure 13: Response Summary - Social Influence
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Facilitating Conditions

The facilitating conditions measure was designegetoerate statistics about the environment
in the universities and how the prevailing envir@mhinfluences the adoption and use of
cloud computing services. In order to collect datlated to this, the student was presented
with four statements that required them to indi¢h&ar level of agreement with each.

First, they were asked whether they had the ressuroth financial and equipment that were
necessary to use cloud computing services. TaljpeeSents the responses; 77.4% of the
students agree, 8.3% disagree and 14.3% indicateiah The high percentage of agree on
this statement suggests that most students havenamonment that is conducive for
accessing and using cloud computing services.

Table 8 Response Analysis for Facilitation Condition Measur

Statistics of Agreement with
Statements

ltem Disagree Neutral Agree

I have the resources (financial and/or
FC1 | equipment) necessary to use cloud computing 8.3% 14.3%| 77.4%
service(s)

| have the knowledge necessary to use cloud
computing service(s).

Cloud computing service(s) is not compatible
with the university systems | use.

There are people available for assistance with
cloud computing service(s) difficulties.

Source:Research

Facilitating Condition

FC2 2.8% 6.9% 90.3%

FC3 16.1% 19.4%| 64.5%

FC4 35.9% 25.3%| 38.8%

The students were then asked if they had the nmgeg&sowledge to use cloud services;
90.3% agree, 6.9% neutral and 2.8% disagree. Fhemrdsponses, it is evident that most
students have the necessary knowledge to use ctougduting services.

Further, the students were asked whether cloud abngpservices were compatible with the
university system. The responses shows that 64di%eal6.1% disagree and 19.4% of the
students indicated neutral. The result tends t@esigthat the university systems are fairly
compatible with the cloud services. The studentsewially asked whether there were
people available to assist with cloud computindditties; 38.8% agree, 35.9% disagree and
the remaining 25.3% indicated neutrdlhe percentages suggest that there is minimal

assistance available with regard to use of cloud computing services at the universities. The
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summary of the responses presented in figure 1w shat the facilitating condition is not a
hindrance to adoption and usage of cloud servimethé university students.

The overall response for the facilitating conditistatements showed that 15.8% of the
students disagreed, 16.5% were neutral while 6708%e total number of students agreed
with the measure statements.

Figure 14: Response Summary - Facilitating Condition
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Source:Research

Behavioral Intention
In order to capture data on behavioral intentidie students were presented with three
statements and asked to indicate their level afeagent with each. The students were first
asked if they intend to continue using cloud s@&wicTable 9 shows that 99.1% agree, 0.1%
disagrees and 0.9% responded indicating neutrak EBhan indicator that the students
intended to continue using cloud services.

Table 9 Response Analysis for Behavioral Intention Measure

, . Statistics of Agreement with
Behavioral Intention
Statements
ltem Disagree Neutral Agree

BI1 I intend_to conti_nue using cloud

computing services 0.1% 0.9% 99%
BI2 | predict | would continue to use cloud

computing services. 1.8% 0.9% 97.3%
BI3 | will always use cloud computing

services. 1.4% 5.5% 93.1%

Source:Research
The students were further asked if they predict thay will continue using cloud services;

97.3% agreed, 1.8% responded with disagreementewhi®% was neutral. The high
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percentages for agree suggest that the probathbtlythe students will continue using cloud
services was high.

The students were finally asked if they will alwayse cloud computing services; 93.1%
agree that they will always continue using the dlgervices, 1.4% disagree and 5.5% gave
the neutral response. The high rate of agree ithttee statements suggest that the users have
the intention to continue utilizing cloud computisgrvices and this is confirmed by the
overall summary of responses in figure 15.

The overall response for the behavioral intenti@atesnents showed that 1.1% of the students
disagreed, 2.4% were neutral while 96.5% of thal taamber of students agreed with the
measure statements.

Figure 15: Response Summary - Behavioral Intention

Behavioral Intention

120.0

100.0

80.0

Count 60.0

40.0

20.0

0.0 T T
Disgree Newutral Agree

Scale Option

Source:Research

Page 45



4.3 Pearson Correlation statistics

Pearson correlation measures the relationship leetwle independent variables and
dependent variables where Performance Expectarigy, @ffort Expectancy (EE), Social
Influence (SI) and Facilitating Condition (FC) d@he independent variables while Behavioral
Intention (BI) is the dependent variable.

To establish the correlation between the indepenesmables and the dependent variables in
this study, Pearson Correlation Coefficients focheandependent and dependent variables
were computed.

The measure of association between two variable@syuBearson correlation coefficient
reports 3 aspects: First, it reports on the strenfthe association. The scale used has values
ranging from negative 1 (-ve), through “0” to postl (+ve). When the Pearson correlation
Coefficients has a value closer to Positive (+velNegative (-ve) 1, then the association or
correlation is said to be strong. A value closerOtoon either side indicates a weak
relationship. Secondly, it reports on the directitne direction can either be positive (+ve) or
Negative (—ve). Positive (+ve) means that an irsgaa independent variable values causes
an increase in associated dependent variable véBoeses). On the other hand, negative (-
ve) direction means that when there is a rise lnegsin one variable, it causes the values of
the associated variable to decrease. The variablesad to have an inverse relationship.
Finally, it reports on the significance; when theue of significance is less than 0.05 the
correlation is significant, while on the other hantien the value is greater than 0.05 the
correlation is not significant.

In situations where it is suspected that the aatioa between independent and dependent
variables is being influenced by other factorsegittlirectly or indirectly, there may be need
to eliminate the influence of these factors on ribl@ationship in order to get a clearer and
more accurate indication of the relationship owoasgion between the two variables. This is

achieved by statistically removing the influencdhsd confounding factor.
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Correlation between Independent and Dependent Variales

In table 10, the Pearson correlation coefficieniMeen the performance expectancy (PE) and
behavioral intention (BI) is positive and signifitaat 0.315**. This is means that increases in
the students’ performance expectancy results iargesponding rise in behavioral intention
to accept and use cloud computing services. Theelation between effort expectancy and
behavioral intention is negative and weak at -0.044). Effort expectancy and behavioral
intention have an inverse relationship, where a insthe effort expectancy results in a drop
in the behavioral intention. The result is not gigant because the value of significance (2-
tailed) is 0.525, which is more than 0.05. The eation between social influence and
behavioral intention has a Pearson correlationfiooert of -0.007, signifying a negative and
very weak association between these two variables.correlation is not significant because
the value of the significance (2-tailed) componerteeds 0.05. The Pearson correlation
coefficient for the correlation between facilitagircondition and behavioral intention is
0.227**, an indication that the association betwekease two variables is positive. The

significance (2-tailed) is 0.001 which is less tfa05 threshold and hence the association is

significant.
Table 10 Pearson Correlation between Independent and depetvariables
Pearson Correlation Between Independent and Depel@eiables
Correlation Coefficient & Dependent Variable
i Significance Measure
Independent Variables g Behavioral Intention (BI)
Pearson Correlation 0.315™
Performance Expectancy (PE)
Sig. (2-tailed) 0.000
Pearson Correlation -0.044
Effort Expectancy (EE)
Sig. (2-tailed) 0.525
- ) Pearson Correlation -0.007
Social Influence (SI
Sig. (2-tailed) 0.920
. *%
Facilitating Conditions (FC) | Péarson Correlation 227
Sig. (2-tailed) 0.001
**_Correlation is significant at the 0.01 leveH@iled).

Source:Research

Page 47



Correlation for PE and BI with control Variables

The correlation between the performance expectamclybehavioral intention with control
variables; age, gender and duration of usage an@rsin table 11. The correlations between
PE and BI with age, gender and duration of useoatra variables are; +0.319, +0.311 and
+0.318 respectively. Positive correlation coefiitien all the above cases is an indicator of a
direct relation between the two variables; an iasesin PE leads to an increase in Bl. Based
on this, the correlation between EF and Bl is pasiand strong. The significance (2-tailed)
values are more than the threshold of 0.05 intadl ¢ases and this makes the association

insignificant.
Table 11:Pearson Correlation foPE andBI with control Variables
Pearson correlations between IV & DV, with Contvalriables
Performance Expectancy (Independent Variable) atthtdioral Intention (Dependent)
Control Variables Pearson Coefficient Bl

e Gender PE | Correlation 0.319
Significance (2-tailed) 0.000

« Age PE | Correlation 0.311
Significance (2-tailed) 0.000

- Duration of Usage (Experience) | PE| Correlation 0.318
Significance (2-tailed) 0.000

** Correlation is significant at the 0.01 leveHailed).

Source Research
Correlation for EE and BI with control Variables; A ge, Gender and Duration of use
Table 12 shows the correlations between effort ebgmey and behavioral intention, with
age, gender and duration of use as the contrahias.

Table 12 Pearson Correlation for EE and Bl with control Nables

Effort Expectancy (Independent Variable) and Bebililntention (Dependent)

Control Variables Pearson Coefficient EHE

e Age EE | Correlation -0.033
Significance (2-tailed) 0.626
* Gender EE | Correlation -0.065

Significance (2-tailed) 0.342

« Duration of Usage (Experience) | EE | Correlation -0.054

Significance (2-tailed) 0.428

** Correlation is significant at the 0.01 leveH@iled).

Source:Research
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The correlations between EE and Bl with age, geaddrduration of use as control variables
are; -0.033, -0.065 and -0.054 respectively. Trgatiee correlation coefficient values in all

the above cases are an indicator of an inverséamrlaetween EE and BI. Given that the
values are much lower than the highest possibleevalf -1 (on the negative side), the
correlation between EE and Bl is weak and negalite significance (2-tailed) values are

more than the threshold of 0.05 and this makeaskeciation insignificant.

Correlation for SI and BI with control Variables; A ge, Gender and Duration of use

The correlation between the Social Influence arfthb®ral intention with control variables;
age, gender and duration of usage are shown ia f&blThe correlations between Sl and BI
with age, gender and duration of use as controlabkes are; -0.01, -0.001 and -0.014
respectively. Negative correlation coefficient Ihtee cases here is an indicator of an inverse
relation between the two variables. Given thatwthkies are far from the maximum -1, the
correlation between Sl and Bl is weak and negafffee significance (2-tailed) values are

more than the threshold of 0.05 and this makeaskeciation not significant.

Table 13 Pearson Correlation for S| and Bl with control Nables

Social Influence (Independent Variable) and Behalimtention (Dependent)
Control Variables Pearson Coefficient Bl
' -0.01
« Gender Sl Correlation
Significance (2-tailed) 0.885
' -0.001
. Age Sl Correlation
Significance (2-tailed) 0.984
 Duration of Usage S| Correlation -0.014
(Experience)
Significance (2-tailed) 0.838
** Correlation is significant at the 0.01 leveH@iled).

Source:Research
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Correlation for FC and Bl with control Variables

The Pearson correlation coefficients of the assiociabetween facilitating condition and
behavioral intention with age, gender and durabbmise as control variables are shown in
table 14. The correlations between Sl and Bl wgh, ayender and duration of use as control
variables are; +0.223, +0.228 and +0.225 respdygtif@e positive correlation coefficient in
all the cases here is an indicator of a directimgiebetween the two variables; an increase in
the value of FC leads to an increase in the vall&d.dBased on this, the correlation between
Sl and Bl is positive and strong. The significaf2eailed) values are less than the threshold

of 0.05 and this makes the association significant.

Table 14 Pearson Correlation for FC and Bl with control Kables

Facilitating Condition (Independent Variable) anehBvioral Intention (Dependent)
Control Variables Pearson Coefficient FC
e Gender FC Correlation 0.228
Significance (2-tailed) 0.001
+ Age FC Correlation 0.223
Significance (2-tailed) 0.001
¢ Duration of Usage FC Correlation 0.225
Significance (2-tailed) 0.001
** Correlation is significant at the 0.01 leveH@iled).

Source:Research
Correlation for PE and Bl with age and gender as aatrol Variables
Table 15 shows the results of correlation when lagignand gender are control variables. The

results are positive and significant, an indicatioat a rise in PE will result in a rise in BI.

Table 15 Pearson Correlation foPE andBI with Gender and Age as control Variables

Performance Expectancy (Independent Variable) atthiBioral Intention (Dependent)
with Control Variables

Control Variables: Gender & Age Bl
PE | Correlation 0.315
Significance (2-tailed) 0.000

** Correlation is significant at the 0.01 leveH@iled).
Source:Research
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Correlation for FC and Bl with age, gender and durdion of use as control Variables

The correlation between FC and BI, with age, geradet duration as control variables is
shown in tablel6. The association is positive amphificant, an indication that better

facilitating conditions would lead to a rise in thehavioral intention to use cloud computing

services.

Table 16 Pearson Correlation: FC & Bl with Age, Gender &uEation of use as control

Variables

Facilitating Condition (Independent Variable) anehBvioral Intention (Dependent), with
Control Variables

Control Variables: Duration of Usage & Gender &
Age Pearson Coefficient Bl
FC | Correlation 0.224
Significance (2-
tailed) 0.001

**_Correlation is significant at the 0.01 leveH@iled).
Source Research

Table 17 shows a summary of correlation betweerpaddent variables and the dependent

variables when age and gender are the controlblaga

Table 17:Pearson Correlations for PE, EE, Sl, FC and Bl watimtrol variables; Age &

Gender
Correlations

Control Variables PE EE Sl FC
Age & Gender PE| Correlation 1.000 0.066 -0.004 0.234
Significance (2-tailed : 0.337 0.954 0.001
EE | Correlation 0.066 1.000 0.308 0.084
Significance (2-tailed) 0.337 : 0.000 0.224
Sl Correlation -0.004 0.308 1.000 0.164
Significance (2-tailed) 0.954 0.000 : 0.017
FC | Correlation 0.234 0.084 0.164 1.000

Significance (2-tailed) 0.001 0.224 0.017 :
Bl | Correlation 0.315 -0.054 -0.005 0.302
gﬁ’é‘g)'cance (2- 0.000 | 0437 | 0947 0.047

Source:Research
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Table 18 shows a summary of the correlations betviee independent and the dependent

variables when age, gender and duration of usthareontrol variables.

Table 18:Pearson Correlations for PE, EE, Sl, FC and Bl witbntrol Variables — Age,
Gender and Experience

Correlations

Control PE EE Sl FC
Variables
Age, Gender &
Duration of Use| PE Correlation 1.000 0.070 0.001 0.268
Significance (2-tailed) : 0.312 0.991 0.000
EE | Correlation 0.070 1.000 0.299 0.215
Significance (2-tailed) | 0.312 : 0.000 0.002
SI | Correlation 0.001 0.299 1.000 0.075
Significance (2-tailed) | 0.991 0.000 : 0.277
FC | Correlation 0.266 0.215 0.075 1.000
Significance (2-tailed) | 0.000 0.002 0.277 :
Bl | Correlation 0.315 -0.056 -0.008 0.224
Significance (2-tailed) | 0.000 0.416 0.906 0.001

Source:Research

4.4 Analysis of Effects of Moderating factors on Hmary factors
Cross tabulation between the independent variadseach moderating factor was done to
establish how each moderating factor influencesais®ciation between the independent and
dependent variable. Age limit was defined in orecreate a distinction between the young
and the old. Young was defined as the age belowed6s while old was any age above 36
years.
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Table 19 shows cross tabulation between gender pmrtbrmance expectancy; higher
numbers of males gave a response of agree, amaiimticthat they find cloud computing
services convenient and useful in accomplishingsks.

Table 19 Cross tabulation between Gender and performaxpeetancy

Gender * Performance Expectancy Cross tabulation

Disagree Neutral Agree | Total
Gender| Male Count 4 4 128 136
% within 0 0 0 100.0

Gender 2.9% 2.9% 94.1% %

Female Count 1 1 79 81

% within 0 0 0 100.0

Gender 1.2% 1.2% 97.5% %
Total Count 5 5 207 217
% within 0 0 0 100.0

Gender 2.3% 2.3% 95.4% %

Source Research

The result of cross tabulation between age andpednce expectancy are shown in table
20. It is evident that there are more studentsvibdltre age of 36 who agree that cloud

computing services are convenient, useful and & positively towards accomplishment

of tasks.
Table 20: Cross tabulation between age and performance eapegt
Age * Performance Expectancy (Cross tabulation)
Age Disagree| Neutral Agree Total Aver: Young/Old
19 -24 | Count 4 4 106 114 .
(%) 3.5% 3.5% 93.0% 100.0% Young:
Count 0 1 55 56 96% of all the
25-30 young agree
(%) 0.0% 1.8% 98.2% 100.0%
31-36 Count 0 0 31 31
(%) 0.0% 0.0% 100.0% 100.0% ol
37-42 | Count 0 0 13 13 :
0,
(%) 0% 0% | 100.0% | 100.0%| o5o%ofallthe
old agree
43+ Count 1 0 2 3
(%) 33.3% .0% 66.7% 100.0%
Total Count 5 5 207 217
(%) 2.3% 2.3% 95.4% 100.0%

Source Research

The results show that 106 (93%) of students betwleemges 19 years to 24 years agree, 55
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(98.2%) in the ages between 25 years to 30 yeaee amnd 31 (100%) of students between
the ages of 31 years to 36 agree. The combinedmsesp shows that 96% of all the young

(ages: 19 years to 36 years) agree with the pedoca expectancy statements compared to
93.5% of the old (Ages above 36 years), which iegplihat the performance expectancy is
stronger for the younger students.

The cross tabulation between gender and effort@apey in table 21 is designed to show

the effect of gender on effort expectancy as reltdethe adoption and use cloud computing

services.
Table 21:cross tabulation between gender and effort expegtan
Gender * Effort Expectancy Cross tabulation
Gender Disagree Neutral Agree Total
Male Count 3 12 122 137
(%) 2.2% 8.1% 89.7% 100.0%
Female | Count 44 5 33 81
(%) 54.4% 5.1% 40.5% 100.0%
Total Count 46 17 154 217
(%) 21.4% 7.0% 71.6% 100.0%

Source Research
A high response rate of agree implies that theestigdfeel that they require less effort while
a low response of agree would imply that most sttgleequire more effort. Table 21 shows
that 89.7% of all total males agree while 40.5%ha&f females agree, an indication that the
when compared to the malde female students feel that more effort is required to learn
and acquire skills necessary for use of cloud computing services compared to the male

students.
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The cross tabulation between duration of usageeffiodt expectancy in table 22 shows that
55.1% of the students who have used cloud servarea period of 1 year agree that their
interaction with cloud computing services is claad understandable, it is easy for them to
be skillful at using cloud computing services ahdttt is easy to learn to operate and to use
cloud computing services. On the other hand, 41% a$e with duration of use of 1 years
disagree, implying that they find that using clmainputing required a great deal of effort.
The percentage of those who disagree drops drastically with increase in experience as
shown in table 22 where the percentage of disagree drops to 13.3% for those with
experience of between 2-3 years and even further to 2.6% for those with experience of over

3 years, an indication that with growing experience, then the students find it easy to be

skillful at using cloud computing services.

Table 22: Cross tabulation between duration of use and ef#fgpectancy

Duration of Usage * Effort Expectancy Cross takbolat
Duration of Use | No. /(%) Disagree Neutral Agree Tal
1 year No. 32 3 43 78
(%) 41.0% 3.8% 55.1% 100.0%
2 to 3 years No. 13 4 81 98
(%) 13.3% 4.1% 82.7% 100.0%
Over 3 years No. 1 8 30 39
(%) 2.6% 20.5% 76.9% 100.0%
Total No. 46 15 154 215
(%) 21.4% 7.0% 71.6% 100.0%

Source Research
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In order gain an understanding of the relationdtepiveen age and the effort expectancy
construct, a cross tabulation between age andt eftpectancy was done; shown in table 23

Table 23 cross tabulation between age and effort expegtanc

Age * Effort Expectancy Cross tabulation

Age Disagree| Neutral Agree Total Aver: Young/Old
19 -
o Count 15 10 89 114  ohof ey

(%) 132% | 88% | 78.19% 100.09 '>4%0fthe Young
25-30 | Count 18 4 32 54 Agree, While
31-36 | Count 8 0 23 31

(%) 25.8% .0% 74.2%  100.09
37-42 | Count 5 1 7 13

(%) 38.5% 7.7% | 53.894 100.0% 62.5% of the old
43+ | Count 0 0 3 3 agree while31.3%

100.0 .

(%) .0% .0% % 100.0% disagree
Total | Count 46 15 154 215

(%) 21.4% 7.0% 71.6% 100.0%

Source Research

The results in table 24 show a cross tabulatiomnvéeh gender and social influence. The
results tend to suggest that more females (50.68apcke that social influence plays a role in

their adoption and use of cloud computing services.

Table 24:cross tabulation between gender and social infleenc

Gender * Social Influence Cross tabulation
Disagree Neutral Agree Total
Gender Male Count 43 42 52 137

YRV
% within 31.6% 30.1% 38.2% 100.0%
Gender

Female Count 40 20 21 81
YR
% within 50.6% 24.1% 25.3% 100.0%
Gender

Total Count 83 62 72 217
YRR
% within 38.6% 27.9% 33.5% 100.0%
Gender

Source Research
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Table 25 shows a cross tabulation between ageaa sfluence. The results show that for

the young (age groups 19years to 36 years), 37&ggie, 30% gave the response of neutral

while 33% gave the agree response. On the othel, fanthe old (age above 36 years) 39%

disagree, 44% gave the response of neutral white teE8ponded with agree.

Table 25: Cross tabulation between age and social influence

Age * Social Influence Cross tabulation

Age Count/Percent| Disagree Neutral Agree Total
19 -24 Count 43 29 41
Percent (%) 38.1% 25.7% 36.2% | 37%(Disagree),
25-30 Count 22 12 22 30% (neutral) &
Percent (%) 39.3% 21.4% 39.3%
33% (Agree
31-36 Count 10 13 7 0 (Agree)
Percent (%) 33.3% 43.4% 23.3%
37-42 Count 7 6 1 39% (disagree),
Percent (%) 53.8% 38.5% 1.7% | 4404 (neutral) &
43+ Count 1 2 1
0,
Percent (%) | 25% 50% 25% 16% (agree)
Total Count 83 62 72 217
Percent (%) | 38.6% 27.9% 33.5% 100.0%

Source: Research

Table 26: Cross tabulation between duration of use and Sdnfhalence

Duration of Usage * Social Influence Cross tabolati
Duration of Use Count/Percent Disagree Neutral Agree Total
1 year Count 44 20 16 80
Percent (%) 55.7% 24.1% 20.3% 100.0%
2 to 3 years Count 28 31 38 97
Percent (%) 28.9% 32.0% 39.2% 100.0%
Over 3 years Count 11 11 18 40
Percent (%) 28.2% 25.6% 46.2% 100.0%
Total Count 83 62 72 217
Percent (%) 38.6% 27.9% 33.5% 100.0%

Source: Research
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To understand the relationship between gender agititéting conditions construct, a cross
tabulation between gender and facilitating condgiavas done; shown in table 27.

Table 27: Cross tabulation between Gender and facilitationdigon

Gender * Facilitating Condition Cross tabulation
Disagree Neutral Agree Total
Gender Male Count 18 41 77 136

Percent (% 13.2% 30.1% 56.6% 100.0%
Female Count 7 27 47 81

Percent (% 8.6% 33.3% 58.0% 100.0%
Total Count 25 68 124 217

Percent (% 11.5% 31.3% 57.1% 100.0%

Source Research

Table 28 shows that 209 students, which is 96.5%lIaftudents agree behavioral intention
measure statements that; that they intend to aomtusing cloud computing services, they
predict that they will continue using cloud compagtiservices and will always use cloud

computing services. 1.1% of the students disagrdethese statements.

Table 28 Cross tabulation of users and behavioral Intention

No. of users * Behavioral Intention
Response Disagree Neutral Agree Total
No. of Students 3 5 209 217
Percent 1.1% 2.4% 96.5% 100%

Source:Research
Table 29: Tabulation between Age groups and Gender

Age Group Vs Gender

Age Groupings Male Female Total

Count Percent Count Percent Count
(19 -24) Years 83 73.5% 30 26.5% 113
(25-30) Years 28 50.9% 27 49.1% 55
(31-36) Years 18 56.3% 14 43.7% 32
(37-42) Years 5 38.5% 8 61.5% 13

43+ Years 2 50.0% 2 50.0% 4

Total 136 81 217

Source Research
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Table 30: Duration of Use Vs Age Group

Duration of Use Vs Age group
Category Male Count | Female Count
Young (19 -36 years) 50 46
1 year
Old (37 and above) 1 8
Young (19 -36 years) 45 21
2 to 3 years
Old (37 and above) 4 1
Over 3 years Young (19 -36 years) 34 5
Old (37 and above) 2 0
Total 136 81

Source:Research

4.5 Hypothesis Validation

H1: Performance expectancyis positively associated with tHgehavioral intention and
this effect will be moderated lyenderandage such that the effect will be stronger for men
and in particular younger men.

From table 10, the correlation between Performdbhqeectancy and Behavioral Intention is
+0.315**, an indicator that Performance Expectaiscgositively associated with Behavioral
Intention. The significance (2-tailed) is 0.000;adue that is less than 0.05 which implies that
this correlation is significant. When control vdnies are introduced, the correlation between
performance expectancy and behavioral intentioranesnpositive and significant; at +0.319
when gender is the control variable, at +0.311 wdgm is the control variable and at +0.318
when duration of usage is the control variable. Whender and age are used as control
variables, the correlation still remains positived asignificant with Pearson correlation
coefficient of +0.315. The cross tabulation betwgender and performance expectancy in
table 19 shows that more male students agree Wthrteasure statements of performance
expectancy and furthermore, cross tabulation betwege and performance expectancy
shows that the agree response stronger in the yauB§% compared to the old at 93.5%.
Given that most of the males are between ages geais to 36 years, then the performance
expectancy is stronger for males, especially thengoHypothesis 1 is supportecand we

therefore accepted.

Page 59



He and Lu (2007) in their research on factors itifaience consumer’ behavioral intention to
accept and use mobile advertising established pleatormance expectancgnd social
influence were the main determinants of behaviorskention towards consumer’s
acceptances of mobile advertising, while faciliigticondition and behavioral intention
directly influenced use behavior. Using UTAUT, Aladhi and Morris (2008) investigated
the adoption of e-government services in Kuwait tmair findings showed thgterformance
expectancyeffort expectancy and peer influence were therdghants behavioral intention
to adopt and use e-government services while fatrig conditions and behavioral intention
directly influenced the student’s use behavior.cAlBibenderana and Ogao (2008) found that
performance expectancgnd social influence were non-significant factams predicting
behavioral intention to use electronic Library segg in Ugandan Universities. Further,
Adell, E. (2009), while studying driver experienaed acceptance of driver support systems
established thaperformance expectancgnd social influence had a significant effect on
behavioral intention, while facilitating conditiodsrectly influenced the use behavior. While
examining the behavioral intention towards the &dop and use of Medical
Teleconferencing Application, Biemans, Swaak, Hegti & Schuurman (2005) found that
performance expectanagnd effort expectancy were the main determinahtbebavioral
intention while social influence did not play a rsficant role in determining behavioral

intention towards acceptance ad use of the methkdonferencing application.

H2: Effort Expectancy is negatively associated withehavioral intention and this effect
will be moderated bgender, age andexperience such that the effect will be stronger for
females, particularly younger females, and pardidulat early stages of experience.

The results in table 10 show that the correlatietween Effort Expectancy and Behavioral
Intention is -0.056479 (-ve) an indicator that EffBxpectancy is negatively associated with
Behavioral Intention. Table 21 shows that more wor(®1.4%) were in disagreement with
effort expectancy measure statements comparedote tivho agree (40.5%). Further, the
results in table 29 shows that in this study, theber of women in the range 19 years to 36
years, who were categorized as young and with perence of up to 1 year were 46, which
is 56.8% of the total number of women sampled,naicator that a higher percentage of the
women disagree which the effort expectancy stat&sneB3 (71.7%) disagree, while
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13(28.3.2%) agree with the Effort Expectancy measiatements. There were 21 young
female students with experience of between 2 yiaByears, and out of these, 8 (38.1%)
disagree with the EE measure statements, while613®%) agree. These results show that
with growing experience, young female find thatytimeed to use less effortlowever, the
correlation between EE and Bl in this study wasntbuo be weak and not significant;
Significance (2-tailed) is more than 0.05 which i@ that this correlation is not significant.
Hypothesis 2 is therefore not supporteénd hence we discard the hypothesis.

Rahman et al., (2011) found that the Intention e WDigital Library among Malaysian
Postgraduate students was mainly determined byoiPeshce Expectancy anBffort
Expectancyin addition to information quality and service {tya Yahya et al (2011) using
UTAUT model researched on measuring user acceptahdeSyariah portal in syariah
courts in Malaysia and found that performance etgray, effort expectancyand social
influence appeared to be significant direct deteemis of user acceptance and usage
behavior. Adell, E. (2009) established treffort expectancydid not have an effect on
behavioral intention, unlike in most cases of infation technology adoptions. While
examining the behavioral intention towards the &dop and use of Medical
Teleconferencing Application, Biemans, Swaak, Hgti & Schuurman (2005) found that
performance expectancy amdfort expectancyere the main determinants of behavioral
intention while social influence did not play a rsigcant role in determining behavioral

intention towards acceptance ad use of the methdonferencing application.

H3: Social Influence is positively associated witlhéeoral intention and this effect will be
moderated byender, age andexperience such that the effect will be stronger for women,
particularly older women in the early stages dfi@hiusage.

From the results in table 10, the correlation betweocial Influence and Behavioral
Intention is -0.007 (-ve) an indicator that Sodiafluence is negatively associated with
Behavioral Intention. The results in table 24 shbat overall, 50.6% of the female students
were in disagreement with the social influence meastatements compared to the males at
31.6%. Out of the 40 (50.6%) women who agree, 235@) were young (ages; 19 — 36)
while the remaining 7 (17.5%) were old. These tssshow that social influence has a
negative association with behavioral intention d@nat the effect is stronger for younger
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women contrary to the stated hypothesis. The saamte (2-tailed) is more than 0.05 which
implies that this correlation is not significanhé&se findings imply thatypothesis 3 is not
supported and we therefore reject it.

Tibenderana and Ogao (2008) in their research aor&ainfluencing behavioral intention to
use electronic Library services in Ugandan Unit@sifound that performance expectancy
and social influencewere non-significant factors. Jong, D and Wand2009) studied the
student acceptance of web-based learning systemtlandesearch results showed that
performance expectancy, facilitating conditions aswmtial influence have significant
influence on behavior intention and additionallghbvior intention andocial influenceéhave
direct impact on system usage. Adell, E. (2009)jlevstudying driver experience and
acceptance of driver support systems establishad pghrformance expectancy ardcial
influencehad a significant effect on behavioral intentishjle facilitating conditions directly
influenced the use behavior. While examining thieavéoral intention towards the adoption
and use of Medical Teleconferencing ApplicationeBans, Swaak, Hettinga & Schuurman
(2005) found that performance expectancy and e#xpectancy were the main determinants
of behavioral intention whilsocial influencedid not play a significant role in determining

behavioral intention towards acceptance ad uskeoitedical teleconferencing application.

H4: Facilitating conditions will not have any significant influence dxehavioral intention.
The partial Correlation coefficient results for tbarrelation between facilitating conditions

and behavioral Intention in table 10 is positiveD#27** and the correlation is significant.
When control variables are introduced, table 13shihat the Pearson correlation coefficient
is +0.228, +0.223 and +0.225, when gender, age damdtion of use respectively, are
introduced individually. Furthermore, table 16 slsothat when the three moderators are
together introduced as control variables, the ¢ation is still significant with a Pearson
correlation coefficient of +0.224ypothesis 4 is not supportecand we therefore reject it.
This result invalidates the findings of Venkateshale(2003) which showed that facilitating
conditions construct does not have any signifiedfeict on behavioral intention.

Adell, E. (2009), while studying driver experienaed acceptance of driver support systems
established that performance expectancy and sodiaence had a significant effect on

behavioral intention, whiléacilitating conditionsdirectly influenced the use behavior. Adell,
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E. (2009) further established that effort expecfadi not have an effect on behavioral
intention, unlike in most cases of information teclogy adoptions. He and Lu (2007) in
their research on factors that influence consurbehavioral intention to accept and use
mobile advertising established that performanceeetgmcy and social influence were the
main determinants of behavioral intention towardsstumer’s acceptances of mobile
advertising, whilefacilitating condition and behavioral intention directly influenced use
behavior. AlAwadhi and Morris (2008) investigaté tadoption of e-government services in
Kuwait and their findings showed that performangpeetancy, effort expectancy and peer
influence were the determinants of behavioral imbento adopt and use e-government
services whilefacilitating conditions and behavioral intention directly influenced the
student’s use behavior. In an attempt to estaltfisirole played by motivation in e-learning
technology adoption, Maldonado, Khan, Moon and RB009) found thatfacilitating

conditionsdid not play a significant role in predicting thee behavior.

H5: Behavioral Intention will have a significant influence amse behavior
The results of the study show that the indepensglariables PE, EE, Sl and FC have an

influence on BI. All students who agree with theasire statements for behavioral intention
are using the cloud computing services, then weeatgat the high percentage (96.5%) of
agree in table 28 explains the fact that the stisd@re currently using the services and intend
to do so in futureHypothesis 5 is supportedand we thereforaccept it. These findings are
consisted with the findings in the reviewed literat Behavioral Intention directly influences
the use behavior.

He and Lu (2007) in their research on factors itfédence consumer’ behavioral intention to
accept and use mobile advertising established pleatormance expectancy and social
influence were the main determinants of behaviorgkention towards consumer’s
acceptances of mobile advertising, while facilitgticondition andbehavioral intention
directly influenced use behavior. AlAwadhi and Merf2008) investigated the adoption of e-
government services in Kuwait and their findingewtd that performance expectancy, effort
expectancy and peer influence were the determirmdriishavioral intention to adopt and use
e-government services while facilitating conditiomsd behavioral intention directly
influenced the student’s use behavior.
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4.6 Summary of the findings:

Hypothesis| Dependent| Independent :
. : Moderators Explanation
Code Variable Variable ° ° P I
PE positively associated with Bl
and the effect is stronger for me;
H1 Bl PE Gender & Age ,
particularly the young. The
correlation is significant.
EE is negatively associated with
Gender, Age | Bl and the effect is stronger for
H2 Bl EE & Duration of | young females in their initial
use stages of adoption. The correlati
is not significant.
Sl is negatively associated with K
Gender, Age _
) and the effect is stronger for
H2 Bl SI & Duration of _
younger women. The correlation
use
is not significant.
FC has a significant effect BI.
Gender, Age _ _
) This effect is moderated by
H4 Bl FC & Duration of _
Gender, Age and Duration of
use
usage.
Use The BI has a significant influence
HS ) Bl None ) ] )
Behavior on the behavioral intention

DN

I
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4.7 The Focus Group Discussion

The study used focus group discussion (FDG) inrotdeadiscuss and explore the students
responses to various construct measures, in an &ff@xplain possible underlying reasons
for various responses. We established that the evegrstudents found that a cloud service
useful to them, they were sufficiently motivatedléarn how to use it and did not therefore
consider the effort required to learn and gainlsloh how to use it as a hindrance to the
adoption and use of the cloud service. Further,esofithe students that participated in the
FGD revealed that they learnt how to use cloudisesvvoluntarily, over a long period of
time, out of fun and not because of an urgent prgsseed to use the cloud service for an
important task. Another contributing factor as afehe participant put it;Given that most
cloud services providers include a help guide azirtivebsite, in addition to availability of
numerous sites on the internet with clear and gtiaiforward how to do procedures, | did
not have to exert much effort to learn how to use services Therefore, whereas the
association between EE and Bl had an inverse oelaierefore confirming Venkatesh et al.,
(2003) findings in part, the correlation betweea tlwo was not significant.

Social influence, otherwise referred to as Subjediorm is as an individual's perception
of social normative pressures from friends, collessy bosses, parents or teachers beliefs that
he or she should or should not perform a partichédravior. Venkatesh et al., (2003) found
that in an environment where the technology adapsonot mandated, the social influence
construct would not have any significant influenae behavioral intention. This study
involved university students who adopted publicliaitable cloud computing services on
voluntary basis. Through the Focus Group Discusdio@ student revealed that they were
reluctant to admit that they learnt how to use eraninfluenced to use the cloud services by
others. The ego factor could not allow the studémtseadily admit because of the fear that
their colleagues would look down upon them. The dlenstudents were more willing to
admit that they were socially influenced to leamd aise cloud services than their male
counterparts.

The focus group discussion established that weesealents were eager to learn and
know how to use cloud services, they paid attentmithose that significantly contributed

towards making their work easier or those that déuklthem accomplish their task much
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faster. As one participant summed it upwould not hurt to learn all that there is to lea
about available cloud services and how to use thmrn| tend to pay close attention to those

cloud services that appear to help me in my daibk$

4.8 The conceptual model showing casual relationgis and Correlation coefficient
values
The figure below shows the research conceptual musdel in this research with the casual

relationship between the variables and the partiakelation coefficient values.

Figure 16: Conceptual Model - casual relationships and Cortiela coefficient values
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4.8 The Resulting Model

The Pearson correlation coefficient results in dab? and table 18 shows that only two
independent variables; Performance Expectancy aadilithting Conditions have a

significant effect on the Behavioral Intention. Tal28 shows results of cross tabulation
between the number of users and the behaviorahtiote measure statements. The

percentage of users who agree with the measurensats is 96.5%, while those in
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disagreement were 1.1%. The higher percentageedttiuents who agree to these statements
explains why they are currently using the cloud/isess. The behavioral intention was found

to directly influence Use Behavior.

The resulting modified model, which can be usedagsost adoption evaluation model is

shown figure 17.

Figure 17: Resulting Model
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CHAPTER 5 : CONCLUSION AND RECOMMENDATIONS

5.0 Conclusion

The finding of this study show that in the Kenyanikgrsity setting, social influence and

effort expectancy are negatively associated withalmral intention but their association

with behavioral intention is not significant ancetéfore they do not have any significant
influence on behavioral intention to accept and ciseid computing services among the
Kenyan university students. The performance expegtand facilitating conditions are both

positively associated with behavioral intention #&wds acceptance and use of cloud
computing services and that the two are main detexms of behavioral intention to accept
and use cloud computing services in the UnivessitieKenya. The study established that;
there is minimal assistance available to the stisdenvards use of cloud computing services
in the Universities in Kenya, the female studems aspecially younger ones feel that more
effort is required to learn and acquire skills reseey for use of cloud computing services
compared to the male students and, with growingeeepce, the students find it easier to

learn and become skillful at using cloud compusegyices.

5.1 Research objectives:

First objective: Establish and compare the levels of utilizatioiboftware as a Service
(SaaS), Platform as a Service (PaaS) and Infrasiinecas a Service (laaS).

The research question associated with this reseabpbctive was; which category of
computing service; PaaS, SaaS and laaS is mo&ted® We sought to establish and
compare the levels of utilization of the differefirms of services offered by cloud
computing, with the ultimate aim of finding out hdkey rank in terms of usage. The results
in table 3, shows that Software as a Service (S&a3$)e most utilized cloud service,
followed by Infrastructure as a Service while Riatfi as a Service is the least utilized among
the three categories of cloud services. This imditator that the objective was realized.
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Second objective Establish factors that influence the acceptance asdge of cloud
computing services in institutions of higher leagnin Kenya.

To address this objective, we sought answers tegbend research question of the study;
what factors influence the acceptance and usagewd computing services in institutions of
higher learning in Kenya? The results in tables110,12, 13, 14, 15, 16, 17 and 18 show that
Performance Expectancy (PE) and Facilitating Camdi(FC) have significant influence on
behavioral intention, while Effort Expectancy andcil Influence do not have significant
effect on behavioral intention. The research figdirof Davis (1989), while developing
Technology Adoption Model established that peragiusefulness, a construct which just
like performance expectancy measures the degmhitt an individual believes that using a
system or new technology will help him or her ttait gains in job or task, was a significant
factor that influences technology adoption. Initmesearch and while testing the UTAUT
model in four different organizational settings #omperiod of six months Venkatesh et al.,
(2003) established that among the three primargtcocts that influence adoption and use of
technology namely Performance Expectancy, Efforppdexancy and Social Influence,
performance expectancy was the most importantfinencing technology adoption and use.
Their findings showed that PE had a direct andiogmt effect on behavioral intention.

The findings of this study on the Performance Eigoexy construct concur with the
findings of Venkatesh et al., (2003). This is attler confirmation that performance
expectancy is an important factor in adoption asel @f technology and this can be extended
to cloud computing services adoption in institusasf higher learning in Kenya. He study
results show that Performance Expectancy was fawndssociate positively and had
significant effect on behavioral intention.

In contrast to Venkatesh et al., (2003) findingsFKailitating Condition, which stated
that FC does not have significant influences udetier, this study found that Facilitating
Condition significantly influence behavioral inteart, moderated by age, gender and duration
of use. The correlation results in tables: 10, 18, 17, 18 and appendix 3 show that the
association between Facilitating condition and Bedral intention is positive and
significant. The use behavior was found to be dyeofluenced by behavioral intention.
Table 28 shows a cross tabulation between the nuofhesers and the behavioral intention

summary of responses. The percentage of the udswsagree with statements is 96.5%,
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which translates to 209 students against the a2fuialwho are using the services. The results
show that the objective was achieved; we were #blelentify the factors that influence
behavioral intention and also proved that behalianéention directly influences use
behavior.

Venkatesh et al., (2003) and Davis (1989) found ¢fffart expectancy (perceived ease of
use) of new technology was negatively associatéld adoption of technology and that this
construct was significant in influencing adoptiordaise of technology. This study found that
in the adoption and use of cloud computing servicesiniversities in Kenya, the effort
expectancy or perceived ease of use was negaagslyciated with behavioral intention, but
the correlation between EE and Bl was found to leakwvand therefore EE did not have

significant effect BI.

Third objective: Determine the moderators to the factors that iniltee acceptance and
usage of cloud computing services in the institgiof higher learning in Kenya.

To address this objective, there was a need tageanswers to the third research question;
what is the effect of the moderating factors of,agender and experience on the primary
determinants? Venkatesh et al., (2003) establiimgidthe association between Performance
expectancy is positively associated with the beadraviintention and this effect will is
moderated by gendand age, such that the effect will be strongemnien and in particularly
for younger men. This means therefore that meneapeécially the younger ones are keen to
adopt cloud computing services whenever they pescéhat that new technology will
improve their performance. The results are in age# with the findings Venkatesh et al.,
(2003), by showing that the association betweeraREBI is moderated by age and gender.
The result of cross tabulation between age andpednce expectancy in table 20, shows
that there more students below the age of 36 wheeatipat cloud computing services are
convenient, useful and contribute positively tovgaadcomplishment of tasks. The combined
responses shows that 96% of all the young (agesyeH®s - 36 years) agree with the
performance expectancy statements compared to 98f5%e old (Ages above 36 years),
which implies that the performance expectancy liengfer towards the young. Out of the
96% of the young who agree, 64.5% are male whéde¢maining 35.5% are female, a strong
indication that the performance expectancy is sgttomwards the young male students.
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The second factor that was found to influence bighalv intention was facilitating
conditions. Venkatesh et al., (2003) found thatd#@ctly influence use behavior and does
not have a significant influence of behavioral mten. This study established that FC has a
significant effect on Bl and the association is erated by gender, age and duration of use.
The effect was found to be moderate for both males$ females. The third objective was

realized.

Fourth Objective: Present a model for post adoption evaluation ofidlcomputing services
utilization in the institution of higher learning Kenya

This objective involved answering the question; wisathe appropriate model for post
adoption evaluation of cloud computing servicegha institution of higher learning? The
results of the study from tables 10 to 18 show thatassociation between the independent
variables (PE and FC) and dependent variable (Bd)siégnificant, while the association
between independent variables (EE & SlI) and dependariable (BI) is not significant.
Further, using the aggregate of the responseseobéhavioral intention statements and to
estimate the number of student who agree thatwhiépr are likely to continue using cloud
services in future, we argue that the high perggntegree responses, as shown on table 9
and figure 15, explains the current usage of cleerdices by the students. This leads to the
conclusion that, behavioral intention directly ughces use behavior. By considering the
correlations that are significant between the irtelent (PE & FC) and dependent variable
(Bl) and the association Bl and use behavior atagxgd above, the resulting new model that
can be used for post adoption evaluation of clargtises is shown in figure 17. The fourth

objective of the study was therefore realized.

5.2 Research Assessment:

Whetten, D.A. (1989) developed a framework for eatihg or assessing a conceptual paper.
The framework outlines the factors that should @es@lered in judging a conceptual paper in
order to assess its value added contribution. Tdu®rs can be summarized as; clarity of
expression, impact on research, timeliness andaete. The framework outlines seven key

guestions that must be answered in order to measbether or not a study has made
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significant contributions to the subject area. Tl output of this study is therefore

evaluated against the framework.

a)

b)

What is new? Does the research make a significantalue-added contribution to the

current thinking?

These questions aim at establishing the signifiealdied value contribution of the study
to the existing body of knowledge, in the subjaetaa The study had four objectives that
we sought to address. First, to find out the cleadrices utilization levels, secondly to
identify the primary determinants of cloud compgtiservices adoption and use in the
institutions of higher learning in Kenya, thirdly identify the likely moderating factors in
the association between the primary determinants choud computing adoption and
finally, based on the identified primary determitsaand the moderating factors in the
second and third objectives respectively, to comevith a model that can be used for
post adoption evaluation of cloud computing sewicethe institutions of higher learning
in Kenya. The study established that Effort Expecyadoes not have significant
influence on behavioral intention. These findingesent contrasting results to those by
Davis (1989) and Venkatesh et al., (2003) who atghat Effort Expectancy or ease of
use, was a significant determinant of technologgpédn. The findings also seem to
invalidate the findings of Venkatesh et al., (200&h regard to the facilitating condition
construct. Venkatesh et al., (2003) argued thailifeding condition did not have a
significant effect on behavioral intention instediddirectly influenced the technology
usage. The findings on the two constructs; Effogpéctancy and Facilitating Condition
brings a new dimension to technology adoption thHérs from the findings of Davis
(1989) and Venkatesh et al., (2003).

So what? How will the research change cloud servis@adoption?

The findings of the study show that in the univiggsiin Kenya, where cloud computing
adoption and use is not mandated, performance g&pmcand facilitating condition are
the two primary determinants of behavioral intemtiavhich in turn directly influences
use behavior. The findings of this study will gigahform cloud computing adoption

because the cloud computing service vendors anddars will take advantage of these
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d)

findings to focusing on availing services that &rgpecific user needs and in addition, to
provide conditions or enabling infrastructures tidt facilitate the adoption and use of

cloud computing services. By producing cloud sawithat target users with a certain
specific need, users will tend to only explore aubpt cloud services that help them

accomplish certain tasks.
Are the underlying logic and supportive evidence aopelling?

The study has its foundation on concrete theomesrmodels established and proven by
previously studies. The identification of the indapent variables in the conceptual
model for this study was based on UTAUT model, Wwhoonsolidated eight previous
technology adoption models/theories and therefockuides aspects of adoption that are
lacking in other previous models. The formulatidrtlee hypothesis was based on three
aspects; solid theoretical foundation of previoustpducted and proven study findings,
our own intuition, general knowledge and observeticA good example is the fact that
even though Venkatesh et al., (2003) establishatlithan environment where adoption
of technology is not mandatory, social influenceuldonot have a significant effect on
behavioral intention. We went ahead to test whetieturer influence and peer influence
would lead to Sl having a significant effect on @&ebral intention in an environment
where adoption was voluntary. Secondly, whereask&tesh et al., (2003) argued FC
directly influences Use behavior and that FC does hrave significant influence of
behavioral intention, with the background knowleddgdhe state of internet access and
associated limitations in the Kenyan Universitie®, sought to establish whether there
was a facilitating condition construct would haveedt and significant influence on the

behavioral intention.
How thorough was the study

We first established that studies on individual@am of cloud computing services had
not been previously carried out in Kenya. This vaahieved through a thorough and
detailed review of literature related to technol@gipption, which later narrowed down to
adoption of cloud computing technology for indivedwsers, with a case study of Kenyan

Universities. In order to ensure that the sampte sised in the study was representative
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of the population of study, the sample was deriagd function of the population, using
the formula derived by Yamane (1967:886) and im kith Mugenda and Mugenda,
(2003) who argued that; in the situations whereetiamd resources allow, a research
should take as big a sample as possible sincembisd measure the reliability of the
results. Furthermore, we took into consideratiorinéda (2004) who emphasized that an
optimum sample is one which fulfills the requirentseaf efficiency, representativeness,
reliability and flexibility. The guide for the stydvas a conceptual model derived from
literature with strong and solid justification. Thelection, design and development of the
data collection instruments was based on sevectdrfathe conceptual model, carefully
analysis of the pros and the cons of the variousg of data collection instruments
available and a thorough review of the data cabbectmethods and instruments used in
previous studies. The reliability of the data cdiilen instrument was established in order
to ensure that the collected data was reliables Wais achieved through pre-testing of the
guestionnaire and the FDG guides among a selectag gof prospective students for
semantics and syntax, seeking expert opinion amthgoe on the same and computing
the Cronbach’s Alpha coefficient, which measures degree of consistency between
multiple measures of a variable. Data was collefrtmn bonafide students of the targeted
universities and analyzed using SPSS, a tool thatldeen used successfully in other

previous prominent technology adoption studies.
Is the thesis well written? Does it flow logically?

The structure of the study is such that it statshy giving an informative background
review on cloud computing and technology adoptlbreviews technology adoption and
the theories and models that have been used taiexgichnology adoption. The study
then identifies the UTAUT model from which it deew the conceptual model, with
justifications given for the choice of the UTAUT dwel. A clear research methodology is
outlined; it explains research design, the datdectbn instrument and justifies the
choice. Furthermore, we explain how the reliabibtyd validity of the instrument was
achieved. Data collection, cleaning process antlysisgorocess is clearly outlined. The
results are analyzed by extracting the generalachenistics, summary of responses

statistics, correlation analysis and cross tabutatof important variables and their
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f)

o))

moderators. The discussion of the results is BtriiEsed on the study analysis output and
in order to put the results into perspective imtieh to other studies, there is a purposeful
comparison of various aspects of this study’s figdi with other previous studies from

time to time. Conclusions are drawn, limitationghtighted and recommendations made.

There is therefore a logical flow in the projecite4up.
Why now? Is it of interest to the people?

The adoption and use of computers and computinghtdogy is aimed at saving costs,
reducing amounts of time required to accomplish gesm computational tasks, ensuring
accuracy, increasing production speeds and precaml automating highly repetitive
tasks. There has been a steady increase in thearesmmputing and computing services
in the various fields and this presents severall@hges chief among them; the cost of
acquiring and owning of the resources required ¢etnand satisfy their computing needs
and in addition where the situations demand, tlgpiirement to develop and deploy
applications, the need to lay a complex data conication network infrastructure, carry
out routine maintenance, periodic upgrades of hardwcomponents, setting up,
configuring and periodic upgrades to the system aplication software components.
Cloud Computing, therefore presents a paradignt shi€omputing (Luis et al., 2008).
The shift represents a move away from personal otenp and enterprise server systems
(e.g. application servers and file servers) thag prave costly to implement, to a “cloud”
of computers. Since cloud computing presents aiommif being able to use computing
services without having to incur the cost acquiraognputers, laying down of complex
infrastructure and additional costs of maintenartbe, study is of interest to users,
companies who would be interested in using cloudises to run their operations, cloud
service providers and vendors and government agertbiat may be concerned with

formulating legislations relating to cloud compugtin
Who else including academic researchers are interiesl in this research?

The technology adoption researchers, technology development researchers and
individual user perception researchers will beregdted in the study, with the ultimate

aim of establishing why cloud computing serviceommn may differ from other
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technology adoption. Cloud computing services mters/vendors and prospective cloud
services investors will be interested in this studyorder to find what influences

individual adoption of cloud services and out hdmnt can satisfy their customers’ needs
by providing cloud services that address speci@eds as well as provide facilitating

conditions for use of cloud computing services.

5.3 Limitations and recommendations for further work

There are two major limitations to this study thatre implication for further research work.
The resulting model was derived from the data olethifrom the students who were already
using cloud services. The study did not introduceiedt computing services to the student in
order to learn the adopter’s behavior before, duand after adoption of the cloud computing
services. Given the time constraints in this stutdyould be important for future research
work to observe the adoption process and behatange of the students before, during and
after adoption. This would allow for the validatiohthe new model.

Random sampling may not have allowed us to coflctsamples as relates to factors such
as age, gender and duration of use which may hafeynd moderation effects on the model
relationships. It is therefore recommended thatriutesearch should adopt or use purposeful
sampling in order to gain proper representatiorstofdents in terms of age, gender and

duration of use.
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Appendix 1: Research Questionnaire

The questionnaire has four main sections; the siestion is a brief and general overview of
the background and the objectives of the study. Sdwond section is designed to capture
individual characteristics that included; the Naofethe responded, age, gender, level of
study and the institution where the responded sfudihe third section of the questionnaire
aims at establishing whether the user had any exmer of using the cloud services, the
types of services used and duration of time thpamded had used the services. The fourth
section is a series of statements on each consttuste a responded is required to use a 5
point likert scale to indicate their level of agment with various statements about the

constructs in question.

Background:
This questionnaire is part of a research that seekstablish factors about “adoption and use

of cloud computing services in the institutionshigher learning in Kenya. What is cloud
computing? This is an Information Technology pagadiwhere services are hosted and
accessed from thectoud”. A cloud consists of an Information Technologyrastructure
(servers, data centers, applications and platforthg} located on the internet. This
infrastructure is owned and managed by a vendosewvice provider e.g. Google. As
opposed to traditional computing where data andes are accessed from desktops, laptops
or enterprise server systems, in cloud computimgises are accessed from the cloud, which
is hosted on the internet. The user does not neddvaw the physical location of cloud
infrastructure or deployment and configuration detdahey can access and use the services
available in the cloud from anywhere as long asuser has a connection to the internet and
they meet the conditions set by the vendor.

Privacy and Confidentiality statement:

Your privacy and confidentiality is guaranteed asu yparticipate in this study. The
information you give in this questionnaire will beated as privacy and confidentiality and

will ONLY be used for the purposes for which isleoted.
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SECTION A: STUDENT INFORMATION

1. Name of student (Optional)

2. Current Level of Study: Postgraduate 1 Undergraduate ]
3. Age
4. Gender: Male ] Female ]

5. Institution (Name): University of Nairobi (UoN) [_] Strathmore University (SU) [

Catholic University of East Africa (CUEA) [_1  Kenya Polytechnic University College (KPUC) L]

SECTION B: CLOUD SERVICES

1. Have you used any cloud computing service: (Email, Google Docs, YouTube, Sendspace,

Dropbox, Sky Drive, Google Apps Engine, Ubuntu-one or Windows Azure)
Yes [ No [

If yes, kindly state which one (s):

2. When did you start using the service? (Month and Year)

3. How often do you use the service(s)?
1 Daily [_1Weekly [IMonthly  [1Yearly [1 Do not Know

SECTION C:
Please indicate your level of agreement with the following statements by ticking the appropriate box:

Key: Disagree (D); Disagree Somewhat (DS); Neutral (N); Agree Somewhat (AS); Agree (A)
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1.

PERFORMANCE EXPECTANCY (PE)

No. | Statement D DS AS
PE1 | | find cloud computing service(s) useful in my task
PE2 Using cloud computing service(s) enable me | to

accomplish tasks more quickly
PE3 Using cloud computing service(s) increases my

productivity.
PE4 | Using cloud computing service(s) is convenient & m

2. EFFORT EXPECTANCY (EE)

No. | Statement D DS AS
Eg1 | My interaction with cloud computing service(s) iear

and understandable
gg2 | It is easy for me to become skillful at using clqud

computing service(s).
EE3 | | find cloud computing service(s) easy to use.
EE4 | Learning to operate cloud computing service(spisydor

me

3. SOCIAL INFLUENCE (SI)

No. | Statement D DS AS
s People who influence my behavior think that | skouge

cloud computing service(s)
s People who are important to me think that | shaide

cloud computing service(s).
s My lectures have encouraged me to use of cloud

computing service(s).
si4 My peers have encouraged me to use of cloud congputi

service(s).
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4. FACILITATING CONDITIONS (FC)

No. | Statement DS AS
o1 | have the resourcesfirfancial and/or equipment)
F necessary to use cloud computing service(s)
FC2 | have the knowledge necessary to use cloud congyti
service(s).
FC Cloud computing service(s) is hot compatible witie t
3 university systems | use.
There are people available for assistance with dclou
FC4 computing service(s) difficulties.
5. BEHAVIORAL INTENTION (BI)
No. | Statement DS AS
BI-1 | | intend to continue using cloud computing services
Bl.2 | predict | would continue to use cloud computing
services.
BI-3 | | will always use cloud computing services.
CONTACT:

Mukisa Titus Muhambe

University of Nairobi,

Clo School of Computing and Informatics
P.O. Box 30197 - 00100

Nairobi.

Cellphone Number. 0720-048445

Email: tmuhambe@student.uonbi.ac.ke or muhambemukisa@goma

Your participation in this study is highly appreeid.

Thank you.
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Appendix 2: Cronbach’s alpha reliability test Otitpu

Scal e Scal e Corrected

Mean Vari ance Item Squar ed Al pha

if ltem if ltem Tot al Mul tiple if ltem

Del et ed Del et ed Correl ation Correl ation Del et ed
PE1 75.5193 43. 4732 . 2268 . 1572 . 7929
PE2 75. 8508 40. 1387 . 4040 . 4432 . 7740
PE3 75. 8453 41. 5204 . 2752 . 3571 . 7848
PE4 75. 6740 41.5209 . 3916 . 3579 . 7804
EE1 75. 8785 40. 5074 . 3865 . 3577 . 7262
EE2 75. 8619 40. 5641 . 3877 . 4254 . 7764
EE3 75. 8232 40. 2241 . 4525 . 5573 . 7723
EE4 75. 8287 41. 2316 . 3258 . 4433 . 7815
Sl 1 76. 6851 35. 4058 . 5252 .5731 . 7498
Sl 2 76. 8895 35.1322 . 5598 . 6265 . 7452
Sl 3 77.1050 38.1834 . 1720 . 2960 . 8124
Sl 4 76. 2873 38. 3614 . 3994 . 2790 . 7894
FC1 76. 4751 39.5174 . 2460 . 3870 . 7879
FC2 76. 0608 41. 4130 . 2109 . 2131 . 6894
FC3 78.6133 43. 1607 . 0387 . 1759 . 7300
FC4 77.0166 40. 2719 . 1336 . 2028 . 7071
Bl 1 75.5746 42. 2680 . 4025 . 3576 . 7842
Bl 2 75. 6409 42.1759 . 2394 . 3234 . 7880
Bl 3 75. 8232 40. 9352 . 3526 . 2939 . 7793

Cronbach’s Alpha reliability test results summary

CONSTRUCT VALUE
Performance Expectancy 0.7830
Effort Expectancy 0.7641
Social Influence 0.7742
Facilitating Condition 0.7286
Behavioral Intention 0.7905

Alpha value of > 0.7 is considered acceptable level of reliability (Santos, 1999).
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Appendix 3: Correlations Summary

Summary of Correlation

Independe'nt/Dependent Moderating Correl.af[ion Si_g. (2 Interpretation

Variables Factors Coefficient tailed)
None 0.315* 0.000 Significant
Gender 0.319** 0.000 Significant
Age 0.311** 0.000 Significant
Duration of

PE & BI Use 0.318** 0.000 Significant
Gender &
Age 0.315** 0.000 Significant
Gender, Age
& Duration of
use 0.315** 0.000 Significant
None -0.044 0.525 Not Significant
Gender -0.065 0.342 Not Significant
Age -0.033 0.626 Not Significant
Duration of

EE & Bl Use -0.054 0.428 Not Significant
Gender &
Age -0.054 0.437 Not Significant
Gender, Age
& Duration of
use -0.056 0.416 Not Significant
None -0.007 0.92 Not Significant
Gender -0.01 0.885 Not Significant
Age -0.001 0.984 Not Significant
Duration of

S| & Bl Use -0.014 0.838 Not Significant
Gender &
Age -0.005 0.947 Not Significant
Gender, Age
& Duration of
use -0.008 0.906 Not Significant
None 0.227** 0.001 Significant
Gender 0.228** 0.001 Significant
Age 0.223** 0.001 Significant
Duration of

FC & BI Use 0.225** 0.001 Significant
Gender &
Age 0.302** 0.001 Significant
Gender, Age
& Duration of
use 0.224** 0.001 Significant
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Appendix 4: Focus Group Discussion Guide

“Post Adoption Evaluation model for Cloud computseyvices utilization in Institutions of

Higher Learning in Kenya”:

Focus Group Discussion Guide

Preparation

Consent forms will be distributed to all users ptimthe FGD sessions. The consent form is
reproduced here for completeness.

Consent form

Thank you for agreeing to participate in this resda We are very interested to hear your
valuable opinion on factors that influence the atitmp and use of publicly available cloud
computing services among university students iry&en

* The purpose of this research is to establish ti#ofa that influence the adoption and
use of cloud computing services among universitgestts in Kenya. Our aim is to
identify the determinants of cloud computing adwptand use and the moderating
factors.

* The information you will give us is highly confitiah and your name will not be
associated with anything you say in the focus groumny other time during the
research process

* We will be tape recording the focus group discussiso that we can make sure we
capture all your thoughts, opinions, ideas and ssjigns from the group. Once
again no names will be attached to the tapes aedré¢lcordings will be erased once
we transcribe the information

* You do not have to answer any question if you dde®b like doing so and you may
withdraw from the focus discussion group studyrat tame

» As part of the research we will also be asking gome questions individually. If you
are not sure about a question please feel freeskoaay one of us or you can contact
the lead researcher through telephone number béhsvform

Thank you, Muhambe Titus Mukisa
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(Tel 0720 048 445)

Introduction —10 Minutes

Welcome

Will introduce myself and my two research assigatthe same time sending out a sign in
sheet with few demographic questions such as a&geley, and experience in using cloud

computing services (Duration of use)

» Ask the group members to say their names

» Describe briefly who we are and what we do

* Inform the participants why we are carrying out tlesearch and what we will
do with the information we collect

* Explain to them why they are participating in thé >
Explanation of the process

* Find out how many have participated in an FGD befor

* Explain what FGD is about

» Clarify that we are interested in gathering infortia@m not achieving consensus
» Looking for priorities not long winded lists

* Explain that we will also use questionnaires
Logistics and Ground Rules
The FGD will last at most one hour

* Feel free to move around

* Ask them to suggest some ground rules such as
» Everyone should patrticipate

* Turn off cell phones

» Stay with the group

» Askif anyone has a question before beginning
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***Turn on the tape recorder remembering to giveme time to answer questions before

moving in with probes.
FGD Guide — 60 to 70 Minutes

We would like the discussion to be informal, soelseno need to wait for us to call on you to
respond. In fact, we encourage you to responcctyréo the comments other people make.
If you don’t understand a question, please letnmsk We are here to ask questions, listen,

and make sure everyone has a chance to share

Let us start by finding out from you whether you have used cloud computing services. At
this point we will explain what cloud computing is and give examples of services by

mention a list

Demonstration of the use of SaaS (Google Docs), PaaS (Windows Azure) and laaS (Send
Space) (15 Minutes)

What are you general comments about cloud computing services? Do you find them
useful?

Probes for discussion
* Do you use cloud services? Why?

* When did you start using cloud computing services?

* What prompted you to start using them?

* Were you influenced to start using cloud compusiexyices? By who?

* What is your opinion on the computing environmertha university? Does it is
allow you to access your favorite cloud servicdsol why?

* What features are available in cloud services?

 What additional functionality and features woulduytike to see in cloud
services? Why?

* What features do you find most useful?
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What isinteresting thing about using cloud computing services?

Probes for discussion

* What is the most interesting thing about using dlservices?

* How did you learn about it?

* How many cloud services do you use? Why do yoease?

* What has been your experience with subsequent slenites i.e. after the first?

* In a scale of 1 — 10 how much effort did you exerrder to learn how to use
them (Why do you think it took that much effort?)

Have you ever encountered difficulty when attempting to use a cloud service? What did you
want to do and could not be able to do?

Probesfor discussion
* Why were you not able to do it?

* Did you feel frustrated not being able to use tloeid service?
* Was there someone ready to help?

» Did the help make you able to accomplish the t&Bicpends on previous probe)

Do you feel limited when attempting to use cloud ecoputing services?
What university factors could limit the use of clowl computing services?
Put probes, e.g. no Internet access in the univetis, other people are not using the

cloud services; there is no one to consult in caséproblems, etc.

Probes for discussion

* Do you use cloud computing service outside theeusity environment?

* How often do you use cloud computing services?

* Would you pay to use cloud computing services? Maah?

* Based on your experience with using cloud servisdsyou continue using the

cloud services in future? Why?
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That concludes our FGD. Thank you very much for iogrand sharing your thoughts and
opinions with us. If there is additional informatithat you think of later on please feel free
to contact us and we shall get in touch with you.

Thank you very much.

Muhambe Titus Mukisa

Lead Researcher

University of Nairobi

C/o School of Computing and Informatics

Box 30197-00100 Nairobi Kenya

Email: tmuhambe@student.uonbi.ac.ke

Tel 0720 048 445
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Appendix 5: Letters of Introduction/Recommendationfor

research
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