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ABSTRACT

The performance of WLANSs has tremendously improaelieving speeds that were only witnessed in the
competing wired networks. This has resulted toatth@ption of WLANS in converged networks supporting
both the low and high priority traffic like VolP. i the voice, video, business data, and backgraoraifiic

convergence, a key concern in the WLANS is to afifferentiated services.

Though this can be achieved through the 802.11esRu®lard, it is however done at the expense sf les
priority traffic such as HTTP and FTP. This resbaexplored the EDCF — the QoS mechanism for WLANs
MAC layer and studied the parameters such as mimirmind maximum contention windows (CWmin &
CWmax), arbitration inter-frame spacing (AIFS), arahsmission opportunities (TXOP), that are usetthé
implementation of the QoS algorithm. This study Hesonstrated that if these parameters are nahalbyi

configured, this can result to starvation of the-ariority traffic.

This research was performed in a simulated WLAN8renment using OPNET modeler where three
scenarios with same physical and MAC parametersdmying QoS settings were created. We first
examined the performance of low-priority trafficamon-QoS enabled network using DCF. We laterledab
QoS using HCF and evaluated the impact of highrjyitraffic (with QoS enabled) on low-priority-tifec in

a converged network and finally observed the paréorce of low-priority traffic after modification diie

HCF settings.

From the results of the simulations, it was obsgtheit the DCF’s overall performance was marginaditer
in terms of providing fairness for the transmissidrall traffic. Whereas the EDCF performed extrgnveell
in provision of differentiated services, the lowepity traffic on the other hand considerably soéf from
diminishing resources tending to starvation. Thiswbserved through QoS indicators such as dedakep

loss, and throughput.
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CHAPTER 1 INTRODUCTION

1.1 BACKGROUND TO THE PROBLEM

Since the first Wireless Local Area Networks (WLANschnology was ratified by the IEEE in the ye@99
(IEEE, 2007), tremendous changes and new inventiams occurred, notably we have seen unprecedented
advancements in supported bandwidth from the paNtlps to the current high-speed bandwidth in excé200
Mbps supported by Multiple Input Multiple Out (MIM®@n the most recent IEEE 802.11n WLAN technology.

These great changes have continued to impact thetgdn terms of applications due to the easeepiiayment of
wireless networks. Enterprises are how convertingiteless networks using the high-speed wirelesmections to
connect branch offices into what is known as thérbfmlitan Area Networks (MANSs). Today, most oétimobile
and hand-held devices have the WLAN technologyaalyeembedded in them and can be used at any pbarew

the wireless signal is available for connectivittie wider Internet.

With the pervasiveness of the technology, new appbns are bound to be developed; the conventibatal
transmission over wireless is no longer the exc@nbut the need to transmit all the traffic typeduding data,

voice and video at the required service qualitglev

With the increasingly successful deployment of WLsAhere is a great likelihood that most of theedinetworks
may be replaced in the future. Wireless networksnateamless mobility at both layer 2 and layeWah the
widespread use of multimedia applications, thereeisd for deployment of end-to-end QoS especialiyife real

time applications like interactive voice and video.

The first implementation of the IEEE.802.11 staddatid not have the QoS features but with the seled® 802.11e
standard in 2005, new QoS medium Access control@yé@nhancements were introduced through a new
coordination function known as Hybrid Coordinatieuanction (HCF). HCF comes with the Enhanced Disted
Coordination Function (EDCF) which adds transmisgidoritization to Carrier Sense Multi-access witbllision
Avoidance ( CSMA/CA). HCF also introduced a newtention-free media access for QoS stations (ST@s)
match the old PCF known as HCF controlled chanoetss (HCCA).

1.2 PROBLEM STATEMENT AND PURPOSE OF THE PROJECT
The convenience accrued from the adoption of weseletworks and the development in terms of acpessds
make the WLANS the technology of choice in enabtingnectivity not only to the myriad end user desibut also

the other devices and servers on a network.
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With the voice, video and data traffic convergetread, a key concern in the wireless networks cwoets to be the
issue of provision of differentiated services thglbbumanipulation of the QoS parameters like delégrjand
bandwidth.

This research involved a detailed study in a sitedl&/LAN environment consisting of all the requiggtems
needed to analyze and interpret the traffic pastermelation to application of differing QoS meti The research
focused on the Data Link layer of the OSI referemoelel and specifically on the CSMA/CA which is tHAC
protocol used by WLANS.

The results of this research give more insight thprovision of QoS in a WLAN environment. Theyutd further
contribute to more research on development of bsysems to handle QoS. This research did nosfotbuilding

such systems.

The research activity was mainly devoted to thdystf such factors as bandwidth, delay, jitter,keadoss, and

how they contribute to provision differentiatedffiaquality per user expectations.

The research focused on provision of high qualitgriactive voice communication in a converged emritent
where the business data, less priority traffic deldy sensitive traffic flows all compete for timited channel
resources. An investigation was done to estaltistfairness of 802.11e andselfishnessdue to the fact that QoS

parameters can be altered.

1.3 RESEARCH OUTCOMES AND THEIR SIGNIFICANCE TO KEY AUDIENCES
This research work analyzed the existing IEEE8DR2 IMAC protocol and tested the response to theagtjan of
varying parameters such as the slot time, backuo#rs, inter-frame spacing, and the minimum CWnmid a

maximum contention windows that affect provisiornQfS.

The research contributes further to the growingyttn WLANs by demonstrating results of simulatdceless
networks using current WLAN technologies. Whilegbelata could be used be used for further resetaeeh,
explanation of the limitations of 802.11e QoS wa#kist in deeper understanding of the standardwdduald be

used to further investigate and improve wirelesamaoinication.

The results of this thesis could be used as guidét stakeholders in the wireless industry irigiesg and
developing more efficient solution that bring abbatter end user experience in converged networkament

offering preferential treatment to high prioritaffic and fairness to all traffic types.

1.4 RESEARCH QUESTION/HYPOTHESES/OBJECTIVES

1.4.1 Research question
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This research project sought to answer the questiomhether or not the IEEE802.11e MAC protocolvjes the
optimum QoS operation in a converged network emvirent providing preferential treatment to high ptiotraffic
and at the same time offering fairness to the loaripy traffic.

1.4.2 Research hypothesis

Considering the varying wireless network applicagio intelligent tuning of QoS parameter on 802.M¥eC can
mitigate the unfair treatment of the less priotigffic which could lead to resources starvation.

1.4.3 Research objectives

Taking into account of the expected growth of vésal LANs applications and the move towards convergef all
traffic types on a single physical infrastructutes research sought to address the following Kggatives:

1. To research on the attributes of the MAC layer geol that contribute to the provision of qualitysefrvice
(QoS) for real-time traffic like voice.

2. To study the current IEEE 802.11e quality of sex\dtandard in respect to how it handles real-tnaidic in
terms of priority treatment and fairness to otlessipriority traffic types.

3. To investigate the ‘fairness’ and ‘selfishnesstttean arise from the 802.11e QoS mechanisms.

4. To develop a simulated wireless network model toded to experiment the effects of QoS in a coregtrg
environment.

1.4.4 Assumptions limitations of the research

This research was done on simulated networks amdstassumed that the simulation model would rtoddince
error on the interpretation of the operation of 3@.11 MAC protocol. The simulated tests also mssideal
environment free of interference from weather fextmd no mobility on mobile stations. The accurafcthe

research results therefore are dependent on tliesagcof the simulation model used.

1.5 THESIS ORGANIZATION

Chapter 2 reviews the literature surrounding theANk and the QoS implementation on wireless LANSs.
Chapter 3 discusses the tools used to simulateetveork.

Chapter 4 focuses on the implementation of théefrietwork setup that was used later in the ob8envand the

analysis of the operation of wireless LANSs.
Chapter 5 analyzes the MAC QoS attributes implaateim a simulated WLAN environment.

Chapter 6 summarizes the thesis, draw some connkigind offers some recommendation on future Qeg ov

WLANS in a converged network.
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CHAPTER 2 LITERATURE REVIEW

2.1 INTRODUCTION

In this chapter a review of literature was carieed under the following subtopics: WLANs and Quabf service,
it also covered the investigation on the operatimd differences between the IEEE802.11 standatdhen
IEEE802.11e standard for the QoS. Finally a revaéwelated work the IEEE802.11e quality of sengtandard for

the wireless LANs was made.

2.2 GROWTH OF WIRELESS NETWORKS

The use of wireless access technology has congistgown with figures in mobile access exceeding(8) billion
subscribers according to ITU report of telecommaticns access (ITU, 2011). Figure 2-1 below fromdame
report gives a clear indication that wireless neksavill continue to impact on the future accesshhologies, the
wireless technology is how available on virtualiieey mobile device including the laptops, PDAs npalps, Smart
Phones with providing untethered access from angsvatany time. The number of wireless subscribhass

surpassed the wired access subscribers.

. Activemobile -broadband subscriptions
M Fixed (wired)- broadband subscriptions
5 Fixed -telephonelines

Internetusers

1 M Maobile-cellulartelephone subscriptions

Billions

2006 2007 2008 2009 2010 2011

FIGURE 2.1 MOBILE CELLULAR SUBSCRIPTION

2.3 WIRELESS AND MOBILE NETWORKS
Wireless access technologies in the market todayde the 802.11 (WLANS) — the focus of this stulligetooth ,

WIMAX, Satellite communication technologies and tebile cellular technologies like the GSM, LTE etc

A wireless network consists of the following compats (Kurose, 2007):
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*Wireless host. These are the end user devicesuhapplications. They are usually loaded withdaaare
and software drivers that enable then access tledest network. Wireless devices might includepéolp,

palmtop, personal digital assistant or even a deskbmputer.

» Network Interface Cards (NICs) /Client Adaptersr#léss client adapter connect PC or Workstatian to
wireless network either in ad hoc (infrastructwess)) peer-to-peer mode or in infrastructure modie wi
APs. It is available for two kinds of slots PCMC(Rersonal Computer Memory Card International
Association) card and PCI (Peripheral Componemrtmnnect), it connects desktop and mobile comgutin
devices wirelessly to the whole network. The Nl@recthe available frequency spectrum for connegtivi
and associates it to an access point or anothelesg client. It comes with a software driver tmiples it

to the PC operating system.

* Wireless communication link. This is the radiogiuiency channel over which the wireless devicessacite
network. Different wireless links offer varying ldhmidths and signal transmission distances. A WLAN
link can span a distance of 30 to 100 meters stipgospeeds of over 200 mbps. The supported
bandwidths depend on several factors such as destahannel condition and the number of usersen th
network. Wireless links can connect the devicetb@owireless devices and even to the larger wired
corporate, home network or the Internet. The liak also be used to connect other devices suchutes ro

and switches.

 Base station. This is the device responsible fodisgy and receiving traffic from the wireless hodtss also
responsible for coordinating transmission of theotes wireless devices with which it is associat#uis
constitutes a service set. Devices associate hétlbase station if they are within the wireless

communication of the base station and if they aceassfully authenticated.

If the base station is used to enable communicdigween the devices — the communication model is
known as the infrastructure mode otherwise. BasiwiSe Set (BSS): Mobile clients use a single axces
point for connectivity to each other or to wiredwerk resources. In an Extended Services Set (B%S)
or more Basic Service Sets are connected by a congistribution system (DS). An ESS generally
includes a common SSID to allow roaming from acgesst to access point without requiring client

configuration.

If the devices are communicating without a basiastahis is known as the ad hoc mode or Indepeinden

Basic Service Set (IBSS). Mobile clients connegtatly without an intermediate access point.
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The base station also handle the handoff whithegprocess of shifting association from one Istaon
to another when the signal attenuates. The figal@bshows the interconnections of the wireless

components explained above.

Internet o
\\\\\\ A o

Distribution Metwork Base W
Wireless

i3
L_., ; l\\\\\ Ngdes
= with
1 NICs

N - =
7 Dewices

)

FIGURE 2.2: WIRELESS COMPONENTS.

(a) Network Infrastructure. The base station is corgeetith the larger network known as the distribatio
network with which it communicates. This networkyniaclude switches and routers for the corporate

network on Internet link.

2.4 |EEE 802.11 WLANS ARCHITECTURE

The fundamental building block of an 802.11 netwisrihe Basic Service Set (BSS) which consistsnef@a more
wireless nodes and a central base station knowhmeaaccess point (AP). In a corporate or home rétvibe AP
finally connects to router/switch which subsequentnnects to rest of the internetwork. The BS&8ss referred to
as cell — the area serviced by a single wirelessTAR wireless nodes have globally unique 6-byteQvildress.
As noted earlier, wireless networks that deployelstations are referred to as infrastructure wéseleANs where

the ‘infrastructure’ refers to the AP and the assied Ethernet network.

Mobile nodes can also form a network by themsehitisout the deployment of an access point. Thislkih
network also known independent basic service 83%) network, can be formed when there are sewéraless

nodes that want to exchange information.

For devices to send traffic on the wireless netwtrky must be associated with the WAP in the ndtwdentified
using service set identifier (SSID) that they wowidh to join. Devices also must choose a frequehannel over

which to communicate. For the wireless networksehehannel fall in the unlicensed frequency barmmtofding to
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the IEEE (2007), the following frequency rangesgeashould be made available for wireless commuioicat
2.400-2.485 GHz, 5.1 — 5.8 GHz. Devices associdtetive AP using the following methods:
(a) Passive scanning - The AP periodically sends befraomes that include the AP’s SSID and the MAC
address, the wireless clients scan the 11 chaandlsissociate with one of the detected AP.
(b) Passive scanning - The client send probe requestsite received by all AP that are within the leiss
coverage area. APs respond with probe response firam which the wireless node chooses one AP to

associate with.

2.5 IEEE 802.11 MAC PROTOCOL

To coordinate transmission of data from severatisenthat may want to do it simultaneously, a medizess
mechanism is needed. Kurose et al. (2007) hawgsified media access protocols in to three categochannel
partitioning (including CDMA), random access. Wes$ networks use a random access method knownMa CS
with collision avoidance (CSMA/CA).

2.5.1 IEEE 802.11 CSMA/CA

CSMA/CA uses collision avoidance technique becdoisa station to detect collision, it must be atoleletermine
that another station is transmitting. Because eflolv signal strength, it is costly to build adaptthat detect

collision in wireless.

Another reason for deploying the collision avoidapeotocol is because of the hidden node and fautioiglems.
Hidden node problem occurs due to presence ofdraiin the wireless environment while fading isassult of

weakening of the signal strength as illustratedfidngre 1.4 below.

Access Point

reses ;,::—_____ ‘-; Med= B
A —_— =

Signal Barrier
e.g. Wall

FIGURE 2-3: HIDDEN NODE/TERMINAL PROBLEM
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Figure 2-4: Fading problem

When a node gets a chance to transmit, it sendritiee frame, the receiving STA waits for a shotei-frame
spacing (SIFS) and sends an acknowledgement (A€K)e transmitting STA does not receive an ACKhaita
given period, it assumes that an error occurredremmansmits the same frame. If the transmittigic fails after a
specified number of attempts, it gives up and ddsc¢he frame. The following steps are followe®@2.11 frame
transmission:
() Before a station begins to transmit, it sensesdiieechannel, waits for a short period of time kmoas
distributed inter-frame spacing (DIFS).
(i) The station chooses a random backoff value andtsa@awn to zero then it transmits the entire frame.
(iii) If the channel is sensed busy, the backoff timé&osen. Upon receiving the valid frame, the reeeiv
waits for the SIFS period and sends an ACK.
(iv) If an ACK is received and the transmitting stati@s more data to send, it begins the CSMA/CA from
step (ii). If no ACK is received, the transmittiatation begins from the same step (ii) but thistimsing

a higher random backoff value.
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Figure 2-5: Steps in a CSMA/CA transmission

2.5.2 CSMA/CA: RTS and CTS

The hidden terminal problem can be a great causellidion in a wireless a network, consider Figliré where
node ‘A’ and ‘B’ are able to associate with the BiR due to the faded signal they are not able & transmission
from each other. If one node sends data and haltlwaugh the transmission, the second one hassdatand, it

will wait for the DIFS period, sense the idle chahand transmit its data causing a collision.

In order to avoid such a scenario, CSMA/CA perifitsuse of Request to Send (RTS) and Clear to &h8d)

control frames. A station that wishes to transratiacbroadcast a RTS frame which is received bstafion and the
AP. The AP responds by sending a CTS frame whichdsived by all station confirming that the chdrres been
reserved for the station to send dat. During ihie tall other stations refrain from sending anyadathis effectively

avoids expensive data frame collisions. Thislisitated in the figure 1.6 below.
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Figure 2-6: Use of RTS and CTS in minimizing hidcexe problem

Due to the requirements for more resources andeteg/s introduced the RTS/CTS exchange mechanissnomly
used for transmission of long data frames. Fontivenal sized data frames the RTS/CTS process &lysised
(Kurose et al., 2007).

2.5.3 IEEE 802.11 Frame Format

The IEEE 802.11 frame format is very similar to tBEE 802.3 Ethernet standard with fields such BE€ Caddress,
payload maintaining the same functions. Figureoltines the field of an IEEE 802.11 frame. The &¥jeld is
used to distinguish whether a frame RTS, CTS, ACKaia. Duration to reserved transmission timeireqo send
both data and the ACK when using RTS/CTS. WEP ésl tis indicate whether encryption is being usedabr
Sequence Number allows a station to distinguistvéen a new frame and a retransmitted frame, tmicaur
when ACKs get lost and the sender has to retrarthmirame. All fragments of the same packet haeesame
sequence number but are individually identifiechgghe four-bit Fragment number. The Cyclic RedumegaCheck
(CRC) used by the receiver to detect bit errorsdrads-1is MAC address of wireless host or AP teixecthis
frame. Address 2: MAC address of wireless hostBrtransmitting this frame. Address 3: MAC addrefls®ater
interface to which AP is attached. Address 4: us@g in ad hoc mode.
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Figure 2-7: IEEE 802.11 Frame Format

2.6 QUALITY OF SERVICE (QOS)

QoS generally refers to the quality as perceivethkyuser/application while in the networking conmityy QoS is
accepted as a measure of the service qualityhibatatwork offers to the applications/users. PrasablPrasad
(2005) have defined QoS as the provision of coasispredictable data delivery services that satrsf customer
application requirements. Real-time traffic ovehi strict requirements for achievement of tolllijy services
matching the traditional Public Switched Telephbletwork (PSTN).

Provision of end-to-end quality of service requittes use of several protocols including QoS overANLI(IEEE
802.11e) which is the main focus of this reseasignaling protocols like Session Initiation Protb®/P), routing
protocol like Open shortest Path First (OSPF), comigation protocols between IP and PSTN, Real Time
Transport Protocol (RTP), Differentiated servicbgfServ), Resource Reservation Protocol (RSVP) aaahy

others.

2.6.1 Quality of Service Models

Ranjba (2007) discusses three QoS models as folBest Effort, Integrated Services (IntServ) anfféentiated

Services (DiffServ) models.
(a) Best-Effort Model

The best-effort model means that no QoS policynislémented and provide no differentiation of tgffytackets
belonging to voice calls, e-mails, file transfeasd so on are treated the same. The key benefite difest effort

model is scalability, this is what has made thermet grow without limitations. This model is aksasy and quick

Page |11



to implement as it requires no special QoS conéijans. The model however has it's limitationsasks service

guarantee on packet loss, available bandwidth etad/d

The original 802.11 wireless networks were basjgatbviding best effort quality of services meanthgt no

differentiation of services was done and all t@ificluding interactive voice was treated in a #mimanner.
(b) Integrated Services Model

The Integrated Services (IntServ) model providesterend QoS which was demanded by real-time agipdics
signaling and managing/reserving network resouimethe applications that need it and demand iGénv is often
referred to as Hard-QoS, because Hard-QoS guasacheeacteristics such as bandwidth, delay, ankiepéass,
thereby providing a predictable service level. Rese Reservation Protocol (RSVP) is the signalirqzol that
IntServ uses. An application that has a specifialadth requirement must wait for RSVP to run aloing path
from source to destination, hop by hop, and regb@stdwidth reservation for the application flowtHé RSVP
attempt to reserve bandwidth along the path susceleed application can begin operating otherwisegibplication
cannot begin operating. This is similar to the RSWhich guarantees required resources through eedd

signaling. RSVP is used in signaling as well asdt admission control (CAC).
(c) Differentiated Services Model

Differentiated Services (DiffServ) is referred ®wthe Soft-QoS as it does not use end-to-end signidke the
IntServ. In the DiffServ model, traffic is firstadsified and marked. DiffServ provides QoS on pmrdhehavior
(PHB) through pre-configuration of the QoS paramsets the routing and switching devices. Trafficaiged by
the routing is accorded QoS treatment dependinitsonarking based on the preconfigured QoS poliffServ
can protect the network from oversubscription bpgigolicing and admission control techniques ab.\lker
example, in a typical DiffServ network, voice tiaffs assigned to a priority queue that has resebandwidth
(through LLQ) on each node. To prohibit too manicecalls from becoming active concurrently, CAQ te

deployed. This model is more scalable because lgigrend status monitoring are not required.

The key advantage of DiffServ is scalability anffedentiation of network traffic based on businesguirements,
but this model suffers from lack of provision ofaganteed service level and it requires coordinetedigurations
of several complex mechanisms on all element ohttevork through which traffic flows in order togwide the

desired results.

2.6.2 Real-time Traffic Requirements

In their work on WLANs and QoS, Prasad and Pra2867) identified the three factors that profouralffiect the

provision of quality of service as follows:
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(a) Delay: This refers to the time that a packet takewnove from the source to the destination. Theesam
authors further pointed out that delay becomesifiignt if one way delay becomes greater than 250

milliseconds making end-to-end delay become thenanstraint in packet network.

(b) Jitter: This is the variability in delays on aal\(at the destination) of packets. Removal oéjitequires
that packets be buffered at the destination lorogigh to permit the slowest packets to arrive sottiey

are played in sequence and at a constant delay.

(c) Packet loss can be caused by limited network ressuike lack of bandwidth, exhausted memory baffer
and processing resources on networking equipmehéanrs on transmission link. Wireless network and

IP networks do not provide guarantee that packiéteidelivered at all.

The above three parameters can be used to objgatieasure quality of service for real-time traffRubjective
QoS measurement can be achieved through the ma@doropcore (MOS) which is an average rating okgiv

several users listening to the same voice samptar(@beers et al., 2003).

2.6.3 Challenges on Provision of QoS over WLANSs

Wireless network segments need to provide tolliusiandard to the real time traffic in order tainmtain an end-
to-end high quality call that everyone expects ftelephone network. To achieve this level of exaian, the

following areas must be addressed:

(@) WLANSs and the underlying IP network must provideemable quality and consistent services for tiga hi
priority real-time traffic like voice and the accpanying signaling traffic comparable to what the

traditional PSTN networks have been offering.

(b) The WLAN networks must strike a balance betweewipion of quality service to prioritized traffic ifo
instance interactive voice and fair transmissiothefrest of the traffic in a converged network

environment comprising voice, video and data tcaffi

2.6.4 |EEE 802.11 and the Need for QoS

The application of WLAN has continued to gain at¢eepe as a key access technology due to severadverpent
including the ease of use, availability and faicimg of the WLAN systems, improved speed curresttgeeding

200Mbps on the 802.11n standard and the improvadtisg controls using the IEEE802.11i standards ttonfirms
research work by Igbal (2002) on the future of VWsAthat they will replace or continue to add fuoitility to the

wired networks.
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Today WLANSs implementation are found in almost gvesrporate networks, homes, colleges and univessitnd
even in public places providing hot spots for Ineraccess. With the current trend in the developroEWLANS
expected to continue, there emerges a need tossddiféerentiation of traffic types to satisfy treguirements for

real time traffic such as interactive voice andeddhat are delay sensitive.

Service differentiation means that different tratfypes receive varying treatments as they crassditwork with
the delay sensitive traffic receiving priority tsamission and the less priority traffic receivingmal treatment. For
a network to offer meaningful real time applicats®rvice, there are minimum QoS parameters that beusiet,
such as throughput, delay, jitter and packet lbsch describes quality of data traffic over a natkv IEEE 802.11
does not offer a solution to service differentiatand regardless of the QoS requirements of tiffectravhich vary

from application to application, all traffic typesceive the same treatments.

Ohrtman (2004) argues that provision of QoS on WLI#d$ several challenges compared to wired netwfoks,
instance in WLANS, the packet error rate can biénrange of 10-20%, bit rate (accessible spegmiris on the
RF channel condition which can be affected by mfactor including weather conditions. It is therefgraramount
that if WLANSs were to provide toll quality voiceney have to support QOS for interactive trafficanfpa (2007)
has recommended the following parameters for proniof quality service: end-to-end delay shouldbeut 150
ms, packet loss of about 1% and jitter of about@)this is in agreement with Ohrtman’s (2004) wiidt latency

should not be in excess of 50 milliseconds for WL#&sNbypass or replace PSTN.

The original 802.11 MAC includes two modes operaior the access modes, the media contention IZXSEdnd
the centralized PCF based on polling client on riegtansmit. The 802.11e which uses HCF is desigoe
improve QoS in WLANS. It introduces two new opesatimodes, Enhanced DCF (EDCF) and the HCF Condrolle
channel Access (HCCA). The HCF is designed to watk all possible 802.11 physical layer technolsgie

2.6.5 Legacy IEEE 802.11 MAC

To understand the improved 802.11e QoS based sthriis research started by looking at the le@3/11
standard that lacked the QOS mechanisms, it isyatiiat background that the QOS features was fiigatsd for
any QoS performance related improvements and algtiraitation of the standard.

As stated earlier, 802.11 MAC can use the two acoesdes (DCF and PCF) shown in the Figure 2.1 helow
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Figure 2.8: Use of DIFS, SIFS and the Backoff Tisner

Currently most of the implementation is based or-Ride to the fact that, PCF, although it provis@se level of
guaranteed transmission, previous research wonkshtuat it does not improve on QoS provision (Liredget al.,
2001). DCF access mode can therefore be consitetszithe exclusively used access mechanism. fdléenge
suffered by WLANSs in the use of DCF is the contemtior the media by all STAs including the onedwdelay
sensitive traffic. Since the mechanism is combenbased, all STAs with data to send have to cuhfer the
medium when it becomes idle through an exponeh#ekoff based scheme, this results in further dege

network performance as the number of nodes increase

Current research work on comparative QoS performafi802.11 (DCF) and 802.11e (EDCF) by Abbas et al
(2010) indicates clearly that the latter givegdretesults and is a more dependable mechanisthdgrrovision of
differentiated services across several traffic sypemanding different treatments. |IEEE 802.11mdsfnew
distributed access mechanism called EDCA (Enhabistributed Channel Access), which is basically the
improved version of DCF in the original standattdsupports Quality of Service by introducing seevi
differentiation. Different types of traffic are &gsed with different priorities based on their Q@guirements, and

service differentiation is introduced by using Healfent set of medium access parameters for eachtpr

2.6.6 Distributed Coordinated Function (DCF)

DCF is a contention based mechanism that suppairteks in transmission of traffic in a WLAN netksmwithout
considering the delay sensitive applications upiacketized voice and video. After every transmissf a packet,
each station must contend for the media introdufairgess over the use of the media. DCF has rahamgsm to
guarantee minimum QoS metrics required by an agidic. One option of providing QOS is to desigrzek with
few wireless nodes that can be used real-time egifiin (Prasad et al., 2004), this option thoughoisscalable in

today’s environment where network services areailverged.

DCF mechanism is has been in use on 802.11 netvamidkproved to be highly effective and also scalels with

growing number of uses, DCF does not define theimamx number per channel. DCF is again not limitgd b
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additional APs since they result to using differandl also access point frequency channels. Farostin the 2.4
GHz band APs can auto-detect and use the threeventapping channels of 1, 6 and 11. It's howeverttvnoting
that as the system accepts more stations, deldlysenintroduced when users have data to trandrtiiteasame time

thus negatively affecting the quality of service.

2.6.7 Point Coordinated Function (PCF)

PCF is an optional feature in the IEEE 802.11 stashdnly usable on infrastructure network configiores
although most vendors do not implement it, howd&@F has no compatibility issues with the standahik access
method uses a Point Coordinator (PC), which opsrat¢he AP of the BSS, to determine which STAentty has
the right to transmit. The operation is essentitibt of polling, with the PC performing the rolktioe polling
master. The operation of the PCF may require awditicoordination, not specified in this standaodpermit
efficient operation in cases where multiple poiobainated BSSs are operating on the same channel,

overlapping physical space.

The PCF uses a virtual carrier sense (CS) mechaaithaa by an access priority mechanism. The PCF sha
distribute information within Beacon managemenirfea to gain control of the medium by setting theNA
STAs. In addition, all frame transmissions underBCF may use an inter-frame space (IFS) that élenthan the
IFS for frames transmitted via the DCF. The usa sialler IFS implies that point-coordinated tia#hall have
priority access to the medium over STAs in overlagBSSs operating under the DCF access methodaddess
priority provided by a PCF may be utilized to ceeatContention Free (CF) access method. The P@ototite

frame transmissions of the STAs so as to eliminateention for a limited period of time (IEEE, 2007

In the PCF mode, the AP is the coordinator in tleglia access process, it sends beacon frames &rrggarvals
of usually a 100 milliseconds. Between these be&eones, PCF defines two periods: the Contentia®e Feriod
(CFP) and the Contention Period (CP). In the CPFused. In the CFP, the AP sends Contention-Padlg(CF-
Poll) packets to each associated station, oneimtea to give them the right to send a packet. édigih this allows
for a better management of QoS, PCF does not defisses of traffic as is common with other QoSeys as
seen in QoS models like DiffServ and therefore dusgrovide the desire traffic differentiation. |Bg sensitive

packet will still suffer degraded services as tket&kes turns to serve less sensitive traffic.

2.7 IEEE 802.11E QOS SUPPORT MECHANISMS

The legacy 802.11 does not have any QoS featurkasanoted earlier, uses the best effort model evakkdata
flows are treated equally in both Distributed Caoatied Function (DCF) and the Point Coordinatedd&ion
(PCF). This means that there is no special tredtgigan to traffic on channel for services withticeal

requirements.
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The 802.11e enhances the DCF and the PCF, throngtv @oordination function known as the hybrid ctioation
function (HCF). Within the HCF, there are two math®f channel access, similar to those definetleridgacy
802.11 MAC: HCF Controlled Channel Access (HCCA) &mhanced Distributed Channel Access (EDCA).
Figure 2.2 shows the two HCF access methods. Eardhtention-based channel access method, EDCAanisch
is used while HCCA mechanism is used for contenfiea transfer. Both EDCA and HCCA define Traffic
Categories (TC), through the use of varying timigiér priority traffic in the respective TCs isrngmnitted ahead of
the other traffic categories. EDCF is called ErdeahDistributed Channel Access (EDCA).

Required far Prioritized |
Qo3 Services \'-..__

Recuired for Condention-Free -
Services for non-0QoS STA, |~ T ) - L Required for Parametarized
tioral atherw \_\:[!:bnd Co-;rdlnmlon Function {KCF) P Eo‘js Sarvices
b -.._\.. . __.'""
™ ere | Used for Contention Servic
Palnt HCF HCF “.d or Conlention Services,
| coardination || Contantian Controled / basis for PGF and HCF
Function Acress Acress £
| {FCF) (EDCA) [HCCA] 4
MAC =
Extent
J Distributed Coordination Function |DCF)

Figure 2-9 HCF access methods.

This enhanced standard does not suggest any foatttbanges at physical layer but does have stgmifichanges
at Medium Access Control (MAC) layer to enable @88bas et al., 2010). Figure 2.10 shows the mappfrthe
802.11 and 802.11e on the OSI reference modeltivitPHY mode (Physical Layer mode, coding and nedthn
scheme) remaining intact.

7 Application
6 Presentation
5 Session
Normal process of
4 Transport Encapsulation/Decapsulation
3 Network
2 LLC sub-layer
PCF HCCA WLAN MAC mechanisms are defined
DCF EDCA the MAC sub-laver only

1 802.11,802.11a,802.11b,802.11g, 802.11n PHY is defined at layer 1 of OSI and is
independent of the MAC method used.

Figure 2-10: Mapping of 802.11 and 802.11e MACIon ®SI reference model.

The HCF is implemented in all QoS STAs. STAs mhtam TXOPs using one or both of the channel access
methods i.e. contention or contention-free badeal . TIXOP is obtained using the contention-basedwcbkbaccess,
it is defined as EDCA TXOP. If a TXOP is obtainesing the controlled channel access, it is defireH@CA
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TXOP. If an HCCA TXOP is obtained due to a QoS E¢F-Poll frame from the HC, the TXOP is defined as a
polled TXOP.

2.7.1 HCF Controlled Channel Access (HCCA)

The HCCA mechanism uses a QoS-aware centralizedlicabor known as the Hybrid Coordinator (HC), thé is
usually implemented as part of the QoS Access RQIAP) which forms a QoS Basic Service Set (QBS8)ce
HC has a has higher medium access priority tharARBTAS it is able to manages access by allogdtkOPs to
itself and to other QTSAS so as to provide limitedations controlled access phase (CAP) for coiuetitee
transmission of data. The HC is a type of cergealicoordinator, but differs from the PC used irFRCthat it may
exchange HCF frame in a BSS during both the CRlam@FP. Another significant difference is that H@ grants
a non-AP STA a polled TXOP with duration specifisch QoS (+) CF-Poll frame. During a given TXOPSPA

may transmit multiple frame exchange provided thatTXOP period is not exceeded.

All STAs inherently obey the NAV rules of the HCEdause each frame transmitted under HCF by thertb@ a
non-AP STA contains a duration value chosen toe&I3As in the BSS to set their NAVs to protectekpected
subsequent frames. The HC performs delivery ofebedl broadcast and multicast frames following DTBEacon

frames. The HC may also operate as a PC, provigiog-QoS) CF-Polls to associated CF-Pollable STAs.

The HC gains control of the WM as needed to senfl (gaffic to non-AP STAs and to issue QoS (+)CH-Pol
frames to non-AP STAs by waiting a shorter timensetn transmissions than the STAs using the EDCA
procedures. The duration values used in QoS framigamge sequences reserve the medium to permitletbampof
the current sequence. The HC may include a CF RaearSet element in the Beacon frames it generahes.

causes the BSS to appear to be a point-coordifg&dto STAs.

2.7.2 Enhanced Distributed Coordinated Function (ECF)

The IEEE 802.11e EDCA contention-based media acoestanism was proposed for enhancing the tradition
802.11 DCF MAC protocols with QoS facility (Abu-TaM., Geyong M, 2006),it provides differentiated,
distributed access to the wireless media for STg\sgueight different Access Categories(AC) alsovin@s user
priorities. The EDCA mechanism defines four acazgegories (ACs) that provide support for the aelvof traffic
with UPs at the STAs. The AC is derived from thesldB shown in Table 2.1.
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UP
P (Same as §02.1D . Designation
Priority 802.1D user designation Ac (informative)
priority)
Lowest 1 BK AC BK Background
2 — AC_BK Background
0 BE AC_BE Best Effort
3 EE AC BE Best Effort
4 CL AC VI Video
Highest -
5 VI AC_VI Video
6 VO AC_ VO Voice
7 NC AC VO Voice

Table 2-1 Mapping of UP to AC with the designatadrthe traffic types.

For each AC, an enhanced variant of the DCF, calfeBEnhanced Distributed Channel Access FunctiQCa&F),
contends for TXOPs using a set of EDCA parameters the EDCA Parameter Set element or from theuttefa
values for the parameters when no EDCA Parametezl&ment is received from the AP of the BSS wittiok the
STA is associated.

Figure 2-11 illustrates a mapping from frame typ&P to the four Access Categories (AC), each A6 having
four independent EDCAFs, one for each queue.

l (MSDU, UP)

Mapping to
Access Category

Transmit queues
for ACs

l l 'l' 1 Per-queus EDCA
functions with
internal collision

l 1 l 1 resolution

Figure 2-11 Reference implementation model
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2.8 EDCA QOS PARAMETERS
The current IEEE 802.11e specifies EDCF as theettioin-based QoS mechanism containing several eehant
of the DCF discussed earlier. These enhancemdats te the following parameters that are useddwide
differentiated services to the four access categori

(i) Arbitration Inter-Frame Space (AIFS)

(i) Minimum contention window (CWmin)

(iii) Maximum contention window CWmax

(iv) Transmission Opportunity (TXOP) limit

2.8.1 Arbitration Inter-Frame Space (AIFS)

The Arbitration Inter-Frame Spacing (AIFS) spedfeewait time for data frames which is measurezats with
default values being 2, 2, 3, 7 for the Voice,&bdBest Effort and Background access categorggeotively.

Arbitration Inter-Frame Spacing (AIFS) therefordides different inter-frame gaps for traffic frorach of the 4
Access categories. This replaces the original D@&r{Frame Spacing (DIFS) which defined only a kngter-
frame gap value for all data frames. Using AIF®hefalame awaiting transmission must wait until thedium is
declared to be available through Clear Channel #sssent (CCA) and the Network Allocation Vector (NAV

Once the medium is available, each logical stafiore for each priority queue) must wait the defiimedr-frame

space time based on the queue to which the tiaffissigned.

Each of the 4 priority queues has a defined in@mé space value corresponding to the prioritygassi to the
qgueue. For example, the Voice queue is the higirestity and as such has the lowest inter-framespiner. The
AIFS timers assigned by IEEE 802.11e are all deffam®1 Short Inter-Frame Spacing (SIFS) value phusriable
number of slots times (AIFSN) which are definedtiy physical layer encoding method in-use (CCK, 8SS
OFDM).

The AIFS Number (AIFSN) values are administratanfigqurable, with default values defined as thedwiing:
Voice Queue 1 SIFS + 2 * slot ti(AdéFSN = 2)
Video Queue 1 SIFS + 2 * slot ti(héFSN = 2)
Best Effort Queue 1 SIFS + 3 * slot timdK&N = 3)
Background Queue 1 SIFS + 7 * slot time (AWFS7)

Considering the above parameters, the table 2-@shwe default AIFS values for each PHY implemeatat
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802110 | 80Z141n
802.11b 802.11g 802.11a
AC AIFSN | pipstac] | AIFS[AC] | AIFS[AC] 2.4GHz 3GHz
AIFS[AC] AIFS[AC]
SIFS Time 10us 10us 16us 10us 16us
Slot Time | - 20ps %SOh”{?;fgﬁ . 9us oI, <
Long = 50us S50 Long = 50us
pE X 2 ops Short = 28ps 34ys Short = 28us | S4ys
Long = 50us : Long = 50us :
AC_VI 2 S0ps Short = 28s 3dps Short = 28us 3dpus
Long = 70us Long = 70us
ACBE A Hops Short = 37ps e Short = 37us s
Long = 150ps Long = 150pus
B Rh 7 To0ps Short = 73us | 9ys | Short=73us | 79us

Table 2-2 : Default AIFS values for each PHY impéartation

2.8.2 Minimum Contention Window (CWmin) & Maximum C ontention Window (CWmax)

This parameter is used by the QoS algorithm torgete the initial random wait time for data transgion during a
period of contention for Access Point resource® \fdlue specified here in the Maximum Contentiomdfgiwv is

the upper limit from which the initial random bac¢kwait time will be determined.

Once the appropriate AIFS time has been waitedh station begins decrementing the random backottiby one
for every slot time that passes. If another statiegins transmitting before its timer has reachexd,zhe station
defers access until the medium is available agaiwhich time it continues decrementing the tinmenf where it

previously left off. Once the timer reaches zehe, $tation is allowed to transmit the frame overadh.

If a collision occurs where two stations transnhithe same time, no acknowledgment of the framkebgilreceived
and the station will increment its retry counted amcrease its contention window according to timauty
exponential backoff algorithm, up to a maximum eoibn window size of CWmax. The stations must tveit
the appropriate AIFS time, select a new random dftikner using the new contention window rangej anoceed

as before.

Similar to AIFS, the differences in the contentisimdow values serve to prioritize traffic in highgniority queues
by allowing them to wait shorter time intervals dr&f being allowed to transmit over the air. The CwWend

CWmax values vary based on the PHY and the AC qgireuse.

Notice how the contention window range is the sacress all OFDM PHYs, with legacy CCK PHY being tmdy
dissimilar value. Traffic prioritization is therefovery coarse, and is based not on applicatidficttaut on the PHY
used for transmission. Effectively, all frames ilegacy DCF Basic Service Set (BSS) have the saimgtp and
access to the medium. This can lead to problerpgcealy for latency sensitive applications suclveise and

videoconferencing.
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EDCA contention window values vary based on thee&scCategory (AC) and are derived from the DCF base
values shown above. These values are administaidigurable, with default values defined as:

AC_VO (Voice) CWmin = (aCWmin+1)/4 -1  Ciéx = (@CWmin+1)/2 -1

AC_VI (Video) CWmin = (aCWmin+1)/2-1  CWwm=aCWmin

AC_BE (Best Effort) CWmin = aCWmin CWmax = aCWmax

AC_BK (Background) CWmin =aCWmin CWmax = aCWmax
The default EDCA contention window values for tli281b PHY in a QoS BSS are defined as:

Voice Queue CWmin=7 CWmax =15
Video Queue CWmin=15 CWmax =31
Best Effort Queue  CWmin =31 CWmax = 1023
Background Queue CWmin=31 CWmax = 1023

The default EDCA contention window values for tif@281g/a/n PHY in a QoS BSS are defined as:

CWmin=3
CWmin=7

Voice Queue

Video Queue

CWmax =7
CWmax =15

CWmin =15 CWmax = 1023
CWmin =15 CWmax = 1023

Notice the differences from legacy DCF contentiondew ranges. In a QoS BSS, each queue clearly has

Best Effort Queue

Background Queue

differentiated access to the medium. For instaram@és in the voice queue will initially select adam backoff
timer between 0 - 3, versus frames in the videaguwehich will initially select values between 0.-1 this manner,
frames in the voice queue have a statisticallytgrazhance of selecting a random timer value thidver than
frames in the video, best effort, and backgrounelgs. It is still possible that a frame from a loweority queue

will select a lower random backoff timer, but mothe time they will not.

The maximum contention window range for voice aitibo are still relatively small compared to theaestueues.
On a heavily utilized network, as retransmissidarapts increase, the statistical advantage forevaia video

frames gets even better.

The CWmin and CWmax values are encoded in expdoemt base 2, then decremented by 1 in the EDCA
Parameter Set information element, and each feefdhits long. Therefore, the minimum contentiondaiw values

is 0 and the maximum value is 32,767. Howeverracfice the typical maximum value is never set aibd23.

2.8.3 Transmission Opportunity (TXOP) limit

Transmission Opportunity (TXOP) is anerval of time when a particular quality of siee/(QoS) station
(STA) has the right to initiate frame exchange seges onto the wireless medium (WM). A TXOP idrosd by a
starting time and a maximum duration in millisecentihe TXOP is either obtained by the STA by susftdly
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contending for the channel or assigned by the dytwbrdinator (HC). In other words, a station cam$mit
multiple data packets consecutively until the dorabf transmission exceeds the specific TXOP liffilte TXOP

provides not only service differentiation amongioas ACs, but also improves the network performance

Considering that all stations use the same TXOR imthe IEEE 802.11e EDCA, If traffic quantity each station
is same, bandwidth is allocated equally. If eaektiat supports multimedia application service wditfierent traffic
generation rate, fairness problem occurs. As trgffineration rate is different, each station hasuatly different
traffic quantity. If all stations use the same TXIDAit value in this situation, a station with lesailtimedia traffic
guantity can promptly transmit data packets imiteue. Thus, the station acquires good performiapsatisfying
its delay bound (Nam et al., 2012).

However, if the high-priority STAs are allocatedjihiTXOPs, the low priority senders will resultarglyffer from
increased delay. With aggressive usage of the dhmedwidth , this can ultimately bring about stdion for the

low-priority traffic.

2.8.4 Relationship between AIFSN, CWmin/CWmax

The Figure 2.12 graphically illustrates the relasioip between AIFSN, CWmin/CWmax and its affect on
QoS. In essence a voice client waits less timerbdfging to retransmit than a lower access categod
will therefore have a better chance at sending, dtatanot a strict priority system.

Voice SIFS 2 Slots 0- 3 Slots
Video SIFS 2 Slots 0- 7 Slots
Best Effort SIFS 3 Slots 0- 15 Slots
Background SIFS 7 Slots 0- 15 Slots
. ol L.
- L) »~
Minimum Random Backoff Wait
Wait (AIFSN)

Figure 2.12: The relationship between AIFSN, CWani CWmax
2.8.5 Related Work

Substantial work has been done on the 802.11 QeB8g1999) propose a scheme that uses two prapefti&EE
802.11 to provide differentiation: the interfranpmse (IFS) used between data frames, and the ankohanism.

If two stations use different IFS, a station wittogter IFS will get higher priority than a statiesith a longer IFS.
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Since the IEEE 802.11 standard already defineskinds of IFS (PIFS and DIFS) to assure that no poiarity
traffic is sent during the contention free periddP€F, these can be used for easy implementatitimedDeng
scheme. By using these two different interframecspatraffic can be differentiated and classifietd two classes.
To further extend the number of available clasespbackoff mechanism could be used to differemtietween
stations. This is done by designing the backofbatm such that it generates backoff intervaldifferent

intervals, depending on the priority of the station

K. Sharma (2011) evaluated performance of 802.11ANA _scenarios using OPNET modeler . Throughput of
WLANSs was evaluated in presence of high priorigffic generating data simultaneously . It was obsethat
though the number of nodes generating low pridréaffic is higher , the data flow of these servieess quite as
compared to high priority traffic with fewer numbafrsupporting nodes. This prioritization is act@d\at the cost
of degradation in the best effort services whichldde contributing to business traffic coming frearious users.
It was also observed that throughput of WLANSs beesm@most constant after sometime which in turaciéfthe

network performance.

Bianchi (2011) made an analysis of the prioriti@atiunction of the EDCA and DCF by varying the @ntton
window and AIFS parameters against QoS metrics aa¢hroughput, delay and also detailed level méke per
slot occupancy probability and he concluded th&\tlifferentiation provides better performance tbantention

window differentiation.

Sobrinho and Krishnakumar (1999) did some work mvigion of QoS for the WLANs and came up with hesoe
known as Blackburst whose main goal was to minirttieedelay for real time traffic which was imposiceytain
requirements on the traffic to be prioritized. Bdaarst required that all high priority stations toyaccess the
medium with constant intervals, this interval wapposed to be the same for all high priority stegid-urther,
Blackburst also requires the ability to jam thealddss medium for a period of time. This schemeikast QoS

schemes focused on the high priority traffic.

Manzoor (2008) in his research work studied varienisancements made in IEEE 802.11e and evaluated th
performance of IEEE 802.11e EDCA by comparing thwvtihe IEEE 802.11 DCF in order to support multinaed
traffic. He noted that the IEEE 802.11e MAC utize channel access function, called Hybrid Cootitina
Function, which includes both a contention-basexhall access and a centrally-controlled channelsscc
mechanisms. The contention-based channel accessallesd Enhanced Distributed Coordination Acc&3A)
and is a priority scheme. The goal of his thesis t@eevaluate the performance of high priorityficabver these

networks. He used simulations to compare EDCA a@& thechanisms in GloMoSim.
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CHAPTER 3 METHODOLOGY

3.1 RESEARCH DESIGN AND ITS JUSTIFICATION

This research employed experimental research metiooelicit raw data from the subjects of the tagystems
investigated by setting up network topologies enwation models. To ensure that the results apemigable, only
simulation models that have been tested were udetlvork simulators try to model the real worldwetks. The
principal idea is that if a system can be modeteel) features of the model can be changed andthesponding
results can be analyzed. As the process of modédifitation is relatively cheap than the completal re
implementation, a wide variety of scenarios cammayzed at low cost (relative to making changes tteal

network).

3.2 MAC PROTOCOL QOS PARAMETERS AND THE PERFORMANCE METRICS
The research work investigated the correlation betwthe QoS parameters supported by IEEE802.11€ MA

protocol and the metrics that are used to measa&d3 shown in table 3-1.

IEEE8B02.11e QoS Parameters Performance Measurénegnts
Arbitration Inter-Frame spacing (AIFS) number 1. Packet loss

Minimum Contention Window (CWmin) size 2. Load

Maximum Contention Window (CWmax) size 3. Delay

Transmission opportunity (TXOP) 4. Throughput

Table 3-1: IEEE802.11e QoS Features and the QaBnahers

3.2 SOURCES OF DATA/INFORMATION AND RELEVANCE OF DA TA TO THE PROBLEM
Real-time and non-real-time traffic types were gatexl by wireless stations (STAs) and propagateasadthe
WLAN. This enabled the researcher to analyze tlertifeness of the QoS features provided by thel3@2
standard for the real-time (voice) traffic andte same time investigate whether the data traffis tair treatment

for the shared resources and does not experietacgdson’.

3.3 TOOLS, PROCEDURES AND METHODS FOR DATA COLLECTION AND THEIR
JUSTIFICATION

A comparative analysis on network simulators (P&98) isolates OPNET as one of the most famougapdlar
network simulators owing to its long presence mitidustry and its maturity level in terms of aghle features.
OPNET Simulator provides high-fidelity modelinggsilation, and analysis of wireless networks, inslgdhe RF
environment, interference, transmitter/receiverabteristics, and full protocol stack (including [@Arouting,
higher layer protocols, and applications). Furthememthe ability to incorporate node mobility amtkrconnection

with wire-line transport networks provide a richdanealistic modeling environment.
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Some of the major features of the 802.11 wireleSN (WLAN) model include: Support for 802.11a, bgen;
DCF/PCF MAC algorithms; HCF EDCA mechanisms withQX frame bursting; Support for QoS facility of
802.11e; Optional block-acknowledgement and no-askedgement operations of 802.11e; Reliable data
transmission via RTS-CTS exchange; Fragmentatimeghold-based); Interoperability among non-11eldred
capable nodes; PHY layer support: FHSS, IR, DSFRND, PHY features; Short guard intervals and redunéer-
frame spacing (RIFS) for 11n wireless LAN devic&bstracted MIMO capability for 11n wireless LAN dess for
higher data rates; Auto-assignment of channels38<B(optional) and Roaming (OPNET, 2012).

OPNET comes with a Graphic User Interface (GUI)alhassists in designing and simulating the netvagrlasing
network components and easily compares certainankshy multiple scenarios OPNET provides. Therifiatce
scan can be used to generate graphs and spreadsieetllow a designer to analyze the networklgadgter

completing a simulation. Through OPNET simulatititis research was performed as follows:

Designing
Network
Model

View and
Analyze
Results

Run
Simulations

Choose
Statistics

(i) Designing network model
The basic necessities for designing the networkua types of topologies and what types of dewizilishe
used in the network designing. OPNET provides thierads of topologies, devices and cables at m&apid

Configuration and Object Palette.

(ii) Setting statistics
After modeling the network, the statistic factdratta researcher wants to record in the simulatésd to be
set. There are three types of statistics in OPNE®bal Statistics, Node Statistics and Link Statisthese
statistic factors enable a researcher to gathedateat every node, link and global statistice €titeria units

in this paper are Traffic Received (packets/sed)Bnaffic Sent (packets/sec) in Global Statistics.

(if) Simulations conducted
After designing the network and setting the stiasthe network simulations were performed. OPNEYes

data by the selected statistics.

(v) View and analyze results
After running the simulation, all data are seemtigh ‘View Result’ which includes the data of alesarios.

View Result enables a researcher to analyze angpa@mata between different scenarios.
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3.4 DATA ANALYSIS METHODS AND THEIR JUSTIFICATION
The QoS parameters for the real-time traffic ineldeélay, packet loss and jitter. This researchefbes measured
the performance of real-time traffic against theaeameters in a converged environment. This wagaeth as

follows:

i. First the performance of real-time traffic agaiagiradual increase of real-time traffic flows waserved to
verify the effectiveness of the default settingshaf 802.11e mechanism. The concept of QoS without

admission control mechanism was also observed.

ii. The corresponding performance of the non-real-fimes with a steady increase in real-time traffaoifs was
observed to verify whether the default settingthef802.11e has a protection mechanism against

‘starvation’ for the less priority traffic.

iii. Final tests involved the observation of the abewe $cenarios on varying 802.11e QOS features i&dac

time, Inter Frame Spacing and Contention Window.siz

3.5 LIMITATIONS OF METHODOLOGY AND HOW THEY COULD H AVE BEEN
OVERCOME

Network simulators are not perfect. They cannotgutly model all the details of the networks. Howenuf well
modeled, they will be close enough so as to gieadéisearcher a meaningful insight into the netwwordter test, and
how changes will affect its operation. To overcaime limitation of the simulated test environmenhtsinoted that
voice and data traffic from the real end user devitke IP phones and computers should have beenpiorated in

the network.
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CHAPTER 4: DESIGN

4.1 WIRELESS NETWORK TOPOLOGY

The simulation comprised a topology of twenty weied nodes and one access point (AP), this setwpeden a
basic service set wireless network. Out of thentwavireless nodes, ten were used for the generafioeal time
traffic while the rest were be used for the genenadf less priority traffic. The wireless nodemngrates traffic that
is sent to the other nodes via the access poitiefting purpose. Figure 4.1 shows an illustratibthe simulated
wireless network topology.

The wireless workstation node model representsrastetion with client-server applications runningeo TCP/IP
and UDP/IP. These workstations are capable of stipggrotocols such as UDP, TCP, IP, IEEE802.1P, &d
OSPF. The workstation supports one underlying WladKnection at 1 Mbps, 2Mbps, 5.5 Mbps, and 11 Mbps.

The workstation requires a fixed amount of timedote each packet, as determined by the "IP FomgRate"
attribute of the node. Packets are routed on adome-first-serve basis and may encounter queaiitige lower
protocol layers, depending on the transmissiorsrat¢he corresponding output interfaces.

To allow for the specification of application triaffyeneration in the node Client Custom ApplicatiGiient
Database Application, Client Email, Client Ftp,eRii Remote Login, Client X Windows, Client Video
Conferencing, Client Start Time attributes werefigured.

(3 Project: WLAN_QOS NEW Scenaric: EDCF MODIFIED VALUES [Subne... s =l |

File Edit Yiew Scenarios Topology Traffic Services Protocols NetDoctor
F[owAnalysls DES 3DNV Deswgn Windows Help

NEEHSNEHEO QL TET Ak AN
a@e!ﬁl.@Jl"‘

HDﬁe IS
rmde 4
node 2 "Dde 1 node 20

node 2 node 19

m_ﬂ@
_g Nl

node 12

node 10 node 11

icwy ight {c) 2011 MapInfo Corparation, Troy, New ¥ark. Image rencersd using MapInfo Professic
city informatien iz Copyright (o) 2013 Stefan Walders www.world-gazettesr.com.

L _J_I

[106.32.81.19

Figure 4.1 : An illustration of the simulated wist network topology.

4.2 OPNET MODELER
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OPNET modeler version 14.5 provides a virtual ssrvinent for modeling, analyzing, and predicting the
performance of IT infrastructures, including apations, servers, and networking technologies.astd graphical
interface for building networks from physical setopapplication processes. To achieve this, a numb®ols
known as ‘Editors’ are available. These Editorsdia the required information similar to real-wonetwork
systems. A description of the function and operetiof these Editors is given below (Peterson, 1995)

4.2.1 OPNET's Project Editor

The OPNET’s Project Editor is used to develop nekwoodels. Network models are made up of subnetshade
models. This editor also includes basic simulatind analysis capabilities. The Project Editor pesithe
workspace for creating a network simulation. Fraims ditor, a network model was built using modedsn the
standard library, chose statistics about the ndtwan a simulation and the results viewed. 11$® gossible to
create node and process models, build packet fermatl create filters and parameters, using sjmsziatditors
that can be accessed from the Project Editor. rEigl2 shows an example of the project editor.

When creating new network model, a Project is egtand scenario Project. A project can have a gobuglated
scenarios that each explores different aspecttofark model. More scenarios can be created as nenasios or

duplicating an existing scenario.

File Edit View S5Scenarios Topeology Traffic Protocols Simulation Resultss Windows
Help

238113 0|7 |55 8

| B8 (Access Paint] Attr
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iw m-?j':ﬂdlll Midridyerie il UL Carngun ea

I

| |-Wirsless LAN MAC Address (IF0 PT) Auto Assigned

I@ |—Wireless LAN MAC Address {IF1 PO} Auto Agsigned
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:@ [E]Wireless LAN Parameters (IF1 PO} ()
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|@®  |-Data Rate (bps) [FAmbps
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@ |-Buffer Size fits) 256000
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=® I Large Packet Processing Drop

i) L ret 1dantifiar Mt | load

Figure 4.2 OPNET's Project Editor

4.2 Network Nodes
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Using OPNET, the networks models were first creafBdis was achieved by placing individual nodesrfithe
object palette into the workspace, using the rapitfiguration. Node models are objects in a netwodklel. They
are made up of modules with process models. TheEJPNNode Editor lets you define the behavior oftea
network object. Behavior is defined using differemtdules, each of which models some internal asgfaatde
behavior such as data creation, data storagei etetwork object is typically made up of multipleodules that
define its behavior. Figure 4.3 illustrates somespaf a node’s structure, such as a TCP modul&ZR module

and an IP module.

—|Node Model: wlan_server_adv
File Edit Interfaces Objects Windows Help

=

| m| ~ = | )| B [

=
-
I

wilar_port_rx_1_0

Figure 4.3 Node Structure

Application Module — This module is used to defithe various application that will be supported by t
workstation. Examples of these applications inclDdéabase, email, Print, Remote login, FTP, HTT&ic¥,
Interactive video etc.

RIP Process Module - Specifies whether the RIRgs®is silent or active. Silent RIP processesaicend any
routing updates but simply receive updates. All Ri&cesses in a workstation should be silent Rtegsses. This
capability will not be used in this project.

IP Module — Used for the defining the source areddéstination IP addresses of the host.

RSVP — This in QoS to define the integrated sesvipeality of service model where a station requiestspecific
QoS parameter before transmission of data or befaed! is setup.

TCP Module - Specifies the TCP/IP configuratiortings for the node.

4.2.3 Process Editor

This is used to develop process models which cbtiteobehavior of the modules. This editor enabhescreation
of process models which controls the underlyimgfionality of the node models created in the NEdéor.

Process models are created using finite state mesliFSM) and created using icons that represatessand lines
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that represent transition between states. Operfierformed in each state or for a transitiondascribed in

embedded C or C++ code blocks.

4.3 INPUT DATA
Upon building the network, the two different typefdraffic were introduced using the simulator bgmal

specification.

4.3.1 Real-Time Transport Protocol (RTP) Traffic

RTP traffic typically runs on top of UDP where thending side encapsulates a media chunk with anpR€ket
then encapsulates the packet in a UDP segmentdfieh it hands the segment to IP. The receividg sixtracts
the RTP packet from the UDP segment, then extthetsnedia chunk from the RTP packet and finallyspaghe
media chunk to the media player for decoding andedang (Kurose et al., 2008).
RTP also consists of a control part is called Reéade Transport Control Protocol (RTCP). RCTP packetsent
periodically and contains sender and/or receiveontethat announce statistics that can be usefilg@pplication.
These statistics include number of packets sembjen of packet dropped, inter-arrival jitter expaged and delay.
These statistics are therefore useful in this rebet® determine how the QOS is handled by the oidw
In this research voice traffic was PCM-encodedt(thaampled, quantized, and digitized) at 64k traffic will
further be sampled for 20 ms chunks giving a paylol60 bytes as shown below.

64000/8 * 20/1000 = 160 Bytes

This traffic was then randomly transmitted to thstrof the wireless nodes through the access point.

4.3.2 TCP Traffic

TCP traffic was generated from the low priority ders and sent to the wired node over the sameesgehedia as
the high priority traffic. This QOS behavior wassebved as the two compete for the use of the shasedirces.
Metrics relating to the available bandwidth, padkss, re-transmission attempts, delays were measd used for

analysis.

4.4 PROCESS DESIGN
Traffic statistics were collected based on theofelhg: Network Delay, Network Load, Throughput aviddia

Access Delay.

Network Delay Represent end to end delay of allghckets that received by the WLAN nodes and
it forwards all the packets to the higher layer.affithe Access Point enabled thig

delay includes medium access delay at the sourc€ Méception of all the

fragments individually, and transfers of the franaesAccess Point.
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Load This indicates total number of bits submitieevireless LAN layers.

Network Throughput The throughput is an average odsuccessful message delivery over a physical o
logical link or passes through a certain networdtendt is typically measured in

bits per second.

Media Access Delay Represent the global statifticthe total of queuing and contention delayshef t

data.

4.5 SIMULATION
The last thing involved the configuration of simida parameters. Simulations were executed setiarak to
validate the generated results. There are diffevays of analysis that can be achieved using OPNEdeler as
listed below:

(i) Using the Discrete Event Simulation (DES)

(i) Flow analysis

(i) Failure Impact Analysis

(iv) NetDoctor Validation
Using the Discrete Event Simulation gives more itkdaesults but requires more processing time handles
explicit traffic, conversation pair traffic and khoads. The other simulation types answer spetifie of questions
and generate results much faster than the DES. Alwadysis for instance handles only conversatioin fpaffic. To
execute DES the following steps were followed:

(i) From the ‘Project’ menu, select ‘Simulation’ buttitre ‘Configure Discrete Event Simulation’, thisngs

up another menu similar to what is shown in thauFégt.4.

B3 Configure/Run DES: WLAN_QOS- C="r=d
Preview Simuation Set Number of runs: 1
Duration: |1 hourls} =l
Seed: [128 Enter Muliple Seed Values..
Values per statistic: | 100
s
=
=l =l
Smple... | Edt Smulation Sequence... i Aoply Help

Figure 4.4 — Simulation parameters
(i) Set the ‘Duration’ of the simulation to the requiggeriod eg 30.0 minutes
(iii) Pressing ‘OK’ set the simulation parameters, while,

(iv) Selecting ‘Run’ command starts the simulation.
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The following simulation was used to observe thWing scenarios.

4.5.1 Scenario 1

This scenario involved observation of the traffitistics mentioned above (network delay, loadoulghput and

media access delay) on a hon-QoS-enabled netwenkamiobjective is creating a baseline of trafécfprmance.

4.5.2 Scenario 2

This scenario involved replicating the first scémand introduction of QoS. Traffic was then be gaed from
two access categories (high-priority and low-ptiotiaffic) and their performance compared agastatistics of
non-QoS-enabled wireless network.

4.5.3 Scenario 3

This scenario was used to investigate the impachanging the default QoS parameters (EDCA valigs) given
access category. For a reasonable comparisonundetaken, the topology in scenario 2 was dugitand new
values entered. Data was thereafter generatethanésulting impact measured either using theugiiput, delay
or packet loss.
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CHAPTER 5: SIMULATION RESULTS AND DISCUSSIONS

To investigate the EDCF performance, the simulatidescribed below were executed using OPNET Siomulat
measure the following metrics: Network Delay, Netkvboad, Throughput and Media Access Delay. Allelgéss
stations were located in such a way that everjostatas able to detect a transmission from anyrataion, and
there was no mobility in the systems. This meaastthe results were not impacted by mobility andrmdmenon
such as the hidden node problem.

5.1 SIMULATION SCENARIO 1: NORMAL WIRELESS NETWORK WITHOUT ANY
QUALITY OF SERVICE

The objective of this part was to simulate a normiatless network without any quality of servicevdtypes of
services were introduced in the network for theppae of measuring their performance in normal dor, as
shown in Figure 5.1. Each station was configuretladnsmit data randomly to different hosts. Not the rate of
the packet generation within the station was ferttho types of services. The reason behind thistvaseate an
environment where all the stations generated padkethe different types of services at the saate. r

£2 (node_1) Attributes.

| Type: 1statior|

Value

@ - name node_1
i Diestination Address Random

=i Traffic Generation Parameters ()

Start Time {seconds) caonstant {1}

QM State Time {zeconds} constant {£00)

OFF State Time {seconds)
=l Packet Generation Arguments
Interamval Time {seconds)
Packet Size {bytes)
. Segmentation Size {bytes)
Stop Time {seconds)
raffic Type of Service
= VWireless LAN
i Wireless LAN MAC Address
#F Wircless LAN Parameters

@
@
@
@
@
@
@
@
@
@
@
@
@

constant {{)

{09}

constant {0.004)
constant (812)

Mo Segmentation
Newer

Interactive Voice (6)

1
()

Fitter
| QK I Cancel ]

Figure 5.1 Traffic set parameters - Parameters tssgdnerate traffic at 1Mbps

The first 10 node were configured to generate voiffic with a type of service value (TOS) of thd other nodes

from 11-20 were configured to generate best effort.

Figure 5.2 show the general WLAN parameters useiljded among them are:

(i) Data rate for the wireless network at 11 Mbps

(ii) Spread spectrum technique of DSSS

(iii) Transmission power of 0.005
(iv) The disabled HCF that provides support for the QoS
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& - BSS |dentifier Auto Assigned

@ - Access Point Functionality Diizabled
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2] # Channel Settings Auto Assigned

@ - Transmit Power (W) 0.005

@ - Packet Reception-Fower Threshold... -35

@ - Fts Threshold (bytes) Mone

@ - Fragmentation Threshold (bytes) MNone
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(&3] . Short Retry Limit 7

[e2] - Long Retry Limit 4

@ - AP Beacon Interval (zecs) 0.02

@ - Max Receive Lifetime {secs) 0.5

@ - Buffer Size (bits) 256000

@ - Roaming Capability Diisabled

& - Large Packet Processing Drop —
&3] # PCF Parameters Disabled

& = HCF Parameters {-)

(&3] i Status Not Suoported Jﬂ

RN |

' 1 r
@ ] Filter W Apply to selected objects
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Figure 5.2: WLAN parameters used in the simulation

After running the simulations for one hour, it wasserved from the generated parameterized grapditsthie
network throughput experienced by nodes transrgittiifferent traffic types was almost the same wH&F is not
supported (Figure 5.3).
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Figure 5.3: Network throughput

The average network throughput (148,491.32 bps3rebd at the AP is shown on figure 5.4.
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Wireless Lan Throughput fbilstsecj

igure 5.4: Access Point (AP) Throughput

Similarly as demonstrated by figure 5.5, there masubstantial difference in delay experiencedlbtha 20 nodes
transmitting interactive voice (node 1-10) and leffirt traffic (node 11-20) .
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Figure 5.5 : Dropped Traffic in bps at each STA
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Figure 5.6 Delay experienced by different traffms
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Figure 5.6, also shows small variance in delaysfatl the nodes indicative of DCF providing fairags all traffic
flows irrespective of the type of traffic carried.

5.2 SIMULATION SCENARIO 2: IMPACT OF EDCF ON DIFFER ENT ACCESS
CATEGORIES

The next set of simulations involved the same numobstations (20) and the one Access Point. WigFHnabled
operating with the default QoS parameters for AIEB/min, CWmax and TXOP , investigation involved
generating equal amount of both interactive arad bfort traffic. QoS indicators were later an&gzn graphs
below.

It was observed as shown in figure 5.7 that theutihput of high priority Access Category (3,362)415) was
much higher than the low priority Access Categdr3,§94bps). It can be concluded that throughput fo
applications like Voice over IP and video confeiagc EDCF provides better throughput by providihgrh more
priority over the other services like simple HTTiRIETP.

hroughput (bits/sec) (= o |

3 WLAN_QOS-EDCF-DES-1: time_average (in WLAN (Per|

B Annotation: Best Effort
time_sverage (in WLAN (Per HCF Access Catenory). Throughput (bitsfzec])
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15,000 [\_’_’_l___
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]

B Annotation: Yaoice
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Figure 5.7: Throughput for Voice (Average: 3,36Zfs) and Best Effort (Average: 12,694bps) Traffic

In terms of delay, in figure 5.8, depicts cleatattthe performance of low priority traffic degesdby experiencing
much higher delays over time.
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Figure 5.8 WLAN delay

Best Effort traffic continued to suffer higher patkoss as voice traffic receives preferentialtiresnt,
figure 5.9 show the difference in data loss frotadhiopped by all the 802.11e-capable WLAN MACs
(QSTAS) in the network due to consistently failiegransmissions. This statistic reports the nurober
the higher layer packets that are discarded bedha9dAC couldn't receive any ACKs for the
(re)transmissions of those packets or their fragmemd the packets' short or long retry countsirea
the MAC's short retry limit or long retry limit, spectively. The average data loss for the voidédria

at a low of 144.63 bps while the data loss forBEetraffic is at 281.72 bps.

| &3 node 0 of Office Networ

M time_average (in Wireless Lan Data Dropped (Retry Threshold Exceeded) (hitsisec))
WLAN QOS_MEW.DCF NOM_Q0S-DES-1 o L o

Wl time_average (in WLAN (Per HCF Access Category) Data Dropped (Retry Threshold Exceeded) (hits/se]
(Best Effart) ' '
WLAR_GI0S NEW-EDCF_DEFAULT W ALUES-DES-1

igure 5.9 — Comparison of packet loss betweené&/aiwd Bes Effort traffic.

5.3 SIMULATION SCENARIO 3: IMPACT OF CHANGED QOS PA RAMETERS
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As mentioned earlier this scenario involves configion of different QoS values, data generation stndying the
resulting impact, this is measured either usinghiheughput, delay or packet loss.

5.3.1 Changing the AIFS Number

Theeffect of changing the AIFS Number of the BE catgdoom the default 3 to 7 was investigated.
Figure 5.10 shows the current parameters used@amdHhey can be changed.
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- AIFSN 2
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i CWmin FHY CWmin
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- AIFSN IE]
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# Background r ]
& Traffic Category Parameters (8 ... (.}
i+ Block ACK Capability Supported
1 AP Specific Parameters Defauilt -~
T A 5
@ | Fitter I~ Apply to selected objects
I Exact match J Carce J

Figure 5.10: EDCA Parameters

Figure 5.11 (a), (b) shows the effect of that cleimgterms of throughput. It is clear that as the
throughput for the Voice improves a direct inveeffect on the Best Effort traffic is experienced.
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Figure 5-11: Throughput effect on changing the ANaBnber of the Voice and Best Effort ACs

Similar effects were observed in terms of delaynetibere is a reduction of delay for the Voice AC
(figure 5.12 a) and on the other hand increasealydel the Best Effort category (figure 5.12 b)
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Figure 5.12: Delay effect on changing AIFSN

5.3.2 Changing the size of contention windows

The next lab investigated the implication of chaggihe size of contention windows used by the QSTA
to initially determine the wait period (CWmin) abdckoff time (CWmax) when there is a collision. The
impact was measured using the throughput metric.

Figure 5.13 (a) and (b) demonstrate that by reduttia size of the contention window to 1 (one)fria
previous value of (PHY CWmin+1)/4 -1, the throughfmr voice (AC-6) drastically increases while that

of best effort (AC-0) decreases.
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Figure 5.13 (a) and (b) Changed CWmin size

5.3.3 Modifying Transmission opportunity (TXOP)
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Transmission opportunity was independently modif@éhvour Voice — this was done by increasing

TXOP number that determines the duration from 3268016. In Opnet the setting are modified using
the menu shown in Figure 5.14 below.
' . el ]|
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Figure 5.14 Modification of Transmission Opportigst(TXOP)

From the output observed it is clear that the TX@IRe affects, by simply changing this value toofav
Voice the resources available for the best effartgory are drained. Figure 5.15 corroboratesrthis
respect to delays experienced. It was noted thiteadelay for the BE gradually increases, theydfea
the voice traffic decreases.
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igure 5.15 Effects of changing TXOP on delay
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CHAPTER 6: CONCLUSIONS & RECOMMENDATIONS

6.1 ASSESSMENT OF THE VALUE OF THIS STUDY

This research has given insights in the operatfdVloANs and demonstrated that the current QoS was
developed to cater for the priority treatment affipriority but not much consideration was givenhe
low priority traffic which could include importamtusiness traffic.

The results achieved from the experiments perfornazd add to the knowledge base of WLANs and
practically demonstrates the limitations of 802. Q&S from the perspective of managing low priority
traffic.

The results of this thesis could further be useguigeline to stakeholders in the wireless induistr
designing and developing more efficient solutiosit thring about better end user experience in cgeder
network environment offering preferential treatmnhigh priority traffic and fairness to all triff

types.

6.2 LIMITATIONS OF THE RESEARCH

This research was constrained by tight academiedsth and therefore covered only those aspects that
could be explored within the time allocated. Thisegarch did not for instance concentrate on deigjop
new algorithms that could be used to introducenéss in transmission of traffic.

6.3 CONCLUSIONS

Wireless networks are increasingly being implemaige to flexibility and mobility of clients as wels
servers. The technology is currently deployed otually every smart phone. In this work, evaluatisn

the performance of 802.11e WLAN scenarios in Ophateler 14.5 was carried out. QoS indicators,
namely throughput, delay, packet loss experiencdhd simulated WLAN were evaluated in a converged
network of high priority traffic as well as low prity traffic, generating data simultaneously.

First, a study on operation of QoS features on WEAWs done including the point coordination

function (PCF) and HCCA that offer contention fraechanism for providing differentiated serviceseTh
two mechanism however do not offer the requiredises and it was noted that some vendor do not even
support then.

The current solution is the enhanced distributamtdinated function (EDCF) standardized by IEEE as
the IEEE802.11e. With EDCF, QoS is provided throtighuse Access Categories (AC) where each AC
or traffic queue is assigned different QoS paramadteenable it get more preferential treatmentrwhe
contesting for resources.

The different parameters for achieving priorityatraeent includes the arbitration inter-frame spacing

(AIFS), size of the contention window which in tstatistically determines the back-off durationg dme
transmission opportunity (TXOP) limit which determes the duration in which a station can keep on
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transmitting data upon gaining access to media.opleeation of EDCF was thereafter investigatedgusin
OPNET modeler.

The first scenario involved an investigation on How priority traffic perform in DCF and it was
confirmed that this class of traffic received faiss in that environment. The simulations resuligated
no difference in terms of throughput, delay andkpatoss between low and high priority traffic like
voice.

The other scenario investigated the impact of theA\Ws MAC QoS protocol in a converged
environment where both low priority and high-prigtiraffic shared the same resources. Whereas the
802.11e performs tremendously well in provisiomiffierentiated services, the low-priority traffio ¢the
other hand suffers from diminishing resources wih lead to starvation.

The third scenario involved changing the defaullCEparameters to more favorable values for voice
and in turn less favorable for the low priorityffi@ This proved that the less priority trafficrinued to
suffer from constrained resources.

6.4 RECOMMENDATIONS FOR FURTHER RESEARCH

Considering the results and the observed patteisiag@from these experiments, more accurate
mathematical models can be created to corrobdratetresults. Such models can be used to come up
with more proven values for different network saggand technologies. Further experiments can be
performed using the newer 802.11n standard todindvhether similar results can be replicated.

Since this research was done in a simulated envieok in future it can be done in a real wireless
network where various factors that contribute toegal WLANSs performance will not be overlooked,
this way more practical results could be arrived at

The radio frequency resources reduces as morewibraew bandwidth requirements join the network
thereby degrading the quality of the existing ss¥sj more research into admission control mechanism
that limit the number of users contesting for findted bandwidth needs to be done. In an extended
service set with multiple access point, such gorghm will not only help in maintaining qualitgsvice
for the high priority traffic but can also be usesifactor when clients are forming association atbess
points.
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APPENDICES

APPENDIX A: PROJECT SCHEDULE
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APPENDIX B : STATISTICAL DATA
(i) Data for figure 5.9
:0

zone :
statistic - 'WLAN_QOS_NEW-DCF_NON_QOS-DESOffice Network.node_0.Wireless Lan.Data DropfRdtry Threshold
Exceeded) (bits/sec)’
length 1101

number of values :101
horizontal, min  : 0

max :600
vertical, min :0.0

max :455.111111111
initial value  :0.0

final value : 273.066666667
expected value :281.716835018
sample mean :281.716835018
variance : 2,336.48335408

standard deviation : 48.3371839693
** confidence intervals valid if entries are indepent samples

80% conf interval: [ 275.490732792, 287 .B2M5 ]
90% conf interval: [ 273.725310235, 289.7083)2

95% confinterval: [  272.195018255, 291.2Z8B82 |
98% confinterval: [  270.413564068, 293.028869 ]
99% conf interval: [ 269.207305342, 294. 226305 ]

** Operations List **
Original vector : WLAN_QOS_NEW-DCF_NON_QOS-DES¢Iffice Network.node_0.Wireless Lan.Data DroppRétty Threshold
Exceeded) (bits/sec).none

Operation #1
Operation type  : Filter
Filter name : time_average
zone 10
statistic :'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: Office Network.node_0.WLAN (Per HCF Asse&Category).Data
Dropped (Retry Threshold Exceeded) (bits/sec) <Béstt>'
length 1101

number of values :101
horizontal, min  : 0

max :600
vertical, min :0.0

max :203.913419913
initial value :0.0

final value :184.32

expected value :143.187194696
sample mean 1 143.187194696
variance :2,840.16119929

standard deviation : 53.2931627818
** confidence intervals valid if entries are indepent samples

80% conf interval: [ 136.322734415, 150.064%77 ]
90% confinterval: [  134.376304276, 151. 998016 ]
95% confinterval: [  132.689112493, 153.6B5898 |
98% conf interval: [ 130.725007012, 155.63238 ]
99% confinterval: [  129.395071394, 156.97F@08 |

** Operations List **

Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALES-DES-1: Office Network.node_0.WLAN (Per HCF Acges
Category).Data Dropped (Retry Threshold Exceedsityy$¢ec) <Best Effort>.none

Operation #1

Operation type  : Filter

Filter name : time_average
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(i) Data for figure 5-11 (a): The effect of changing tFS Number of the Voice and Best Effort ACs
zone :0
:'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: WLAN (Per HCF Access Category).Throughpu

statistic
(bits/sec) <Voice>'
length 1101

number of values : 101
horizontal, min : 0

max :3600
vertical, min : 454,656

max :509,601.564444444
initial value : 454,656
final value : 507,087.075555556
expected value :506,568.427377287
sample mean 1 506,568.427377287
variance 1 40,279,304.2702332

standard deviation : 6,346.59785005

** confidence intervals valid if entries are indeglent samples

80% conf interval: [
90% conf interval: [
95% conf interval: [
98% conf interval: [
99% conf interval: [

505,750.949738748, 507,985015827
505,519.152474512, 507,802280063
505,318.227493129, 507,828261446
505,084.325300517, 508,622454058
504,925.945386621, 508,200367954

— e e

** Operations List **

Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALES-DES-1: WLAN (Per HCF Access Category).Throughput
(bits/sec) <Voice>.none

Operation #1

Operation type : Filter

Filter name : time_average

zone :0

statistic :'WLAN_QOS_NEW-EDCF_MODIFIED_VAJES-DES-1: WLAN (Per HCF Access Category).Througthp
(bits/sec) <Voice>'

length 1101

number of values : 101
horizontal, min : 0

max : 3600
vertical, min :3,007,146.66666667
max : 3,500,586.36406619
initial value  : 3,007,146.66666667
final value : 3,500,544
expected value : 3,479,920.4776958
sample mean 1 3,479,920.4776958

variance : 3,401,491,853.79688

standard deviation : 58,322.3100863

** confidence intervals valid if entries are indegent samples
80% conf interval: [ 3,472,408.23484539, 3,482,43054621 ]
90% conf interval: [ 3,470,278.12478621, 3,489,88060538 ]
95% conf interval: [ 3,468,431.71678225, 3,499,20860935 ]
98% conf interval: [ 3,466,282.26340112, 3,498,69199047 ]
99% conf interval: [ 3,464,826.82496498, 3,498,03042661 ]
** Operations List **

Original vector : WLAN_QOS_NEW-EDCF_MODIFIED_VAIES-DES-1: WLAN (Per HCF Access Category).Throughpu
(bits/sec) <Voice>.none

Operation #1

Operation type : Filter Filter name mé_average

1. Data for figure 5-11 (b): The effect of changing #hIFS Number of the Voice and Best Effort ACs
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zone 10

statistic :'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: WLAN (Per HCF Access Category).Throughpu
(bits/sec) <Best Effort>'
length 1101

number of values : 101
horizontal, min : 0
max : 3600
vertical, min :796.444444444
max :1,422.22222222
initial value  :796.444444444

final value :1,295.92888889
expected value :1,241.92838147
sample mean 1 1,241.92838147
variance 1 5,359.28258157

standard deviation : 73.2071211124

** confidence intervals valid if entries are indegent samples
80% confinterval: [  1,232.49889091, 1,25Y88202 ]
90% conf interval: [ 1,229.8251418, 1,25462114 ]
95% conf interval: [  1,227.50750016, 1,25828278 |
98% confinterval: [  1,224.80947098, 1,2532@1195 ]
99% confinterval: [  1,222.98258076, 1,26@83217 |
** Qperations List **

Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALES-DES-1: WLAN (Per HCF Access Category).Throughput
(bits/sec) <Best Effort>.none

Operation #1

Operation type : Filter

Filter name : time_average

zone 10

statistic :'WLAN_QOS_NEW-EDCF_MODIFIED_VAJES-DES-1: WLAN (Per HCF Access Category).Throughp
(bits/sec) <Best Effort>'

length 1101

number of values : 101
horizontal, min : 0

max :3600
vertical, min :183.402985075
max :409.6
initial value : 341.333333333
final value :188.871111111
expected value :229.665408565
sample mean : 229.665408565
variance 1 2,282.59429068

standard deviation : 47.7765035418

** confidence intervals valid if entries are indeglent samples
80% conf interval: [ 223.511525143, 235.84P286 ]
90% conf interval: [ 221.766580359, 237.588127 1 ]
95% conf interval: [ 220.254038788, 239.07&342 ]
98% conf interval: [ 218.49324833, 240.833% ]
99% conf interval: [ 217.300981434, 24202805 ]
** Qperations List **

Original vector : WLAN_QOS_NEW-EDCF_MODIFIED_VAIES-DES-1: WLAN (Per HCF Access Category).Throughpu
(bits/sec) <Best Effort>.none

Operation #1

Operation type : Filter

Filter name : time_average

2. Data for the figure 5.12 (a)
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zone

:0
statistic :'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: WLAN (Per HCF Access Category).Media és=

Delay (sec) <Voice>"'
length 1101
number of values : 101

horizontal, min

:0

max : 3600

vertical, min

:0.764520582299

max :0.79665430253

initial value
final value
expected value
sample mean
variance

:0.785384842922

0.764520582299
:0.778632710306
:0.778632710306

8.55210518093E-005

standard deviation : 0.00924775928586

** confidence intervals valid if entries are indegent samples
80% conf interval: [  0.777441546694, 0.779B23019 |
90% confinterval: [ 0.777103790095, 0.78B®L17 ]
95% conf interval: [ 0.77681101814, 0.7804B473 |
98% confinterval: [  0.776470194406, 0.78AR06 ]
99% confinterval: [  0.776239415751, 0.78108B62 ]
** Qperations List **

Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALES-DES-1: WLAN (Per HCF Access Category).Media
Access Delay (sec) <Voice>.none

Operation #1

Operation type : Filter

Filter name : time_average

zone 10

statistic :'WLAN_QOS_NEW-EDCF_MODIFIED_VAJES-DES-1: WLAN (Per HCF Access Category).Mediaxéss
Delay (sec) <Voice>'

length 1101

number of values : 101
horizontal, min : 0

max : 3600
vertical, min :0.679906689401

max :0.689051335438
initial value  : 0.679906689401
final value :0.689027365159
expected value : 0.688633922405
sample mean 1 0.688633922405
variance :1.16325517852E-006
standard deviation : 0.00107854308144
** confidence intervals valid if entries are indeplent samples
80% conf interval: [  0.688494999966, 0.688844844
90% conf interval: [  0.688455608257, 0.688836553
95% conf interval: [  0.688421462995, 0.688RBIB15
98% confinterval: [ 0.688381713573, 0.688BRE236
99% conf interval: [  0.688354798435, 0.688¥I6875
** Qperations List **
Original vector : WLAN_QOS_NEW-EDCF_MODIFIED_VAIES-DES-1: WLAN (Per HCF Access Category).Media
Access Delay (sec) <Voice>.none
Operation #1
Operation type : Filter
Filter name : time_average

— e e

(iii) Data for the figure 5.12 (b)
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zone 10

statistic :'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: WLAN (Per HCF Access Category).Media ésc
Delay (sec) <Best Effort>'
length 1101

number of values : 101
horizontal, min : 0

max : 3600
vertical, min :13.2928567433

max :247.076647297
initial value  : 13.2928567433
final value : 247.073008275
expected value :213.132490066
sample mean :213.132490066
variance 1 2,466.35216785
standard deviation : 49.6623818181
** confidence intervals valid if entries are indegent samples
80% conf interval: [ 206.735694874, 219.529258 ]
90% conf interval: [ 204.921872017, 221.3%3114
95% conf interval: [ 203.349626008, 222.6ER4
98% conf interval: [ 201.519332003, 224. 745129
99% conf interval: [ 200.280002847, 225.984285
** Qperations List **
Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALES-DES-1: WLAN (Per HCF Access Category).Media
Access Delay (sec) <Best Effort>.none
Operation #1
Operation type : Filter

— e

Filter name : time_average

zone 10

statistic :'WLAN_QOS_NEW-EDCF_MODIFIED_VAJES-DES-1: WLAN (Per HCF Access Category).Mediaégs
Delay (sec) <Best Effort>"

length 1101

number of values : 101
horizontal, min : 0
max :3600
vertical, min :3.28814742104
max :1,780.8200944
initial value : 3.28814742104

final value :1,780.8200944
expected value :862.826748758
sample mean 1 862.826748758
variance 1 271,730.956337304

standard deviation : 521.278194765

** confidence intervals valid if entries are indeglent samples
80% conf interval: [ 795.683173926, 929. &1 ]
90% conf interval: [ 776.644491736, 949.00®181 ]
95% conf interval: [ 760.141506349, 965.511P68 ]
98% conf interval: [ 740.929935741, 984.72BK/6 ]
99% conf interval: [ 727.921392021, 997. 78496 ]
** Qperations List **

Original vector : WLAN_QOS_NEW-EDCF_MODIFIED_VAIES-DES-1: WLAN (Per HCF Access Category).Media
Access Delay (sec) <Best Effort>.none

Operation #1

Operation type : Filter

Filter name : time_average

Page |52



Statistical Data for 5.13 (a)

zone :0

statistic :'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: WLAN (Per HCF Access Category).Throughpu
(bits/sec) <Voice>'

length 1101

number of values : 101
horizontal, min  : 0

max : 3600
vertical, min : 454,656

max :509,601.564444444
initial value  : 454,656
final value : 507,087.075555556
expected value :506,568.427377287
sample mean 1 506,568.427377287
variance 1 40,279,304.2702332
standard deviation : 6,346.59785005
** confidence intervals valid if entries are indegent samples
80% conf interval: [ 505,750.949738748, 507,985015827
90% conf interval: [ 505,519.152474512, 507,802280063
95% conf interval: [ 505,318.227493129, 507,828261446
98% conf interval: [ 505,084.325300517, 508,622454058
99% conf interval: [ 504,925.945386621, 508,200367954
** Qperations List **
Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALES-DES-1: WLAN (Per HCF Access Category).Throughput
(bits/sec) <Voice>.none
Operation #1
Operation type : Filter

— e

Filter name : time_average

zone 10

statistic :'WLAN_QOS_NEW-EDCF_MODIFIED_VAJES-DES-1: WLAN (Per HCF Access Category).Throughp
(bits/sec) <Voice>'

length 1101

number of values : 101
horizontal, min : 0

max : 3600
vertical, min : 3,058,232.88888889

max : 3,546,313.38666667
initial value  : 3,058,232.88888889
final value : 3,546,313.38666667
expected value : 3,526,652.95103715
sample mean 1 3,526,652.95103714
variance : 3,316,661,822.9375
standard deviation : 57,590.466424
** confidence intervals valid if entries are indegent samples
80% conf interval: [ 3,519,234.97378271, 3,530,02829158 ]
90% conf interval: [ 3,517,131.59290392, 3,538,30917037 ]
95% conf interval: [ 3,515,308.35411245, 3,537,99796184 ]
98% conf interval: [ 3,513,185.87263679, 3,540,0294375 ]
99% conf interval: [ 3,511,748.69742434, 3,541,36464995 ]
** Operations List **
Original vector : WLAN_QOS_NEW-EDCF_MODIFIED_VAIES-DES-1: WLAN (Per HCF Access Category).Throughpu
(bits/sec) <Voice>.none
Operation #1
Operation type : Filter
Filter name : time_average
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Statistical Data for 5.13 (b)

zone :0
statistic : 'WLAN_QOS_NEW-EDCF_DEFAULT_VALUES-DES-WLAN (Per HCF Access Category).Throughput (s}
<Best Effort>'
length 1101
number of values : 101
horizontal, min : 0
max : 3600
vertical, min :796.444444444
max :1,422.22222222
initial value : 796.444444444

final value :1,295.92888889
expected value :1,241.92838147
sample mean 1 1,241.92838147
variance : 5,359.28258157

standard deviation : 73.2071211124

** confidence intervals valid if entries are indeplent samples

80% confinterval: [  1,232.49889091, 1,25785202 ]

90% conf interval: [ 1,229.8251418, 1,25463114 ]

95% confinterval: [ 1,227.50750016, 1,25628278 |

98% confinterval: [  1,224.80947098, 1,259281195 ]

99% confinterval: [ 1,222.98258076, 1,26@83217 ]

** Qperations List **

Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALEB-DES-1: WLAN (Per HCF Access Category).Throughput
(bits/sec) <Best Effort>.none

Operation #1

Operation type  : Filter

Filter name : time_average
zone :0

statistic : 'WLAN_QOS_NEW-EDCF_MODIFIED_VAJES-DES-1: WLAN (Per HCF Access Category).Throughp
(bits/sec) <Best Effort>'

length 1101

number of values : 101
horizontal, min  : 0

max : 3600
vertical, min :1,820.44444444

max :2,480.35555556
initial value : 2,275.55555556
final value :2,233.45777778
expected value :2,236.6814332
sample mean :2,236.6814332
variance :7,965.15217382
standard deviation : 89.2477012243
** confidence intervals valid if entries are indeplent samples
80% confinterval: [ 2,225.18582535, 2,24804105 ]
90% confinterval: [ 2,221.92622494, 2,25668&8146 |
95% confinterval: [  2,219.10075953, 2,25228687 |
98% conf interval: [ 2,215.811559, 2,251.3674 ]
99% confinterval: [ 2,213.58437468, 2,25849172 ]
** Qperations List **
Original vector : WLAN_QOS_NEW-EDCF_MODIFIED_VAIES-DES-1: WLAN (Per HCF Access

Category).Throughput (bits/sec) <Best Effort>.none

Operation #1
Operation type  : Filter
Filter name : time_average
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Statistical data for Figure 5.15

zone 10

statistic : 'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: Office Network.node_0.WLAN (Per HCF Asse
Category).Media Access Delay (sec) <Best Effort>'

length 1101

number of values : 101
horizontal, min : 0
max : 3600
vertical, min :0.15238767287
max :106.989220505
initial value :0.15238767287

final value : 106.989220505
expected value :62.0259861994
sample mean 1 62.0259861994
variance : 867.715993156

standard deviation : 29.4570194208

** confidence intervals valid if entries are indepent samples

80% conf interval: [ 58.2317557717, 65.8 2847 ]

90% conf interval: [ 57.1558948655, 66.83988832

95% conf interval: [ 56.2233241846, 67.82B5M 1

98% conf interval: [ 55.1376934903, 68.9182084

99% conf interval: [ 54.4025909504, 69.64b884

** Qperations List **

Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALESB-DES-1: Office Network.node_0.WLAN (Per HCF
Access Category).Media Access Delay (sec) <Bestr&fihone

et et et e

Operation #1

Operation type : Filter

Filter name : time_average
zone 10

statistic :'WLAN_QOS_NEW-EDCF_DEFAULT_VAIES-DES-1: Office Network.node_0.WLAN (Per HCF Asse
Category).Media Access Delay (sec) <Voice>'

length 1101

number of values : 101
horizontal, min : 0

max : 3600
vertical, min :0.333039865275

max : 0.646655309098
initial value  : 0.613764878286
final value :0.333039865275
expected value :0.463042042048
sample mean :0.463042042048
variance :0.0078029334054
standard deviation : 0.08833421424
** confidence intervals valid if entries are indeplent samples
80% confinterval: [ 0.451664096483, 0.47288612
90% confinterval: [  0.448437859421, 0.4778¢4574
95% confinterval: [  0.445641313812, 0.48044283
98% confinterval: [  0.442385779606, 0.4338598189
99% confinterval: [  0.440181391432, 0.485282663
** Qperations List **
Original vector : WLAN_QOS_NEW-EDCF_DEFAULT_VALES-DES-1: Office Network.node_0.WLAN (Per HCF

Access Category).Media Access Delay (sec) <Voiaaren

— e e

Operation #1
Operation type : Filter
Filter name : time_average
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