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ABSTRACT

Background
The measurement of CD4+ T-cell (CD4) counts is a strong predictor of progression to AIDS and a means of monitoring antiviral therapy (ART). Understanding the way CD4+ cell counts change over time would provide insight into the way patients respond to treatment and how effective treatment is with time. Secondary data from the Comprehensive Care Centre at KNH was utilized in which patients were enrolled and their CD4+ cell counts were regularly monitored thus generating repeated measures of their CD4+ cell counts. The aim of the present study was to assess the parsimony of the Generalized Estimating Equations and Generalized Linear Mixed effects models in assessing the change in the CD4+ count in HIV-positive patients initiated on ART over a period of at least five years.

Methodology
A Retrospective Longitudinal study with data obtained from the CCC at KNH, Nairobi of HIV-Positive patients enrolled and their CD4+ cell counts initially taken on enrolment into the ART programs and thereafter counted every 12 weeks. The study subjects were enrolled in the CCC between the period of 2008 and 2012 and all were over 18 years at the time of enrolment into the ART program. A total of 248 patients formed the sample and were used in the study. Data was explored using basic descriptive statistics and a profile of the mean CD4+ cell count over the period of the study done. GLMM and GEE models were used to model the change in CD4+ cell count over time. GLMM took into account both within and between sources of variation was flexible enough to account for the natural heterogeneity in the population and handle the degree of missing data while GEE allowed for the correlation between observations.

Results
The analysis included 248 individuals. The mean CD4+ cell count was seen to increase with duration of treatment on ART. The patient’s age, ART regimen and WHO clinical staging did not affect the current CD4+ cell count status. However, BMI and CD4+ cell counts after 12 weeks on treatment were significant predictors on the current CD4+ cell count. GEE model was the most parsimonious model compared to GLMM as proven by the lower Standard Error and also the AIC, Likelihood ration and BIC smaller is best fit criterion.

Conclusion
Longitudinal beta regression models are a natural candidate to analyze longitudinal data over time since they account for the bounded range and the skewed distribution of the response variable. However, depending on whether a population-averaged or a subject-specific approach is preferred, researchers should distinguish between a mixed (beta GLMM) and a marginal (beta GEE) model.
1.1 Background information
CD4+ T lymphocyte (CD4) cell counts are the primary laboratory markers used to track the progression of HIV to AIDS. However, clinicians still debate the appropriate CD4 threshold at which to initiate HIV therapy. The 2013 WHO and the USDHHS guidelines recommend HIV therapy at CD4 cell counts less than 500 cells/μL, a recent departure from the prior guidelines that gave 350 cells/μL the strongest recommendation. While the therapy should be initiated based on individual patient characteristics, societal factors such as resource availability of health staff and a continuous supply of drugs must also be considered before initiating therapy. The debate of when to initiate therapy is also fueled by the lack of evidence from HIV “treatment initiation” randomized clinical trials (due to ethical implications). The scientific literature does, however, include observational treatment initiation studies of varying quality that can bring treatment guidelines closer to the best treatment strategy.

HIV infection leads to severe depletion of CD4 T cells in the gut-associated lymphoid tissue with subsequent reduced levels of circulating CD4 lymphocytes in the peripheral blood. CD4 cells are reduced precipitously in acute HIV infection, but usually rebound over several weeks as HIV-specific CD8 T cells help to lower plasma viremia. In the untreated patient, CD4 T cells subsequently decline over several years. Population-based studies of the natural history of HIV infection among men who have sex with men (MSM) show that the mean CD4 count prior to seroconversion is about 1000 cells/mm$^3$; CD4 T cell counts decline to a mean of 780 cells/mm$^3$ at six months post-seroconversion and to 670 cells/mm$^3$ at one year of follow-up. Subsequently, the CD4 cell count declines at an average yearly rate of approximately 50 cells/mm$^3$, but there is substantial variation among patient. Significant depletion of CD4 T cells can lead to opportunistic infections and mortality in the untreated patient.
In longitudinal studies, measurements on a variable are collected at multiple points for each subject. A key feature of such longitudinal data is that within-Individual repeated measurements of a variable are correlated, although the measurements across individuals are usually assumed to be independent. Furthermore, the observed usually contains missing data, dropouts, censoring, outliers, and measurement errors, and are often unbalanced, since the numbers and times of measurements may vary across individuals.

There are two commonly used methods for analyzing longitudinal data;

- Generalized linear mixed effects models
- Generalized Estimating Equations models

Mixed effects models are extensions of standard regression models from cross-sectional data. They incorporate the two sources of variations in longitudinal data, between-individual variation and the within – individual correlation, by introducing random effects in the models. A major advantage of mixed effects models is that they allow for individual-specific inference in addition to standard population-average inference. Statistical inference for a mixed effects model is typically based on likelihood methods under the distributional assumptions for random effects and random errors.

Generalized Estimating Equations (GEE) models require specifications of the mean and covariance structure of the response, without any distributional assumptions for the data. Such models are usually more appealing for non-normal data. The resulting parameter estimates are consistent and asymptotically normal as long as the mean structure is correctly specified. However, the GEE estimates are usually not efficient and individual-specific inference is not available for GEE models.

In Longitudinal analysis, parametric models such as a linear mixed model are popularly used to model CD4 cell count change over time. The mixed effects models are parsimonious and efficient when the models are correctly specified.

The purpose of this study is to examine and compare the utility of the GEE and GLMM models for modeling longitudinal data, with particular focus on the change in CD4+ cell count in HIV patients started on Antiretroviral therapy(ART).
1.2 Problem Statement
Having a reliable marker to evaluate disease progression and predict treatment outcomes would be useful for the practitioner and patient alike. Laboratory markers used in monitoring management in HIV-positive patients are HIV-RNA assay (Viral load) and CD4 count. The former is the gold standard; its use is, however, limited because of its cost and technology. Furthermore, there is a mismatch between an undetectable viral load (<50 copies/mL) and the absence of immune reconstitution, which can be confusing to both the treatment provider and patient.

Since the introduction of HAART, much has been studied regarding which factors best predict a patient’s success on HAART. The CD4+ cell count is then used in assessing the clinical status of HIV-infected individuals, in making informed decisions regarding the initiation of antiretroviral therapy and in monitoring the success of such therapy.

Several cohort studies and clinical trials have shown that the CD4 count is the strongest predictor of subsequent disease progression and survival. The use of the CD4 count as an independent and reliable marker for treatment outcome is attractive from various aspects. First, CD4 counts are already the most important factor in deciding whether to initiate antiretroviral therapy and opportunistic prophylaxis – all HIV-positive patients in high-income countries, and an increasing number of patients in low-income countries have a baseline CD4 count at entry into care. Secondly, the CD4 count is a relatively objective and simple marker to follow. Finally, the cost of CD4 counts has become more affordable, including in developing countries.

1.3 Justification
CD4 cell count and HIV RNA viral load in response to antiretroviral therapy (ART) are important measures of the efficacy of ART in individual patients and of the effectiveness of ART in populations of patients enrolled in HIV care and treatment programs. However, few data exist on long-term CD4 response to ART among patients receiving care in resource-limited settings, where HIV RNA testing is not generally available or conducted. In addition, CD4 count at the time of ART initiation is an important determinant of the degree of
immunologic and virologic response as well as subsequent risk of morbidity and mortality. Among those patients who are able to remain on ART, robust immunologic responses can be maintained for long periods, and the risk of serious morbidity and mortality may eventually diminish to levels observed in the general population.

1.4 Study Limitations
We had to exclude a substantial number of patients due to lack of follow-up CD4 counts. These patients differed systematically from those who were included in the analysis: they were more likely to die or be lost before a follow-up CD4 count could be measured.

1.5 Objectives
1.5.1 Main objective
The aim of this study was to assess the parsimony of the Generalized Estimating Equations and Generalized Linear Mixed effects models in assessing the change in the CD4+ count in HIV-positive patients initiated on ART for a period of at least five years.

1.5.2 Specific Objectives
1. To establish the parsimony of the Generalized Estimating Equations and Generalized Linear Mixed effect models in the analysis of the change in CD4+ cell count.
2. To estimate the most optimal model in assessing the change in CD4+ cell count in HIV patients on ART.

1.6 Research Question
Which is the most parsimonious model to fit longitudinal data on change in CD4+ cell count in HIV-positive patients receiving ART?
CHAPTER TWO
LITERATURE REVIEW

2.0 Introduction to the Chapter
The literature selected and discussed are related and relevant to this study. Studies related to modeling of longitudinal HIV/AIDS data is scarce, however use of GEEs and GLMMs are becoming popular. The literature review given below has several parts; the overview of HIV/AIDs pandemic, modeling of longitudinal data with emphasis on GEE models and GLMM and a comparison of the two models.

2.1 Global Perspective of HIV/AIDS and Kenyan situation
Human Immunodeficiency virus (HIV) is a Lentivirus that causes Acquired Immunodeficiency Syndrome (AIDS) by reducing a person’s ability to fight infection. HIV attacks CD4+ cell which is responsible for the body’s immune response to infectious agents. An uninfected individual has around 1100 CD4+ cells per milliliter of blood. This CD4+ cells decrease in number with time, so that an infected person’s CD4+ cell count can be used to monitor the progression of the disease (Diggle et al 1994).

According to the Joint United Nations Programme on HIV/AIDS (UNAIDS), 34million people are living with HIV in the world. Of these, approximately 23.5 million are in sub-Saharan Africa. Globally, 14.8 million people are eligible for HIV treatment, while 8 million are on ART (UNAIDS, 2012). As at 2011, HIV/AIDS resulted in about 1.7 million deaths and 2.5million new infections (UNAIDS, 2012)

Antiretroviral therapy (ART) services have been available to HIV-positive patients and the guidelines from the National AIDS Control Programme (NASCOP) recommend that patients should initiate treatment when their CD4+ cell count is less than 350cell/ml or when they become symptomatic with HIV infection as in WHO stage I to IV. Once a patient enrolls on the ART treatment, the CD4+ cell count of the patient is examined from time to time to check whether there is an increase in its count to a relatively normal level(>500cells per microliter) or otherwise(NASCOP, 2001). Hence CD4+ cell count is pivotal in determining
when to initiate ART and in staging of HIV/AIDS. It gives information on possible treatment failure.

### 2.2 Cluster of Differentiation 4

CD4 (Cluster of Differentiation 4) refers to the glycoprotein found on the surface of immune cells such as T helper cells, monocytes, macrophages and dendritic cells. In humans, the CD4 protein is encoded by the CD4 gene (Isobe et al., 1986; Ansari-Lari et al., 1996). T lymphocytes are divided into:

- Helper T cells which help in the functions of the immune system.
- Cytotoxic T cells also called Killer cells which kill infected cells (Kumar, 2012)
- Suppressor T cells which are capable of suppressing the function of both cytotoxic and helper T cells.

HIV causes AIDS by destroying CD4+ T cells (Almonti et al., 2003). CD4+ cell count, therefore, measures the degree of immunosuppression in HIV-positive patients. There is an inverse relationship between CD4 count and degree of immunosuppression (Akinbami et al., 2012). Few laboratories in resource-restrained countries can afford to perform CD4+ cell count and HIV viral load (Crowe et al., 2003).

In Kenya, CD4+ cell count is routinely done. It plays an important role in deciding when to commence therapy, staging the disease, monitoring disease progression and determining treatment failure. Generally, CD4+ cell count takes priority over viral load if both tests cannot be carried out together because of financial constraints (Crowe et al., 2003). The cost of CD4+ cell count is lower than viral load and it’s increasingly becoming more affordable to patients in developing countries (Mellors et al., 1997; Lutwana et al., 2008).

### 2.3 Modeling longitudinal data

Statistical methods for the analysis of longitudinal data have advanced dramatically. A straightforward application of Generalized Linear Models to longitudinal data is not appropriate, due to lack of independence among repeated measures obtained on the same individual. There has been extensive statistical literature on extending generalized linear models to the longitudinal-data setting. The standard Generalized Linear Models (GLM) assumes that observations are uncorrelated. The standard approach to analysis of longitudinal data principally involved using the longitudinal data to impute end-points (e.g. last observations carried forward; LOCF) and then to simply discard the valuable intermediate
time-point data, favoring the simplicity of analyses of change scores from baseline to study completion.

Laird and Ware (1982) showed that GLMMs and GEE models could be used to perform a more complete analysis of all of the available longitudinal data under much more general assumptions regarding the missing data. The net result was a more powerful set of statistical tools for analysis of longitudinal data that led to more powerful statistical hypothesis tests, more precise estimates of rates of change (and differential rates of change between experimental and control groups). Although longitudinal studies provide far more information than the cross-sectional studies and are therefore now in widespread use, they are not without limitations.

One; Individual differences are the norm rather than the exception. Hence these personal characteristics may be unobserved, leading to unexplained heterogeneity in the population. Modeling this unobserved heterogeneity in terms of variance components that describe subject-level effects is one way to accommodate the correlation of the repeated responses over time and to better describe individual differences in the statistical characterization of the observed data. These variance components are often termed “random effects,” leading to terms like random-effects or mixed-effects regression models.

Two, there is also short-term correlated errors of measurements that are produced by the psychological state that a subject is in during measurement occasions that are close in time. This type of short-term residual correlation tends to decrease exponentially with the temporal distance between measurement occasions. The addition of auto correlated residuals (Chi & Reinsel., 1989, Hedeker 1989) to mixed-effects regression models allows for a more parsimonious analysis of the more subtle features of the longitudinal response process and results in more accurate estimates of uncertainty in parameter estimates, improved tests of hypotheses, and more accurate interval estimates.

In an attempt to provide a more general treatment of longitudinal data, with more realistic assumptions regarding the longitudinal response process and associated missing data
mechanisms, statistical researchers have developed a wide variety of more rigorous approaches to the analysis of longitudinal data. Among these, the most widely used include mixed-effects regression models (Laird & Ware 1982) and generalized estimating equation (GEE) models (Zeger & Liang 1986). Variations of these models have been developed for both discrete and continuous outcomes and for a variety of missing data mechanisms.

The primary distinction between the two general approaches is that mixed-effects models are full-likelihood methods and GEE models are partial-likelihood methods. The advantage of statistical models based on partial likelihood is that they are computationally easier than full-likelihood methods, and they generalize quite easily to a wide variety of outcome measures with quite different distributional forms. The price of this flexibility, however, is that partial likelihood methods are more restrictive in their assumptions regarding missing data than are their full-likelihood counterparts. In addition, full-likelihood methods provide estimates of person-specific effects (e.g., person-specific trend lines) that are quite useful in understanding interindividual variability in the longitudinal response process and in predicting future responses for a given subject or set of subjects from a particular subgroup (e.g., a county, a hospital, or a community).

2.3.1 Generalized Estimating Equation (GEE) Models

During the 1980s, alongside the development of mixed-effects regression models for incomplete longitudinal data, the generalized estimating equation (GEE) models were developed (Liang & Zeger 1986 and Zeger & Liang 1986). Essentially, GEE models extend generalized linear models (GLMs) to the case of correlated data. Thus, this class of models has become very popular, especially for analysis of categorical and count outcomes, although they can be used for continuous outcomes as well i.e. GEEs provide a general framework for the analyses of continuous, ordinal, polychotomous, dichotomous and count-independent data. GEE models are termed marginal models, and they model the regression of $y$ on $x$ and the within-subject dependency (i.e., the association parameters) separately.

$$g(\mathbb{E}(Y)) = X \beta$$

The term “marginal” in this context indicates that the model for the mean response depends only on the covariates of interest and not on any random effects or previous responses. In
terms of missing data, GEE assumes that the missing data are missing completely at random (MCAR) as opposed to MAR, which is assumed by the models employing full-likelihood estimation.

Conceptually, GEE reproduces the marginal means of the observed data, even if some of those means have limited information because of subject dropout. Standard errors are adjusted (i.e., inflated) to accommodate the reduced amount of independent information produced by the correlation of the repeated observations over time (or within clusters). The most salient feature of marginal models is a regression model, with appropriately specified link function, relating the mean response of each occasion to the covariates. By contrast, mixed-effects models use the available data from all subjects to model temporal response patterns that would have been observed had the subjects all been measured to the end of the study. Because of this, estimated mean responses at the end of the study can be quite different for GEE versus MRM if the future observations are related to the measurements that were made during the course of the study. This leads to a preference for full-likelihood approaches over quasi- or partial-likelihood approaches and MRM over GEE, at least for longitudinal data. There is certainly less of an argument for a preference for data that are only clustered (e.g., children nested within classrooms), in which case advantages of MAR over MCAR are more difficult to justify.

A basic feature of GEE models is that the joint distribution of a subject’s response vector \( y_i \) does not need to be specified. Instead, it is only the marginal distribution of \( y_{ij} \) at each time point that needs to be specified. To clarify this further, suppose that there are two time points and suppose that we are dealing with a continuous normal outcome. GEE would only require us to assume that the distribution of \( y_{i1} \) and \( y_{i2} \) are two univariate normals, rather than assuming that \( y_{i1} \) and \( y_{i2} \) form a (joint) bivariate normal distribution. Thus, GEE avoids the need for multivariate distributions by only assuming a functional form for the marginal distribution at each time point. GEEs provide consistent, asymptotically normal, unbiased standard errors, even with incorrect specification of intracluster dependence structure, assuming the mean model is correctly specified and with complete or missing completely at random data (following classification of Rubin, 1976). GEEs also offer two variance
estimator algorithms. One algorithm is model-based and it is the only one available in the more popular multi-level models. The second estimator is commonly referred to as robust (or empirical, Huber/White sandwich, model-free, agnostic), meaning that it is robust to misspecification of the working correlation matrix. Moreover, Cheong et al., 2001 showed, via simulation studies, that even when data are naturally organized within clusters, and the analyses do not account for such clusters, in large sample sizes the robust estimation yields correct standard errors (Raudenbush & Bryk, 2001).

Liang and Zeger, (1986) allow for the correlation between observations without the use of explicit probability model for the origin of the correlation, so there is no explicit likelihood. They are suitable when the random effects and their variances are not of inherent interest as they allow for the correlation without explaining its origin. The focus is on estimating the average response over the population (“population-averaged” effects) rather than the regression parameters that would enable prediction of the effect of changing one or more components of X on a given individual. GEEs are usually used in conjunction with Huber-White standard errors.

The assumptions maintained by the GEE method are that (1) the dependent variable is linearly related to the predictors (when the dependent variable is non-normally distributed a nonidentity link function is to be selected); (2) the number of clusters be relatively high (a rule of thumb is no fewer than ten, possibly more than 30; Norton et al., 1996); (3) the observation in different clusters be independent.

To augment the efficiency of GEEs, Prentise (1988, Zhao & Prentise, 1990) introduced a variation called GEE2, which requires the correct specification of both mean model and the correlation structure. The gain in efficiency, however, seems to be minor (Liang, Zeger & Qaqish, 1992). Moreover, when the correlation structure is misspecified, the GEE2 estimated parameters are non-consistent.
However, over the past 20 years, the GEE approach has proven to be a useful method for the analysis of longitudinal data, especially when the response variable is discrete (binary, ordinal or count outcomes)

2.3.2 Generalized Linear Mixed-effects Models (GLMMs)

Generalized Linear Mixed-effects regression models are now quite widely used for the analysis of longitudinal data (38 papers in 2005, 62 in 2006, 83 in 2007 and 17 in 2008 to date). These models can be applied for normally distributed continuous outcomes as well as categorical outcomes and other non-normally distributed outcomes such as counts that have a Poisson distribution. Literature review found that many analyses (58%, n=537) used GLMMs inappropriately. The most frequent and severe problem was the use of Penalized Quasi-likelihood (PQL) in situations where it may be biased (Breslow 2005) and the second most common misuse of GLMMs involved the analysis of random effects with too few level; (16%, n=462) of analysis estimated random effects for factors with fewer than four levels, which is not wrong but leads to imprecise estimates of the standard deviation. About 11% of papers used GLMMs only to analyze normally distributed data.

GLMMs are extensions of Generalized Linear Models to longitudinal data by allowing a subset of the regression coefficients to vary randomly from one individual. They enable for accounting for the within subject association. GLMMs have their foundation in simple random-effects models for binary and count data. From an historical perspective, the papers by Ashford and Sowden (1970), Pierce and Sands (1975), and Korn and Whittemore (1979) laid the conceptual foundations for GLMMs. In GLMMs the marginal likelihood is used as the basis for inferences for the fixed-effects parameters, complemented with empirical Bayes estimation for the random effects.

In GLMMs, the model for the mean response is conditional upon both measure covariates and unobserved random effects; the inclusion of the latter induces correlation among the repeated responses marginally, when averaged over the distribution of random effects.

The Generalized linear mixed-effects regression model for the measurement $y$ of individual $i$ ($i = 1, 2 \ldots N$ subjects) on occasion $j$ ($j = 1, 2, \ldots n$ occasions):

$$Y_{ij} = \beta_0 + \beta_1 t_{ij} + \epsilon_{ij}$$
That is;
Mixed models = fixed and random effects.

\[ Y_{it} = \beta_{0(i\text{random})} + \beta_{1(t\text{fixed})} + Error \]

Ignoring subscripts, this model represents the regression of the outcome variable \( y \) on the independent variable time (denoted \( t \)). The subscripts keep track of the particulars of the data, namely whose observation it is (subscript \( i \)) and when this observation was made (the subscript \( j \)). The independent variable \( t \) gives a value to the level of time and may represent time in weeks, months, etc. Since \( y \) and \( t \) carry both \( i \) and \( j \) subscripts, both the outcome variable and the time variable are allowed to vary by individuals and occasions.

In linear regression models, the errors \( \varepsilon_{ij} \) are assumed to be normally and independently distributed in the population with zero mean and common variance \( \sigma^2 \). This independence assumption makes the typical general linear regression model unreasonable for longitudinal data. This is because the outcomes are observed repeatedly from the same individuals, and so it is much more likely to assume that errors within an individual are correlated to some degree. Furthermore, the above model posits that the change across time is the same for all individuals since the model parameters (\( \beta_0 \), the intercept or initial level, and \( \beta_1 \), the linear change across time) do not vary by individuals. For both of these reasons, it is useful to add individual-specific effects into the model that will account for the data dependency and describe differential time trends for different individuals.

The addition of auto correlated residuals (Chi & Reinsel 1989, Hedeker 1989) to mixed-effects regression models allows for a more parsimonious analysis of the more subtle features of the longitudinal response process and results in more accurate estimates of uncertainty in parameter estimates, improved tests of hypotheses, and more accurate interval estimates. Thus correct specification of the correlation structure augments efficiency (Y. -G. Wang & Carey, 2003) and several specifications are commonly adopted; Independent, Exchangeable, Autoregressive, Stationery M, M-independent or non-stationery, Unstructured and specified or fixed. The choice among the several specifications should be based on substantive reasons,
and sensitivity analyses of the different specifications of the correlation are recommended (Y. –G. Wang & Carey; Zorn, 2001).

Regarding parameter estimates, for continuous and normally distributed outcomes, Hedeker et al. (1994) noted that the fixed effects estimates are not greatly affected by the choice of model. However, the estimates of the standard errors, which determine the significance of these parameter estimates, are influenced by the choice of model. In general, when a source of variability is present but ignored by the statistical model, the standard errors will be underestimated. Underestimation of standard errors results since the statistical model assumes that, conditional on the terms in the model, the observations are independent. However, when systematic variance is present but ignored by the model, the observations are not independent, and the amount of independent information available in parameter estimation is erroneously inflated.

2.4 Model comparison
Model comparison and model checking in the GLMM and GEE framework is not straightforward and suitable methods are sparse. In general, if GLMMs are estimated using a full likelihood approach, models can be compared using information criteria such as Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC). AIC and BIC are measures of the likelihood, penalized for the complexity of the model.

The choice between the two depends mainly on the specific scientific question of interest. GLMMs are most useful for making inferences about individuals and tracking individual trajectories, while the marginal model is more useful for inferences about population or sub-population averages. No model is a priori more suitable for the analysis of HRQL data than the other. It has been argued that mixed models may be more appropriate in epidemiological research as they allow a better understanding of the underlying mechanisms. Also, they have a close relationship to matched-pair design methods often used in epidemiologic and public health research. Due to the individual-specific interpretation of regression coefficients, the GLMM is also most meaningful for time-varying covariates. In contrast, the interpretation of time-invariant or between-subject covariates in the GLMM is less intuitive or even misleading since they also only allow a within-subject interpretation which is difficult to
imagine. For example, if a beta GLMM is used to estimate treatment effects on HRQL in clinical trials, the respective treatment arm coefficient is interpreted as the difference in outcomes between two individuals with the same covariate values and the same random effects $b_i$, differing only in their treatment arm. It does not describe the average treatment effect which is usually of major interest in intervention studies, especially if preference-based HRQL measures are used in economic evaluation studies. Therefore, the marginal model may be more suitable in many applications in public health research. Also, it has been argued that many epidemiologic methods such as stratified methods are essentially population-averaged methods. Differences between beta GLMM and beta GEE also exist with respect to the handling of missing data: In practice, the beta GLMM may be more convenient since it remains valid under the MAR assumption which is usually more plausible in quality of life studies than the MCAR assumption made by the beta GEE.

A common approach to compare regression models and assess goodness of fit is to consider likelihood-based statistics which evaluate the probability of the observed data under the model.
CHAPTER THREE

METHODOLOGY

3.0 Introduction to the chapter
This chapter describes the method that was used to meet the study objectives. Generalized Estimating Equations Model and Generalized Linear Mixed-effects Models were used on longitudinal data and evaluated using Akaike Information Criterion. A description of the research setting, research tools used, research procedure and the ethical issues relating to the study are also given.

3.1 Study design
It is a retrospective longitudinal study carried out from 1st of January 2008 through 31st December 2012. A total of 248 subjects were sampled. Gender, age at initiation of ART, Baseline weight, CD4 cell count(cells/mm$^3$) taken at the initiation of ART and thereafter every six-weekly CD4 cell count up to six months and world health clinical staging at the initiation of ART. GEE model and GLMM were performed with the Akaike Information Criterion (AIC) being used to compare the efficiency of the models.

3.2 Study Area and Population of interest
The study was carried out in Kenyatta National Hospital located in Nairobi, the capital city of Kenya. Kenyatta National Hospital is a teaching and referral hospital and receives patients from all over Eastern and Central Africa and has optimum service provision and best outcomes in interventions administered to patients presenting to it. It has a Comprehensive Care Centre which offers a wrap-around approach to HIV disease management. A multidisciplinary team provides specialized HIV care to address the diagnosis and treatment of opportunistic infections and other HIV/AIDS-related co-morbidities, antiretroviral therapy management, laboratory monitoring of patients, antiretroviral adherence counseling, nutrition counseling, social work services, and supportive counseling. Currently, 6642 patients are actively being followed up in the CCC with approximately 5500 patients receiving ARV therapy and another 950 patients who do not qualify to be initiated on ARVs on palliative care. Patients qualify for ARV therapy when CD4 counts fall below 350 or when they are in WHO clinical stage III or IV. Most of the patients (95%) on ARV are on 1st line treatment regimen which consists of an NRTI backbone and an NNRTI.
The study population consisted of HIV-Positive patients above 18 years who were initiated on ART between 1st of January 2008 through 31st December 2012.

3.2.1 Sample size
Sample size determination was addressed in the original study. The following formula was used for sample size computation:

\[ n = \frac{(z_{1-\alpha/2} + z_{1-\beta})^2 \sigma^2}{\mu_1 - \mu_2} \]

Where \( \alpha \) = significant level (0.05)
\( 1-\beta \) = the power of the study (90%)
\( Z_{1-\alpha/2} \) = Z-value attributed to \( \alpha/2 \) (1.96)
\( Z_{1-\beta} \) = Z-value attributed to 1-\( \beta \) (1.28)
\( \mu_1 - \mu_2 \) = the expected difference between the subjects on TDF + 3TC +EFV or NVP and AZT + 3TC + NVP or EFV

This gave a total of 288 but only those whose CD4 cell count was complete were analyzed giving a total of 248 subjects.

3.2.2 Sampling procedure
The sampling frame for the study was all cases of HIV-Positive patients above 18 years started on ART between January 1st 2008 and 31st December 2012. Sampling was carried out using Simple Random Sampling (computer generated random numbers).

3.3 Variables
The count variable of interest was the CD4 cell count (cells/mm\(^3\)) with repeated measurements every six weeks up to six months, the WHO clinical staging at initiation of ART and thereafter upto six months as well as change in BMI from initiation of ART up to six months and age at start of study. Categorical variable was ART various regimens.

3.3.1 The Response Variable
The response or outcome variable in this study is the CD4+ Cell count at 60 weeks from the date of ART initiation.
3.3.2 The Predictor Variables
The predictor variables in longitudinal analysis are called covariates. These are explanatory variables which are assumed to influence the outcome of CD4+ cell count after initiation of ART and are as below:

1. Age in years (at ART initiation)……………………………………
2. Baseline BMI…………………………………………………………
3. Regimen type…………………………………………………………
4. WHO staging (at ART initiation)……………………………………
5. Baseline CD4+ cell count…………………………………………
6. CD4+ cell count at 12 weeks………………………………………
7. CD4+ cell count at 24 weeks………………………………………
8. CD4+ cell count at 36 weeks………………………………………
9. CD4+ cell count at 48 weeks………………………………………
10. CD4+ cell count at 60 weeks………………………………………

3.4 Statistical Analysis
Descriptive statistics of continuous variables was done to show the distribution of patient factors, as well as the minimum and maximum CD4 cell counts. Correlation between the repeated measurements was done and significant relationships chosen. GLMM and GEE models were fitted to the CD4 cell count data to explore predictive relationships with age, BMI, ART regimen and WHO clinical staging. The likelihood ration and the BIC were used to determine the most optimal model.

Statistical significance level for analyses in this study was taken as p<0.05.

The basic Generalized Estimating Equations model is presented below as;

\[ Y_{ij}(\text{CD4 count at 60 weeks}) = \beta_0 + \beta_1(\text{age}) + \beta_2(\text{BMI}) + \beta_3(\text{ART regimen}) + \beta_4(\text{CD4t0}) + \beta_5(\text{CD4t12}) + \beta_6(\text{CD4t24}) + \beta_7(\text{CD4t36}) + \beta_8(\text{CD4t48}) + \text{CORR} + \text{Error} \]

The basic Generalized Linear Mixed-effects Model is;

\[ Y_{ij} = \beta_{0j} + \beta_{1j}(\text{CD4t0}) + \beta_{2j}(\text{CD4t12}) + \beta_{3j}(\text{CD4t24}) + \ldots + \beta_{5j}(\text{CD4t48}) + b_{i,0} + b_{i,1}(\text{CD4t0}) + b_{i,2}(\text{CD4t12}) + b_{i,3}(\text{CD4t24}) + \ldots + b_{i,4}(\text{CD4t48}) + \text{Error}_{ij} \]

Data was analyzed using SPSS Statistical software version 20.
3.5 Ethical Consideration
The primary study was approved by the KNH/UON Ethical Review Committee before implementation. All facets of the relevant ethics was adequately addressed, that is details and importance of the study was explained to the recruited patients with particular emphasis on the fact that the study would help health workers in understanding and making informed decisions regarding the initiation of antiretroviral therapy and in monitoring the success of such therapy and willing participants were asked to sign an informed consent form, hence was not replicated here except for a formal application and subsequent acquisition of the original datasets.

3.6 Validity and Reliability
Content validity is based on the adequacy with which the items in an instrument measure the attributes of the study (Nunnally, 1978). Content validity of the method was ensured through constructive criticism from colleagues in class and the supervisors who have extensive experience in research. Reliability is the extent to which any measuring method yields the same results on repeated trials (Carmines & Zeller, 1979). The reliability of the method will be ensured through fitting the model to hypothetical datasets. Furthermore, the reliability and validity of the results will be obtained through member checks to help indicate whether the findings appeared to match with perceived authenticity. This will be done in order to limit the distorting effects of random errors on the findings.
CHAPTER FOUR

RESULTS

4.0 Introduction
In this chapter, the results of the study are described and the analysis of the data presented. Data analysis was done using SPSS version 20. The results describe information on the subjects under study and the changes in the variable of interest by performing longitudinal analysis using GEE model and GLMM.

Figure 1 Bar graph of Age characteristic

The table indicates the age distribution of the 248 patients initiated on ART, with the highest number of patients at 32 years of age and the lowest number at 18, 52, 54, 57, 59, 61 years of age.
Table 1 Descriptive statistics on Age and BMI

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>248</td>
<td>18</td>
<td>61</td>
<td>34.04</td>
<td>7.915</td>
</tr>
<tr>
<td>BMI at baseline</td>
<td>248</td>
<td>12.45</td>
<td>36.63</td>
<td>21.0063</td>
<td>3.74829</td>
</tr>
<tr>
<td>Valid N (listwise)</td>
<td>248</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

There were a total of 248 patients observed. The mean age was 34.04(SD 7.915) and the baseline BMI averaged 21.0063(SD 3.74829) at initiation of Antiretroviral Therapy.

Table 2 CD4+ cell count characteristics

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>cd4 count at time0</td>
<td>248</td>
<td>1</td>
<td>773</td>
<td>209.03</td>
<td>122.787</td>
</tr>
<tr>
<td>cd4 count at 12weeks</td>
<td>248</td>
<td>50</td>
<td>1180</td>
<td>351.83</td>
<td>170.059</td>
</tr>
<tr>
<td>cd4 count at 24weeks</td>
<td>248</td>
<td>78</td>
<td>1121</td>
<td>420.74</td>
<td>189.749</td>
</tr>
<tr>
<td>cd4 count at 36weeks</td>
<td>248</td>
<td>59</td>
<td>1389</td>
<td>501.60</td>
<td>213.934</td>
</tr>
<tr>
<td>cd4 count at 48weeks</td>
<td>248</td>
<td>111</td>
<td>1359</td>
<td>540.64</td>
<td>217.087</td>
</tr>
<tr>
<td>cd4 count at 60weeks</td>
<td>248</td>
<td>88</td>
<td>1467</td>
<td>587.59</td>
<td>244.286</td>
</tr>
<tr>
<td>Valid N (listwise)</td>
<td>248</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A total of 248 patients were observed and there CD4+ cell counts measured from the start of ART up to 60 weeks of treatment. The mean CD4+ cell counts over each time period is as indicated above as well as the standard deviation (SD) for each mean CD4+ cell count.
The table shows that all patients were on a triple therapy. 89.1% of the subjects were on first line regimen based on 2 nucleoside reverse transcriptase inhibitors (NRTIs) and a non-nucleoside reverse transcriptase inhibitor (NNRTI), i.e. 3TC/D4T(30/40)/NVP, while 22 subjects were on 3TC/D4T/EFV a regimen given to patients on Tuberculosis treatment. 5 patients were on AZT/3TC/NVP regimen which was previously a first-line regimen that is being phased out due to adverse drug reactions caused primarily by zidovudine (AZT).
A total of 36 subjects (14.5%) were in WHO clinical stage 1, 63 subjects (25.4%) were in WHO clinical stage 2, 98 subjects (39.5%) were in WHO clinical stage 3 and a total of 51 subjects (20.6%) were in WHO clinical stage 4.
Table 4 Regression analysis

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>T</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td></td>
</tr>
<tr>
<td>(Constant)</td>
<td>-83.921</td>
<td>69.989</td>
<td>-1.199</td>
<td>.232</td>
</tr>
<tr>
<td>Age</td>
<td>-.101</td>
<td>.953</td>
<td>-.003</td>
<td>.106</td>
</tr>
<tr>
<td>BMI at baseline</td>
<td>4.885</td>
<td>2.123</td>
<td>.075</td>
<td>2.301</td>
</tr>
<tr>
<td>cd4 count at time0</td>
<td>-.095</td>
<td>.078</td>
<td>-.048</td>
<td>-1.225</td>
</tr>
<tr>
<td>cd4 count at 12weeks</td>
<td>.077</td>
<td>.082</td>
<td>.054</td>
<td>.938</td>
</tr>
<tr>
<td>cd4 count at 24weeks</td>
<td>.168</td>
<td>.080</td>
<td>.130</td>
<td>2.099</td>
</tr>
<tr>
<td>cd4 count at 36weeks</td>
<td>.205</td>
<td>.068</td>
<td>.179</td>
<td>3.005</td>
</tr>
<tr>
<td>cd4 count at 48weeks</td>
<td>.672</td>
<td>.063</td>
<td>.597</td>
<td>10.710</td>
</tr>
<tr>
<td>ART regimen</td>
<td>2.851</td>
<td>11.668</td>
<td>.008</td>
<td>.244</td>
</tr>
<tr>
<td>WHO clinical staging</td>
<td>8.739</td>
<td>8.258</td>
<td>.034</td>
<td>1.058</td>
</tr>
</tbody>
</table>

a. Dependent Variable: cd4 count at 60weeks

The BMI at baseline, CD4+ cell count at 24 weeks, CD4+ cell count at 36weeks and CD4+ cell count were the predictor variables that were statistically significant as shown by the multivariate analysis results.

The other predictor variables i.e. Age, CD4+ cell count at baseline, CD4+ cell count at 24 weeks on ART treatment, ART regimen and WHO clinical staging were not statistically significant.
The correlation structure was of the form illustrated above. Correlation was significant at the 0.01 level (2-tailed) and 0.05 level (2-tailed). The structure is unstructured with decreasing correlation for further time periods. All correlations are estimated separately. The CD4+ cell counts have a within-person correlation that is high for observations close together in time, but the correlation tends to decrease with increasing time separation between the measurements.
This model describes how the population as a whole behaves, not how an individual within that population will behave.

It is generally understood that likelihood ratio tests have better statistical properties than Wald tests. The generalized estimating equations are not a form of maximum likelihood estimation, thus likelihood ratio tests are not available. So one can go ahead with the Wald test that is reported.

The GEE model provided a good fit to the data given the significant goodness of fit test (Prob > chi2 = 0.00000). The ART regimen and CD4+ cell count (repeated measures) were found to be significant predictors of the current CD4+ cell count at alpha < 0.05.
Table 6 Generalized Linear Mixed-effects Model

Residuals:

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>1Q</th>
<th>Median</th>
<th>3Q</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-506.42</td>
<td>-122.79</td>
<td>-27.24</td>
<td>91.99</td>
<td>912.88</td>
</tr>
</tbody>
</table>

Coefficients:

|                | Estimate | Std. Error | t value | Pr(>|t|) |
|----------------|----------|------------|---------|---------|
| (Intercept)    | 242.342  | 45.704     | 5.302   | 1.32e-07 *** |
| age            | -2.060   | 0.645      | -3.196  | 0.00142 **  |
| bmi            | 3.897    | 1.433      | 2.720   | 0.00661 **  |
| regimen        | -38.541  | 7.785      | -4.951  | 8.24e-07 *** |
| staging        | -0.620   | 5.567      | -0.111  | 0.91128    |
| time           | 72.574   | 2.978      | 24.372  | < 2e-16 *** |

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 196.2 on 1482 degrees of freedom
Multiple R-squared: 0.3004, Adjusted R-squared: 0.298
F-statistic: 127.3 on 5 and 1482 DF, p-value: < 2.2e-16

The Generalized Linear Mixed – effects model provided a good fit to the data given the significant goodness of fit test (p-value = 0.000). The age, BMI, regimen and CD4 + cell counts(repeated measures) were found to be significant predictors of the current CD4+ cell count at alpha<0.05.
Table 7 Comparing the GLMM and GEE models

<table>
<thead>
<tr>
<th>Goodness of fit</th>
<th>GLMM</th>
<th>GEE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>QIC</strong> = 14739938.05</td>
<td><strong>AIC</strong> = 20,455,081</td>
<td></td>
</tr>
<tr>
<td><strong>QICC</strong> = 14739938.05</td>
<td><strong>BIC</strong> = 20,460,383</td>
<td></td>
</tr>
</tbody>
</table>

QIC (Quasi likelihood under independence model criterion)
QICC (Corrected quasi likelihood under independence model criterion)
AIC (Akaike Information Criterion)
BIC (Bayesian information Criterion)

The relative fit of GEEs vs GLMMs could not be directly compared. This is because GEEs use quasi-likelihood, while GLMMs use maximum-likelihood framework for model estimation. Comparative measures such as Akaike’s Information Criterion (Burham & Anderson 1978) are used for evaluating relative fit of models for GLMM (Boker et al, 2009), whereas the quasi-likelihood – under- the independence- model information criterion, or QIC (Pan 2001) are used for evaluating relative fit of models for GEE, but there is no criterion that can be used for both.

Also, because parameter estimates from GLMM were conditional, while parameter estimates from GEE were marginal, parameter estimates and significance differed, and their comparison is therefore not appropriate.
The importance of early treatment was evident from this study. The Initial CD4+ cell count was shown to significantly determine a patient’s current CD4+ cell count following initiation on ART. A higher initial CD4+ cell count would result in a better rate of recovery of patients on ART. This agrees with findings of Viviane et al (2009) and Kulkarni et al (2011).

This study did not show any age differentials. However, the BMI was shown to significantly determine a patient’s current CD4+ cell count hence a higher baseline BMI predicts greater gains in CD4+ cell counts. This finding is in contrast to the results in the Crum- Cianflone et al study, which showed that obese patients have smaller CD4+ cell count gains. However possible explanations for the relationship between higher BMI and higher CD4+ cell count gains includes the effects of adipokines such as Leptin, differences in thymic size, differences in lymphocyte population dynamics in the gastrointestinal tract and other mucosal sites and differences in T- lymphocyte apoptosis. Therefore, persons with higher BMI may naturally have higher CD4+ cell counts, and the greater CD4+ cell count recovery on ART in HIV- Infected patients with higher BMI could be explained simply by a “return to health” phenomenon.

Since the visits are equally spaced and each subject is scheduled to have a total of six measurements, the unstructured correlation matrix was used. The unstructured covariance structure model often offers the best fit and is most commonly used in longitudinal data as it is the most parsimonious, which requires no assumption in the error structure. A comparison of Akaike’s Information Criterion (AIC) and the Bayesian Information Criterion (BIC) for the known covariance structures was done and the model best fit for the covariance structure was the autoregressive moving average model. This means that there is correlation between CD4+ cell counts and that the correlation weakens with distance between counts. Thus, even though a patient’s CD4+ cell count depended on his/her past CD4+ cell count, the strength of
the relationship was stronger with his/her immediate past CD4+ cell count, and weakened with increasing time difference between counts.

In GLMM, the within-subject variation was seen as the deviation between individual observations. Each subject had an individual-specific intercept and slope. Within-subject variations were seen in the magnitude of variation in the deviation between the observations and the individual trajectory. The between-subject variation was represented by the variation among the intercepts, variation ($\beta_i, 0$) and the variation among subjects in the slopes i.e. variation ($\beta_i, 1$). The resulting estimated $b_1$ the fixed-effect parameter for each predictor in this model, represents the average change in CD4+ cell count for a unit increase in that predictor.

In the GEE model the estimated regression coefficient, $\beta_0$ were broad valid estimates that approached the correct value with increasing sample size regardless of the choice of correlation model. The correlation model choice was used simply to weight observation and a good correlation model choice led to more precise estimation of regression coefficients than a poor choice. Based on optimal estimation theory (Gauss Markov theory) the best correlation model choice for efficiency of estimation was the true correlation structure.
6.1 Conclusion
Generally all patients that were considered in the study between January 2008 and December 2012 had their CD4+ cell count increased at different levels after being put on HAART at a certain initial CD4+ cell count. The determinants of CD4+ cell counts as well as the effect of the factors studied on patients CD4+ cell count were shown in this study.

The Generalized Linear Mixed-effects Model (GLMM) permitted regression analysis with correlated data and specified variance components that represent within-subject variance in outcomes and between-subject variation.

On the other hand, the Generalizing Estimating Equations (GEE) Model was fairly efficient once variance function was correctly specified and between-subject comparisons were nearly efficient once an independence covariance structure was used.

Both GEEs and GLMM hold promise when used with empirical variance estimates. The optimal approach will depend on study design and management goals.

6.2 Recommendation
This study is useful to guide education to the public, particularly patients, and also guide policy and management of treatment. Further studies are recommended to expand understanding and knowledge on the analysis of longitudinal data as well as include more covariates.
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